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Abstract: With the popularity of location-based social networks such as Weibo and Twitter, there
are many records of points of interest (POIs) showing when and where people have visited certain
locations. From these records, next POI recommendation suggests the next POI that a target user
might want to visit based on their check-in history and current spatio-temporal context. Current
next POI recommendation methods mainly apply different deep learning models to capture user
preferences by learning the nonlinear relations between POIs and user preference and pay little
attention to mining or using the information that explicitly reflects user preference. In contrast, this
paper proposes to utilize data that explicitly reflect user preference and include these data in a deep
learning-based process to better capture user preference. Based on the self-attention network, this
paper utilizes the attributes of the month of the check-ins and the categories of check-ins during this
time, which indicate the periodicity of the user’s work and life and can reflect the habits of users.
Moreover, considering that distance has a significant impact on a user’s decision of whether to visit a
POI, we used a filter to remove candidate POIs that were more than a certain distance away when
recommending the next POIs. We use check-in data from New York City (NYC) and Tokyo (TKY) as
datasets, and experiments show that these improvements improve the recommended performance of
the next POI. Compared with the state-of-the-art methods, the proposed method improved the recall
rate by 7.32% on average.

Keywords: self-attention; next POI recommendation; location-based social network; preference;
POI filter

1. Introduction

Location-based social networks such as Weibo and Twitter play an important role in
people’s lives. They allow people to keep track of their friends and increase the interaction
between them. The popularity of this software has led to the generation of many records of
POIs showing when and where people have visited certain locations. These POI data have
great significance for human mobility studies [1], urban functional area identification [2],
and urban planning [3]. Combined with census data, these users’ check-in trajectories in
relation to POIs can also be used to estimate disaggregated employment size [4]. Further-
more, based on the historical tracking information, the software can also recommend the
next possible POI for users to visit, prompting them to better understand their city and
improve the user experience.

Most of the early POI recommendation methods used collaborative filtering techniques
and matrix factorization techniques. The collaborative filtering [5] technique is used to
discover users’ interests from their historical behavior data and recommend POIs that
might be of similar interest to users. Simultaneously, the POI recommendation based on the
matrix factorization [6] technique constructs a rating matrix based on the user’s existing
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check-in information and recommends a POI according to its rating; however, people’s
behavioral trajectory is often linked to the spatio-temporal context and the POI order.
For example, when working all day, people are more likely to choose a nearby restaurant
for dinner rather than a gym a hundred miles away. In this case, next POI recommendations
are more helpful when they take the spatio-temporal context information and the trajectory
sequence relationship into consideration.

In recent years, most of the work on next POI recommendations has used deep learn-
ing to capture user preferences. Networks, such as DNN (deep neural networks) [7], RNN
(recurrent neural networks) [8], LSTM (long short-term memory) [9], and self-attention [10],
have been widely used. For example, Lian et al. [11] proposed a location recommenda-
tion method based on a self-attention network for geo-aware sequence recommendations.
Zheng et al. [12] presented a memory-enhanced hierarchical attention network, which
considers both short-term check-in sequences and long-term memory. Although these
deep learning-based methods are well developed, some issues still remain with regard to
next POI recommendations. Particularly, these methods mainly resort to deep learning to
capture user preferences by learning the nonlinear relations between the POIs and user
preferences, and pay little attention to mining and using information that explicitly reflects
user preferences. This may not lead to a good performance when there are few data for
training or noise present in the data.

To improve next POI recommendations, this paper improves the self-attention network-
based recommendation method by taking the information reflecting user preference ex-
plicitly into account. First, considering that there is often periodicity in people’s work and
lives, there is also periodicity in the sequences of different POIs. Using the information that
reflects the periodicity of next POI recommendations contributes to an improved recom-
mendation performance. By taking the attribute of the month of check-ins as the constraint,
our experiments showed that it improved the recall rate by 11.37%. Second, different people
have preferences for different POIs in practice. Thus, the categories of POIs can also reflect
user preference to a certain extent. We also used the attribute of categories of POIs for next
POI recommendation, and the experiments showed its contribution. Moreover, distance is
an important factor influencing people’s decisions regarding whether or not to visit a POI.
In light of this, we used a filter to remove the candidate POIs that were more than a certain
distance away when recommending the next POIs. The experiments showed that this also
improved the accuracy of the recommendations.

The rest of the paper is structured as follows. The current state of the research on
POI recommendations is described in Section 2; the problems related to next POI recom-
mendation are detailed in Section 3; the details of our proposed approach are presented in
Section 4; then, the experiments and the results are explained and provided in Section 5;
finally, our conclusions and the future possibilities are explored in Section 6.

2. Related Work
2.1. Traditional Research Work on POI Recommendation

Traditionally, collaborative filtering and matrix factorization techniques have been used
for POI recommendations. For example, the works of Zeng et al. [13] and Wang et al. [14]
used collaborative filtering algorithms to exploit the similarity of user trajectories. Tour-
inho et al. [15] proposed a fuzzy region-based collaborative filtering recommendation algo-
rithm that used only signed-in data. As such, users’ activities and preferences can be modeled
from aspects such as regions of interest and POI prevalence. Furthermore, Li et al. [16]
proposed a collaborative filtering algorithm based on point-state preference learning on
user-item sets.

However, collaborative filtering techniques cannot effectively utilize contextual infor-
mation such as user space–time. Ren et al. [17] and Davtalab et al. [18] both proposed a
probability matrix factorization method using textual information, spatio-temporal infor-
mation, social network information, and categorization information. Hu et al. [19] proposed
a POI collaborative clustering method based on non-negative matrix decomposition using
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spatio-temporal information and user similarity. Silva et al. [20] proposed a joint Bayesian
recommendation model integrating item text content, user social networks, and user–item
interaction. It generalized an existing Poisson decomposition model by adding content and
social features. However, in general, the scoring matrix was very sparse, which limited
the accuracy of the recommendations. Moreover, the model could not learn the sequence
transformation of items, i.e., it did not consider the order effect. Accurate POI recom-
mendations are closely related to the spatio-temporal context and trajectory sequences;
thus, it is necessary to incorporate spatio-temporal contextual information and sequence
transformation information regarding items into the reference factors for recommendations.

2.2. Deep Learning-Based Research on Next POI Recommendation

Next POI recommendation is actually a sequence recommendation, which considers
the transition between POIs based on the user’s historical trajectory. Many algorithms have
emerged in recent years. Zhang et al. [21] designed a new approach for sequence recom-
mendation based on a RNN and CNN (convolutional neural network). Hidasi et al. [22]
used a recurrent neural network to capture long semantic information for sequence recom-
mendation. Chen et al. [23] proposed a hybrid order gated graph neural network (GNN) to
adequately apply GNN to control-based recommendations, based on the over smoothing
problem. Gao et al. [24] proposed a session recommendation model based on context-aware
and gated graph neural networks, incorporating relevant contextual information into the
recommendation influences. Mitheran et al. [25] used a transformer with a target-attentive
GNN for feature extraction and used multi-headed attention to capture local and global
contexts. It was able to learn richer representations for sequence-based recommendation.

Based on sequential recommendations, recent research work on next POI recom-
mendation has mainly used deep learning algorithms. Luo et al. [26] utilized an attention
mechanism to learn user preferences for next POI recommendation. Sun et al. [27] proposed
long- and short-term preference modeling, including a nonlocal network for long-term pref-
erence modeling and a geographically expanded RNN for short-term preference learning
for next POI recommendation. Liu et al. [28] proposed a real-time preference mining model
based on LSTM to recommend the next POI with time constraints. Chen et al. [29] presented
an RNN-based next POI recommendation method that considered both the location inter-
ests of similar users and contextual information (e.g., time, current location, and friends’
preferences). Wang et al. [30] proposed the DSPR method, which utilized different types of
contextual information such as absolute time, POI–POI transition time/distance, and POI
types to model real-time demand and combine user preferences for next POI recommen-
dation. Xu et al. [31] integrated user comprehensive trust relationships, user preferences,
check-in time, and geographic location into a matrix factorization model for next POI rec-
ommendation. Agrawal et al. [32] proposed an embedding-based venue recommendation
framework that represented POI based on tag embedding and modeled users (user profiles)
based on the POIs.

Different from existing methods, we improved the self-attention network-based next
POI recommendation method by explicitly taking information reflecting user preference
into consideration. We propose including attributes that reflect user preference and be-
havioral habits such as the month of check-in and the category of POI into consideration.
Moreover, we also considered the influence of the distance factor and removed the candi-
date POIs that were more than a certain distance away when recommending the next POI.

3. Problem Definition

In this paper, a set of users is represented by U = {u1, u2, . . . , u|U|}, where |U| is
the number of users. A set of POIs is denoted by L = {l1, l2, . . . , l|L|}, where |L| is the
number of POIs. Each POI contains the information: ID, longitude, and latitude, denoted
as: lk =< IDk, lonk, latk >. Based on the above representations, all the check-in points
of each user in a period of time can be formed into a trajectory in chronological order.
Then, the trajectory of the user n can be represented as Sn = {p1, p2, . . . , p|Sn |}, where
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pi =< ui, lk, tk, mk, ck > indicates that user ui checked in at lk POI at time tk. The category
of POI is ck, and the month in which the check-in occurred is mk.

To facilitate the calculation, the length of user trajectories was unified as N. Further-
more, if |Sn| > N, the nearest N check-in points are selected, and if |Sn| < N, zero is
added to the trajectory from the right. Given the above information, the problem of next
POI recommendation is to recommend the next POI l ∈ L to a user given its trajectory
Sn = {p1, p2, . . . , pN} and the information of all the POIs in L.

4. Methodology

This paper improves the self-attention network-based next POI recommendation
method by using attributes that explicitly reflect user preference. As shown in Figure 1,
the model of the proposed method mainly consists of three layers: an embedding layer,
a self-attention layer, and a recommendation layer.

User ID POI ID
Check-in 

time

Check-in 

month

POI 

category

Check-in 

time

Check-in 

location

Condition 

location

Check-in 

time

Check-in 

location

trajectory spatio-

temporal matrix
trajectory matrix

POI spatio-

temporal matrix

Softmax

Q K
T

V

Preference

Candidate 

POIs Filter

New POI spatio-

temporal matrix

Softmax

Embedding Layer

Self-attention Layer
Recommendation

Layer

+

Output

Figure 1. The framework of our method.

The first layer is the embedding layer, which embeds the basic information into certain
dimensional features. The user trajectories, including the attributes of user ID, check-in
point ID, check-in time, the month of check-in, and check-in point category, are transformed
into the user trajectory matrix. Then, the trajectory spatio-temporal matrix is derived
from the spatio-temporal information of the user trajectory matrix, and the POIs’ spatio-
temporal matrix is calculated from the spatio-temporal information of the user track and
the candidate POIs. As a result, three important matrices, namely the user trajectory matrix,
the trajectory spatio-temporal matrix, and the POIs’ spatio-temporal matrix, are derived
from the first layer. The second layer is the self-attention layer, whose purpose is to learn
user preference features. Specifically, the user’s trajectory matrix and the trajectory spatio-
temporal matrix obtained from the first layer are sent to the self-attention network to learn
the user preference. The third layer is the recommendation layer in which the next POI is
recommended with the learned user preference features. The details of these layers are
described in the subsequent subsections.

4.1. Embedding Layer

The inputs of the embedding layer are the trajectories Sn = {p1, p2, . . . , p|Sn |} of each
user, where pi =< ui, lk, tk, mk, ck > indicates that user ui checked in lk POI at time tk,
the category of POI is ck, and the month in which the check-in occurred is mk. Given
these inputs, the embedding layer embeds these trajectories into the latent space and
obtains their features. More specifically, each point in the trajectories is mapped into a
d-dimension feature based on its five types of attributes. Once the features of each point
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of the trajectories are obtained, the spatio-temporal relationship between the different
points in the trajectories and between the current POI of users and the candidate POIs are
calculated. This is because the spatio-temporal context has a strong impact on the choice of
the next POI, and this information will contribute to the awareness of user preference in
the spatio-temporal context.

After embedding, the trajectory Sn = {p1, p2, . . . , p|Sn |} of each user is transformed
into a matrix in the form of {e1

n, e2
n, . . . , eN

n } ∈ RN×d, where ei
n denotes the features of

the i-th trajectory point. Because each point in the trajectory contains the five kinds of
attributes of user ID, check-in point ID, check-in time, check-in month, and check-in point
category, the features of the i-th trajectory point ei

n are the addition of the features of these
attributes. That is, ei

n = eu
n + el

n + et
n + em

n + ec
n ∈ Rd, where eu

n,el
n,et

n,em
n , and ec

n are the
embedded features of these attributes of user ID, check-in point ID, check-in time, check-in
month, and check-in point category, respectively, and d is the dimension of these embedded
features. For the values of these attributes, they are the numbers in practice. Thus, we
convert them from a scalar to a dense vector. What should be noted is that the values of
check-in time have been transformed into a time of 7 (days) × 24 (hours) = 168 (hours),
indicating one hour in a week. This fine-grained temporal information is meant to highlight
the potential cyclical nature of people’s lives throughout the week.

To capture the spatio-temporal relationship between the different points in the trajec-
tories, the spatial distances and the temporal time intervals between different points are
calculated. The spatial distances between points are obtained by the way of the Haver-
sine ranging method [33]. The absolute difference between the embedded features of
the check-in time of two different points is taken as the temporal time interval between
the points. Then, the spatial distance and the temporal time interval between two points
are summed together to capture the spatio-temporal relationship between two points of
the trajectories. In this way, for each trajectory, there is one corresponding matrix in the
form of RN×N to capture the spatio-temporal relationship between any two points of the
trajectory. In the same way, the spatio-temporal relationship between the current location
of the user and the candidate POIs for recommendations can be captured. Finally, three
kinds of matrices are obtained by the embedding layers. They are the user trajectory matrix
capturing the features of the trajectories of different users, the trajectory spatio-temporal
matrix capturing the spatio-temporal relationships between the points of the trajectory,
and the POIs’ spatio-temporal matrix capturing the spatio-temporal relationships between
the user’s current location and the candidate POIs.

4.2. Self-Attention Layer

The user’s transition between check-in points reflects their daily habit preferences,
and the extraction of their personal preferences helps to recommend the next POI to the
user. Traditional neural network models such as LSTM and RNN cannot capture long
sequence information, but in order to obtain personal behavior and habit preferences
long sequence trajectories are required. The self-attentive network uses the attention
mechanism to calculate the correlation between POIs. This layer takes as inputs the user
trajectory matrix and the trajectory spatio-temporal matrix to learn user preference features.
Given the user trajectory matrix M(u) ∈ RN×d and the trajectory spatio-temporal matrix
M(∆) ∈ RN×N , the preference learning expression is:

Pre(u) =
N

∑
i=1

αiV (1)

αi is the semantic similarity weight between POIs, calculated as:

αi = so f tmax(
QKT + M(∆)√

d
) (2)
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where Q, K, and V denote the query, key, and value matrices in the self-attention network,
respectively. We first compute the dot product of matrices Q and KT , add the trajectory
spatio-temporal matrix to emphasize the spatio-temporal information, and apply

√
d to

scale the results. Then, the results are normalized to a probability distribution using the
softmax operation. The Q, K, and V are defined as follows, where WQ, WK, WV ∈ Rd×d are
the parameter matrices.

Q = M(u)WQ, K = M(u)WK, V = M(u)WV (3)

4.3. Recommendation Layer

User preferences are learned in the self-attention layer. With the learned user prefer-
ence features, the recommendation layer matches the user preference with each candidate’s
POI and recommends the POI with a high matching degree. For the selection of candidate
POIs, all remaining POIs are often taken as candidates. In this paper, a candidate POI filter
is used to remove the candidates, which are a longer distance away.

Given the NYC dataset and TKY dataset [34], the statistics of the distance distribution
between POIs are shown in Figure 2. Figure 2a shows the distance distribution between
two consecutive visits in the NYC dataset, and Figure 2a shows that of the TKY dataset.
It can be seen that the distance between most of the consecutive visits does not exceed
25 km. Thus, the candidate POIs, which are more than 25 km away from the current POI,
are excluded from the recommendations to improve the recommendation accuracy.

(a) NYC

 

97.99% 

2.01% 

0-25km

>25km

0-5km

5-10km

10-15km

15-20km

20-25km

25-30km

30-35km

35-40km

40-45km

(b) TKY

Figure 2. The distance distribution between two adjacent POIs of the trajectories in the two datasets
of NYC and TKY.
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After filtering, the POI spatio-temporal matrix is changed from M(C) ∈ RL×N to
M(C′) ∈ RL′×N . Then, the probabilities of each candidate POI to be recommended are
calculated in the following way:

P(p1, p2, . . . , p|L′ |) = Sum(so f tmax(
QKT + M(C′)√

d
)) (4)

where Q, K ∈ RN×d are defined in Formula (3), and Sum(•) is the sum of the values of the
last dimension. The probabilities are sorted from largest to smallest, and the POI with the
highest probability is recommended.

5. Experiments and Results

In this section, the details of the experiments used to validate the proposed method are
presented. The experimental setup, a comparison of the results with other related methods,
and the results of the ablation experiment are described.

5.1. Experimental Setup
5.1.1. The Datasets

To validate the proposed method, two public datasets of NYC [34] and TKY [34] were
used in our experiments. The information contained in each dataset included the user
ID, POI ID, check-in time, check-in month, and check-in point category. We collected all
the check-in records within one year. We considered the POIs that were checked into less
than 10 times as “zombie” check-in points, users whose track length was less than 20 as
extremely inactive users and removed such POIs and users from the datasets. Finally,
the number of users, POIs, and the categories of the POIs of the datasets are shown in
Table 1.

To train the self-attention network, the first N − 3 check-in points of a user’s trajectory
were used as inputs, and the corresponding N − 2 check-in points were used as labels.
For the validation set, the N − 2-th check-in point was taken as an input and the N − 1-th
check-in point was taken as the label. When testing, the N − 1-th check-in point in the test
set was taken as the input to predict a point of interest at the N-th location.

Table 1. Statistics of the evaluation datasets.

Datasets User POI Category Check-In

NYC 1081 5135 395 147,902
TKY 2293 7862 380 444,057

5.1.2. Baselines

To show the improved performance, we selected the following related methods
for comparison.

• LSTM [9] (Hochreiter et al., 1997): This is a special RNN model that contains a memory
cell and three multiplicative gates to learn long-term preferences.

• RNN [8] (Zhang et al., 2014): A new framework based on a recurrent neural network
is proposed. The framework models the dependence between the user sequence
behavior directly into the click prediction process through the recurrent structure in
RNN.

• GRU [35] (Cho et al., 2014): This approach consists of two recurrent neural networks.
One RNN encodes a sequence of symbols into a fixed-length vector representation,
and the other RNN decodes that representation into another sequence of symbols.

• ST-RNN [36] (Liu et al., 2016): This is a spatio-temporal recurrent neural network that
can model the local temporal and spatial context of each layer with specific temporal
transfer matrices for different time intervals and specific distance transfer matrices for
different geographical distances.
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• Bi-STDDP [37] (Xi et al., 2019): This method integrates the bi-directional spatio-
temporal dependencies and the dynamic user preferences to identify POI check-ins
accessed by users at a specific time.

• GeoSAN [11] (Lian et al., 2020): This is a location recommendation method for geo-
aware sequence recommendation based on a self-attentive network. A self-attention-
based geocoder is used to represent a hierarchical grid process for each GPS point.

• LSTPM [27] (Sun et al., 2020): This is a next POI recommendation method that com-
bines long- and short-term preferences. In particular, the model includes a nonlocal
network for long-term preference modeling and a geographically expanded RNN for
short-term preference learning.

• STAN [26] (Luo et al., 2021): This method explicitly exploits the relative spatio-
temporal information of all lattices with self-attentive layers along the trajectory. This
improvement allows for point-to-point interactions between non-adjacent locations
and non-contiguous check-ins with explicit spatio-temporal effects.

• RTPM [28] (Liu et al., 2021): This is an LSTM-based real-time preference mining
model that can be used to recommend the next time-bound POI. Specifically, it mines
users’ real-time preferences from long-term and short-term preferences in a unified
framework.

5.1.3. Evaluation Indicators and Implementation Details

To measure the performance, the commonly used metric in the recommendation
system Rec@K was adopted in this paper. Rec@K is the ratio of the correct POIs among
the top K recommended POIs to the ground truth. It is calculated as in the following
Equation (5), where K denotes the number of recommended POIs, Ru(k) denotes the list of
recommended POIs, and T(u) denotes the lists visited by users. In particular, three concrete
metrics of Rec@1, Rec@5, and Rec@10 were applied, with a larger number indicating a
stronger effect. The test findings were averaged across five experiments.

Rec@K =
1
N

N

∑
u=1

|Ru(k) ∩ T(u)|
|T(u)| (5)

We implemented the proposed method with the PyTorch deep learning framework.
The experiments were run under Linux with Cuda version 10.1, PyTorch version 1.6.0,
and Python version 3.8, and the GPU was NVIDIA Tesla T4. The optimizer used was
the Adam optimizer. The initial learning rate was set to 0.0001, and the dropout was 0.2.
The embedding dimension of NYC and TKY was set to 50, the NYC trajectory length was
set to 120, the TKY trajectory length was set to 100, and the training epoch was 150.

5.2. Experimental Results and Analysis

The results of the comparisons with other related methods are shown in Table 2.
The performance data of the methods LSTM, RNN, GRU, STRNN, and Bi-STDDP are cited
from the work of Bi-STDDP [37], the performance data of GeoSAN and STAN are from
the work of STAN [26], and the LSTPM and RTPM data are from the work of RTPM [28].
The missing data are replaced by “-”. In the comparison, the optimal result is emphasized
by “_”. The comparison results revealed that the proposed method in this paper performed
better in terms of the three metrics based on the two datasets.

Our model significantly outperformed all models it was compared to, with a 9–17%
improvement in recall rate. The method also performed better on the NYC dataset. This is
because more than half of the trajectories in the dataset were less than 100 in length. In this
case, our innovative method was more effective. Comparing the results of the two datasets,
it was found that only our method, the GeoSAN method, and the STAN method performed
better on the NYC dataset. The reason for this is that all three methods used self-attention
networks, which were better at capturing long sequence features. Our method was superior



ISPRS Int. J. Geo-Inf. 2022, 11, 440 9 of 13

because we added more attribute information to obtain a more accurate picture of user
preferences. The facility of candidate location filters also played an important role.

Table 2. Recommended performance comparison.

NYC TKY

Rec@1 Rec@5 Rec@10 Rec@1 Rec@5 Rec@10

LSTM 0.1221 0.3136 0.4007 0.1468 0.3571 0.4450
RNN 0.1264 0.3145 0.4012 0.1536 0.3590 0.4426
GRU 0.1265 0.3177 0.4050 0.1514 0.3418 0.4457

STRNN 0.1302 0.3225 0.4055 0.1612 0.3665 0.4492
Bi-STDDP 0.1743 0.3476 0.4176 0.2049 0.4107 0.4838
GeoSAN - 0.4006 0.5267 - 0.2957 0.3740

STAN - 0.4669 0.5962 - 0.3751 0.4301
LSTPM 0.1836 0.3707 - 0.2088 0.4135 -
RTPM 0.1944 0.3752 - 0.2143 0.4151 -

Our
Method 0.2190 0.5250 0.6287 0.2210 0.4260 0.5190

Note 1: In the comparison, the optimal result is emphasized by “_”. Note 2: To highlight, the data of our method
is bolded.

Among the three methods using the self-attention networks, the method proposed in
this paper performed the best, and GeoSAN performed the worst. The reason for this may
be that the pretraining of the GeoSAN geocoder was insufficient, and the information on
the negative sampler was not enough. In addition, it was found that the STAN network was
inferior to Bi-STDDP and LSTPM in the TKY dataset. The reasons may be the inadequate
modeling of geographic information and the larger size of the TKY dataset. The overall
performance of the RTPM method was excellent in Rec@1 on both datasets, probably
because the network accounted for the periodicity of the LSTM networks and mined the
relationship between users’ historical preferences and current preferences based on their
spatio-temporal similarity. In addition, it also considered that the current preference of
users may be affected by the public, so it filtered out unpopular POIs.

5.3. Ablation Experiments

Several sets of ablation experiments were also conducted in this paper to highlight
the value of our improvements. Table 3 shows the outcomes of the experiments: “-M-C-F”
denotes the removal of the attributes of check-in month and check-in point category, as well
as the candidate POIs filter; “-M” denotes the removal of the attribute of check-in month;
“-C” denotes the removal of the attribute of check-in point category; and “-F” denotes the
removal of the candidate POI filter. The comparison shows the contribution of the different
improvements. For example, it improved recommendation accuracy by an average of
11.07% when adding the attribute of check-in month based on the TKY dataset, while the
recommendation accuracy was improved by an average of 7.83% when adding the attribute
of the check-in point category based on the NYC dataset. These data proved the usefulness
of the added attributes “month of check-in” and “POI category” for the performance of
the recommendations.

In particular, because the distance between most of the consecutive check-in places in
the NYC and TKY datasets did not exceed 25 km, we designed a candidate POI filter to
exclude the candidate POIs further than 25 km from a user’s current location. It can be seen
that the inclusion of this filter improved the recommendation performance by 6.46%. When
comparing the two datasets, the improvement on the TKY dataset was better, particularly
for the indicator Rec@1, which was improved by 13.12%. This is due to the larger size of
the TKY dataset, which had a larger number of candidate sites; hence, many candidates
were filtered out for recommendations.
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Table 3. Results of ablation experiments.

NYC TKY

Rec@1 Rec@5 Rec@10 Rec@1 Rec@5 Rec@10

-M-C-F 0.1802 0.4760 0.5740 0.1768 0.3740 0.4500
-M 0.1940 0.4600 0.5820 0.1946 0.3964 0.4627
-C 0.1980 0.4780 0.6100 0.1970 0.3992 0.4650
-F 0.1980 0.5000 0.6277 0.1920 0.4040 0.4880

Our
Method 0.2190 0.5250 0.6287 0.2210 0.4260 0.5190

5.4. Parameter Sensitivity Analysis
5.4.1. Track Length Setting

We know that the sparser the data are, the more difficult it is to learn user preference.
For a shorter trajectory length, it is also difficult to accurately learn user preferences.
Conversely, the longer the trajectory length is, the more accurate the user preference can
be attained; however, if the trajectory length is set too long, it will result in part of the
data being zeroed, which will also affect the experimental results. Figure 3 shows the
distribution of the trajectory length of two datasets. Considering that the actual trajectory
length |Sn| of most users in both datasets is less than 150, we evaluated the influence of the
trajectory length by observing the different accuracies when the trajectory length N varied
in the range of 60–150.

The experimental results are shown in Figure 4. The red color in the figure indicates
the experimental results of the NYC dataset, and the blue color indicates the experimental
results of the TKY dataset, where the horizontal coordinate of the figure was the trajectory
length setting, and the vertical coordinate was the recall rate. For the NYC dataset, we
observed that the experimental effect showed an overall increasing trend with the increase
in the trajectory length and leveled off after the length N of 120, so the user trajectory length
of the NYC dataset was fixed to N = 120. For the TKY dataset, it was obvious that the
experimental effect gradually increased with the increase in trajectory length and reached
a peak at a length N of 100, so the user trajectory length of the TKY dataset was fixed to
N = 100 in this paper.

From the statistical results shown in Figure 3, we can see that in the TKY dataset, more
than half of the users’ actual trajectory length |Sn| are longer than 120, and the user actions
were relatively dense. On the contrary, in the NYC dataset, more than half of the users’
actual trajectory length |Sn| are less than 120, and the user actions were relatively sparse.
This may be the reason why the best accuracy was achieved for the TKY dataset by setting
the trajectory length to N = 120 and for the NYC dataset by setting the trajectory length to
N = 100.

Figure 3. Distribution of trajectory length.
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Figure 4. Performance of Rec@10 with different trajectory lengths.

5.4.2. Embedding Dimension Setting

For the selection of feature dimensions in the embedding layer (see Section 4.1), we
tested the values of 10, 20, 30, 40, 50, 60, and 70 on two datasets, and the experimental
results are shown in Figure 5. The red color in the figure indicates the experimental results
of the NYC dataset, and the blue color indicates the experimental results of the TKY dataset.
It is obvious that the experimental effect gradually improved with the increase in the
embedding dimension, reached a peak at the dimension of 50, and then tended to remain
stable. Thus, we set the embedding dimension to 50 in our method.

Figure 5. Effect of embedding size in Rec@10.

6. Conclusions

This paper proposed a next POI recommendation method based on a self-attention
network. Currently, next POI recommendation methods mainly use deep learning to
capture user preferences by learning the nonlinear relations between the POIs and the
user preference. Differing from these methods, the proposed method explicitly takes the
information that can reflect user preference into the learning process to better capture user
preferences. Considering that people’s work and lives are often organized in a periodic
format, we chose the attribute of the month of check-in as the constraint for next POI
recommendation. The experiments showed that this improved the method’s accuracy
by 11.37% in both datasets. Based on the fact that the categories of the POIs can also
reflect user preferences, we also used the attribute of the categories of POIs for next POI
recommendation, and the experiments showed that it also made a positive contribution
to the results. Moreover, distance influences people’s decisions regarding whether or not
to visit a POI. Thus, we used a filter to remove the candidate POIs that were more than a
certain distance away when recommending the next POIs. The experiments showed that
this improved the accuracy of the recommendations to a great extent.
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In the future, we will consider merging more POI data [38], using more types of
available information that may explicitly indicate user preferences [39]—such as users who
follow and are followed and user-friendly neighborhoods—for next POI recommendation
to further improve the method’s performance.
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