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Abstract: The demand for participant engagement in urban planning shows a great need for tools
that enable communication between stakeholders and make planning processes more transparent. So
far, common methods use different tools and platforms independently. This prevents the full potential
for effective, efficient, and creative collaboration from being realized. Hence, this paper presents
an approach that combines different participation settings (off-site, on-site, and online) by using
an interactive touch table and an additional screen, as well as virtual reality (VR) and augmented
reality (AR) devices, and synchronizing them in real-time. To fulfill the collaboration requirements,
three major technical aspects are addressed in the concept and prototype implementation: Firstly, the
demands for various settings and devices require a uniform and cross-device interaction concept.
Secondly, all changes in the course of the participation (e.g., adding, manipulating, or removing
objects) must be synchronized across all devices in real-time, with very low latency. Thirdly, the
various states should be saved persistently during the collaboration process. Detailed empirical
usability studies are still pending; however, pretests indicate that the concept is appreciated, and the
transferability to other planning processes is given.

Keywords: public participation; virtual reality; co-creation; collaboration; touch table

1. Introduction

The current social and cultural change is also evident, among other things, in the
increased number of citizens’ petitions and referendums, as well as in the high level of
involvement in mega topics, such as climate protection or construction projects that directly
affect citizens [1,2]. When Arnstein described her “ladder of participation” in 1969 [3],
she already pointed out that real participation is more than mere information. Instead of
simply informing the public or allowing them to choose from predefined drafts, there is
a call for a change in thinking, for citizens to be involved in the design planning process
at an early stage, and for their special expertise on the district and the neighbourhood to
be considered [1,4–7]. This is often referred to as “Collaboration” or “Co-Creation”. In the
context of urban planning, this is to foster the participation of diverse people with different
expertise. It allows combining different types of knowledge in a participatory process and
thus to generate new, often innovative knowledge [8]. One key aspect of co-creation is
the early involvement of citizens, and thereby to develop, together with them and not for
them [8]. Another critical factor is enabling communication at the eye level of laypeople
and professionals.

So far, research approaches have mainly focused on isolated innovative participation
approaches without concentrating on an integrated concept of real-time collaboration,
which covers different types of devices and multiple scenarios. This is where the project
PaKOMM (the German abbreviation for participation, collaboration, multimedia) of the
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HafenCity University Hamburg and Hamburg University of Applied Sciences steps in.
The novel approach of PaKOMM is to combine three settings (off-site, on-site, and online)
by using an interactive touch table and an additional screen, as well as virtual reality (VR)
and augmented reality (AR) devices, and synchronizing them in real-time. The task is to
develop and test application-specific solutions and workflows for combined visualizations
and interactions that—together with the integration of gamification elements to increase
motivation—enable added value in the collaborative participation process.

To implement this overarching objective, the PaKOMM project uses not only the
technical expertise from the fields of geoinformatics, media design, and mixed reality, but
also the expertise from social sciences to be able to evaluate the effects of the developed
approaches on digital citizen participation in the governance of a city.

Almost all participation procedures are based on spatio-temporal data. So far, only
individual, isolated forms of representation have been used to convey them. In this context,
simple and easy-to-understand visualizations are required for quick and efficient commu-
nication. On the other hand, Gebetsroither-Geringer et al. [2] state that static visualizations
often do not meet the needs of stakeholders, making interactive visualizations a better
alternative. Furthermore, the variety of requirements, together with those of combined
on-site/online variants, necessitate an integrated use of display forms. Special attention
is paid to the possible benefit of 3D city models and the further development of adapted
Mixed Reality solutions (“Mixed Reality” is used here as an umbrella term for “Virtual
Reality”, “Augmented Reality”, etc.). These ideas are based on the knowledge that both 3D
models and Mixed Reality applications can potentially improve spatial imagination and
create experiences that are shared in real-time and superimposed on the built environment
on-site [9].

The overarching research question of the project is whether the use of modern mul-
tiuser and multimedia approaches can lead to an increase in effectiveness and efficiency
in participatory planning processes. In addition, this article deals with the subordinate
research question of how the cross-device interaction and visualization concept must look
to enable various application-dependent co-creation scenarios. This includes the require-
ments of application-dependent synchronization across devices and persistent storage of
states and intermediate results.

After a presentation of the related work in Section 2 and a more detailed description
of the overall concept of PaKOMM (Section 3), Section 4 deals with three aspects that are
of central importance for the fulfilment of these requirements: Firstly, the demands for
various settings (off-site, on-site, and online) and devices (touch table, monitor, VR) lead
to a uniform and cross-device interaction concept. Secondly, all changes in the course of
the participation (e.g., adding, manipulating, or removing objects) must be synchronized
across all devices in real-time with very low latency. Moreover, thirdly, the various states
should be saved persistently during the collaboration process. Section 5 reports about a
first pretest, and Section 6 summarizes the development status, while Section 7 finally gives
an outlook on future work.

2. State of the Art

One key component for participation and evident decision-making is geospatial media;
especially geospatial media arising from cartography have traditionally been used in urban
planning scenarios. Prominent examples of map-based urban planning are the Cerdà Plan
for the extension of Barcelona [10], and the Hobrecht Plan which was supposed to address
the local migration from rural areas to the city of Berlin [11,12]. Although the plans were
often criticized, today, characteristic elements are still recognizable in both cities.

Already proposed by planners like Frederick Law Olmsted, who designed the Manhat-
tan Central Park, the concept arose to address the growing complexity of urban planning
by separating different demands and planning factors, which should also be adaptable [13].
On this concept, layer-based planning with GIS still relies today. However, with digiti-
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zation, GIS is also established in planning processes and interactive low-threshold tools
empower collaborative citizen engagement.

Current participation approaches typically rely on either on-site procedures that invite
people to participate on site, or online procedures that enable participation regardless of
time and place. In the on-site context, an innovation was using an interactive touch table
for citizen workshops to find places for temporary refugee shelters [14]. Furthermore,
Gottwald et al. [15] utilized touch tables to assess the boundary management in river
landscapes and assessed the resulting impact on the ecosystem. In the online context, espe-
cially WebGIS have proven themselves to be easily accessible for participants. To support
participants’ decision-making, for example, Mansourian et al. [16] presented a framework
with analytic and deliberative components. To combine online with off-site participation
scenarios, the research project DIPAS (Digital Participation System) [1] presents an inte-
grated application that relies on a web application for the online scenario and a touch table
application for off-site workshops.

Arising from traditional cartography, 3D representations are getting more popular
to increase spatial awareness. As Herbert and Chen [17] indicate, especially complex as-
sessment and interaction tasks can potentially benefit from the ability to manipulate the
perspective. One prominent example of a 3D web application built to foster participant
engagement is the smarticipateApp [18], which provides automatic analysis and feedback
generation of the citizen input to make informed choices. In the presented case study,
citizens had to choose locations for tree plantations. The case study indicates that these
supportive features can be effective in participation processes, although the effort can
be high to extend the approach to other cases, as domain experts have to be involved
in defining domain vocabulary and rules for the implementation. Furthermore, the au-
thors assume that extensive real-time knowledge and feedback generation may have high
hardware requirements.

Besides 3D web applications, a large volume of published studies indicates that ur-
ban planning processes can benefit from AR and VR approaches. In the context of VR
applications in participation processes, for example, van Leeuwen et al. [19] propose that im-
mersive VR applications might provide higher engagement than 3D renderings on screens.
Furthermore, Ma et al. [20] argue that VR-driven visualizations of spatial relationships in
the built environment can make complex questions more accessible for stakeholders. In the
context of the utilization of AR, more recent attention got the UrbanPlanAR application,
which used depth-buffering to determine whether parts of a Building Information Model
(BIM) are occluded by parts of the built environment and thus should not be visible and
rendered [21].

There are various examples for off-site, online and on-site participation approaches as
presented above. Mainly, these approaches are specialized in one of these three scenarios.
To integrate these scenarios into one comprehensive concept, PaKOMM describes an
approach that allows real-time collaboration on different types of devices.

3. Pakomm Concept

PaKOMM combines an interactive touch table application with Virtual and Aug-
mented Reality to enable interactive visualizations and adapt to different settings and users.
Changes are synchronized and persistently stored in real-time, enabling hybrid forms of
collaboration. A uniform and cross-device interaction concept (see Section 4.2) allows quick
learning and easy use of the different applications.

To involve as many citizens as possible, we distinguish between three different settings
with the appropriate end devices, shown in Figure 1:

(a) An off-site scenario that combines an interactive touch table with a second screen and
Virtual Reality (VR).

(b) An online scenario where people can participate via a website from desktop computers,
tablets, or VR headsets.
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(c) An on-site scenario that uses mobile devices for Augmented Reality (AR) and possibly
standalone headsets for VR with camera see-through.

Scenarios that combine these three settings can also be realized with a backend for
synchronization and persistent data storage. Ideally, it should be possible in all settings to
actively visualize suggestions and annotate the suggestions of others.Version January 13, 2022 submitted to Journal Not Specified 4 of 14
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Figure 1. PaKOMM combines three participation approaches: Off-site (a), Online (b), and On-site (c) collaboration. [7] The green frame
indicates the first prototype’s implementation.
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Figure 1. PaKOMM combines three participation approaches: Off-site (a), Online (b), and On-site
(c) collaboration [7]. The green frame indicates the first prototype’s implementation.

As an example for a setting, a group of people can discuss an issue at the touch table,
learn about the circumstances, and develop an initial proposal together. Subsequently, this
proposal can be experienced and further elaborated in small groups in VR. The proposals
that emerge in this way can finally be superimposed on the touch table and be compared.
The developed compromise(s) can also be viewed on-site using the AR app, commented
on, and adjusted if necessary.

Apart from this scenario, other combinations and hybrid use of the touch table, VR,
and AR are also possible. The representation of VR users as avatars and the transmission
of their movements allow real-time collaboration between VR users and between VR and
touch table users.

The so far implemented prototype, that focuses on off-site workshops (a) (framed in
green in Figure 1) is presented in Section 4.

4. Implementation of PaKOMM

Besides the proper choice of the development environment and the data basis pre-
sented in Section 4.1, there are three main requirements we address to allow participants
to communicate, collaborate and co-create with each other on different devices. The first
requirement is an identical 3D environment and a cohesive menu across the platforms to
avoid placing an additional cognitive load on the participants when using different target
devices. Therefore, Section 4.2 presents the overall design approach of our implementa-
tion for the touch table and the VR headsets. The second requirement is that during the
participants’ usage of the applications, all changes in the environment, the movements of
the collaborators, and their voices have to be synchronized in real-time with low latency
(Section 4.3) as synchronization with high latency can cause breaks in the feeling of pres-
ence in VR [22]. Finally, for the third requirement, which is concerned with the review,
continuation, and evaluation of planning results, we present an approach to persistent data
storage in Section 4.4.
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4.1. Implementation Basis

To realize the concept shown in Figure 1, PaKOMM targets the devices described in
Section 4.1.1. With the multi-platform development presented in Section 4.1.2, we demon-
strate an efficient development approach to distribute the same cohesive 3D environment
to all used devices—also including others than the above-mentioned ones. The available
data used for the 3D environment is described in Section 4.1.3.

4.1.1. Devices

Inspired by previous research projects, in which visualizations are projected onto
LEGO tiles [23] or in which 3D-printed objects are combined with overlaid AR visualiza-
tions [24], we use a touch table with object recognition via object markers. This allows us
to add haptic elements to the interaction by sticking 3D-printed objects on top of them
(see Section 4.2.2). The selected system is “Nexus” from eyefactive [25] with a 65” UHD
screen from NEC and PCAP technology from 3M. The touch recognition relies on the TUIO
protocol [26], which allows multitouch.

Since we assume that many users of the PaKOMM applications have not often used
VR, it is vital to keep the entry barriers low. A standalone headset allows high freedom
of movement without the a cable’s length limiting the range of motion or users getting
wrapped up with it or stumbling over it. We use the Oculus Quest 1 and 2 [27], which
are comparatively affordable consumer products in the standalone headset category. Nev-
ertheless, as the development of standalone headsets is very fast, the next version of our
prototype should also be compatible with newly released headsets.

4.1.2. Multi-Platform Development

Game Engines have proven their effectiveness in the game industry for many years.
One of the critical requirements for the game industry is the platform-independent develop-
ment of applications that can easily be compiled and adopted to popular target devices and
their Software Development Kits (SDKs). SDKs are developed by device manufacturers
and provide programming tools and program libraries to use device-specific functions.
As a result, the development of large, realistic, and nevertheless high-performance 3D
worlds is accessible at low thresholds with multi-platform support, which is also needed
in PaKOMM.

Examples of Game Engines are Unity3D, the Unreal Engine, and the CryEngine, which
are free for non-commercial use. There are also open-source Game Engines like the Godot,
which is under the MIT license. In the PaKOMM project, we rely on Unity3D. The main
reason for this is that Unity offers extensive cross-platform development interfaces, which
allow us to develop the applications for the device categories touch table, head-mounted
displays (VR), and smartphones and tablets (AR) simultaneously. Without adapting the
implementation, the devices within their category remain easily interchangeable and
replaceable by newer hardware. Besides the cross-platform capabilities, Unity currently
also has a vast (semi-)professional developer community.

4.1.3. Data

To create appealing 3D environments from spatial data, several tools are available to
empower easy data import into Unity3D. The challenge is to ensure a correct representation
of information and the surrounding environment for informed decision-making. Therefore,
the curation and preparation of the used spatial data should be an essential component
of applications used in participation processes. While Höhl [28] introduces a general sys-
tematic overview about pipelines to import spatial data into Game Engines, Keil et al. [29]
provide a detailed explanation for targeting the Unity Game Engine. The latter also gives
guidelines and arguments to choose between official spatial data and volunteered geo-
graphic information (VGI) for individual cases.
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In the first PaKOMM scenario, which is concerned with converting an industrial site,
the official data turned out to be more suitable as the digital elevation model and the green
area were missing in the VGI.

The used data include three static components which the participants cannot modify.
First, we utilize a digital elevation model (DEM), with its spatial information being essential
for planning purposes as it delimits the planning area with its landscape elements such as
visual edges (railway embankment) and barriers (water channel). Furthermore, the DEM is
also used to shape a terrain object in Unity. In VR, the participants can move on the terrain
freely by teleporting themselves. Second, we rely on a CityGML model, which contains
building geometries. The buildings are represented with the highest available Level of
Detail (LOD) 2. In LOD 2, the buildings have differentiated roof structures, but they neither
have openings like windows or doors nor architectural structures like balconies or bays.
The buildings instead serve as landscape elements for orientation and information carriers.
Third, we use a base map to texturize the DEM. Due to the large map extract and the low
zoom level, the street names included in the base map also provide orientation for the
participants using the touch table, whereas the labelling is too large to be perceived or be
read by the users in VR.

4.2. Interaction and User Interface

Three-dimensional representations and especially immersive experiences of virtual
environments in VR create powerful images. Therefore, the used level of abstraction of
virtual elements should be chosen tailored to the planning stage and question. For instance,
choosing a concrete tree species might not be relevant but disturbing in the early planning
stages, while it could become a key in a later iteration. Moreover, the chosen level of
abstraction also induces the hardware requirements to provide an immersive experience.
With the given hardware and use case, PaKOMM has relied on an abstract representation
of objects so far (Section 4.2.1). As mentioned in Section 3, the interaction concept should
be similar for all devices. For this reason, we use the same menu structure and a similar
layout on the touch table (Section 4.2.2) and in VR (Section 4.2.3)—each adapted to the
respective interaction features.

4.2.1. Editable Objects

Besides the three official spatial data components described in Section 4.1, an additional
component of the 3D environment is a set of editable objects. Editable objects can be added,
manipulated, and removed by the participants on all devices and in all scenarios presented
in Figure 1.

As a preselection for the editable objects, we identified five object categories for urban
planning processes as needed in our first scenario. These categories listed below also serve
as superordinate terms used in the user interface.

1. Trees
2. Plants
3. City Furniture
4. Play and Sports
5. Industrial Objects

4.2.2. Touch Table

We developed an application for object recognition at the interactive touch table to
introduce the users to the three-dimensional environment and foster interactions with the
editable objects in an easy and intuitive way. 3D-printed objects attached to the object
markers enable a playful interaction during the planning process (see Figure 2). Each of
the previously mentioned object categories belongs to an object marker with a 3D-printed
object symbolizing it. By pressing one of the buttons arranged in a radial layout around
the marker [30], new objects can be instantiated and placed on the terrain by “drag and
drop”. By using well-known touch gestures to replace (drag and drop), scale (increase the
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distance between two fingers to scale up and decrease to scale down), and rotate (rotate
two fingers), the objects can be changed afterwards.

Since users often hesitate to put on a Virtual Reality headset and isolate themselves
from the outside world, we expanded the interaction options on the touch table to archive
a functionality similar to the one in VR, even though the same level of immersion and
perception cannot be reached. Furthermore, to allow changes in perspective for the touch
table users as well, we implemented different camera positions which can be changed in
real-time thanks to two object markers:

• The first object marker is for a flying camera, which films from an angled bird’s-eye
view and provides a good overview of the terrain and the surroundings.

• The second object marker is for a person camera, which films from the perspective
of a person moving around the site to get a closer look and better understand the
person’s view.

The concept of the person camera (see Figure 2) is based on the well-known function of
Google Streetview [31]. The real-time stream of the camera can be seen on a second screen.

Figure 2. PaKOMM’s touch table setup consists of a horizontal main screen where interactions
are performed and a vertical screen where the participants can observe their edits from a different
perspective, which can be manipulated on the touch table as well.

4.2.3. Virtual Reality

Putting on a Head-Mounted Display (HMD) and immersing yourself in a virtual world
allow users to experience and interact with the virtual environment (VE) [22]. The world
is shown to the user from a first-person perspective so that head movements such as
turning the head lead to immediate changes in the camera stream. Due to the often limited
space available in the physical world, different modes of locomotion have been and are
being developed for VR [32]. Teleportation is a prevalent method, which allows jumping
to different locations within the VE. For PaKOMM VR, we decided to allow the user to
teleport everywhere on the terrain and thus enable free exploration of the environment.

Users can interact with each other and the surrounding objects in the VE. Following
a laser pointer metaphor, the right controller emits a blue ray. Objects that have been
hit by the ray are recognized and thus can be grabbed and replaced by using the trigger
button of the controller. Afterwards, the selected object can be rotated or scaled. In this
way, users can manipulate objects directly and create their vision of the site in the virtual
environment. As for planning purposes, it is not enough to interact with already existing
objects, users can instantiate new objects by pressing the corresponding button and place
them by pointing on the terrain. A user interface, similar to the described UI of the touch
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table described in Section 4.2.2, is attached at the left controller. It allows changing between
different object categories and choosing a new object to be instantiated.

Collaboration and Co-Creation as described in Section 1 require the presence of several
people. To enable creation and co-creation, we distinguish between a single-user and a
multiuser mode. In the multiuser mode, other persons are represented by avatars in
the VE. If users teleport in the VE, their avatars are moved respectively. Movements
of the controllers and the head-mounted display are tracked in the physical world and
transferred to the avatar’s hands and head movement. This allows simple gestures like
pointing at an object or showing approval by raising the thumb, facilitating communication
(see Figure 3). Despite this non-verbal communication, speech is transmitted for verbal
communication. To facilitate these overall communication and collaboration capabilities
required for co-creative participation, we developed a multi-component backend.

Figure 3. Each co-user is shown as an avatar with a head and hands, allowing simple gestures like
pointing, thumb up or waving.

4.3. Real-Time Co-Creation—Synchronizing Objects and Avatars

Besides the users’ avatars, controllers, and voice, changes applied to the editable
objects have to be transmitted to all devices involved in a real-time multiuser participation
session. At a glance, Real-Time Database Management System (DBMS) services, like the
Google Firebase service and Amazon’s AWS AppSync service, are basically suitable for
near real-time synchronization of game states on different devices. But these DBMS-based
synchronization approaches focus on sequential correctness and data integrity rather than
optimized low latency transmission between devices, which is an integral requirement for
the feeling of presence in multiuser VR environments. Therefore, apart from the DBMS
component for persistent data storage described in Section 4.4, the backend also consists
of a multiuser game backend component (MBC) to provide low latency synchronization
between devices. MBCs have already proven themselves in the gaming industry, as they
are easy to integrate into Game Engines like Unity.

There are several MBCs available that can be self-hosted on dedicated servers and
eliminate data protection concerns, especially in sensitive planning processes. Examples for
MBCs are the Normcore [33] or the Photon PUN2 [34] packages. To find the right MBC to
integrate into Unity, Ref. [35] provides a report with an overview about a subset of popular
MBC. Due to their high-level abstraction and thus ease of implementation, for the first
version of the PaKOMM prototype, we utilize the Photon PUN2 package to synchronize
interactions with editable objects (Section 4.2.1) and avatars in real-time and the Photon
Voice 2 SDK for voice transmission.
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MBCs organize the real-time synchronization and voice transmission between users in
a session. A session starts when the first user joins and ends when the last user leaves it.
The fact that MBCs are designed to manage several sessions simultaneously provides that
multiple groups of people can use the developed tools simultaneously. That several groups
can collaborate at the same time has two advantages in the PaKOMM context: Firstly,
the prototype is scalable as the number of users and their gathering is not generally limited.
Secondly, workshops can be designed in new ways, as groups of users can be subdivided
and merged for joint discussions in several novel ways and multiple co-creation sessions
can be hosted at the same time. Thus, different independent variants can be created in
parallel. After their creation, these variants can be elaborated, compared, and discussed
with people from different sessions within the same workshop.

Before the participants enter a 3D environment in the PaKOMM prototype and com-
municate with each other, they automatically enter the lobby room. The lobby room’s
purpose is to present the available planning versions and its associated MBC session to
the participants, so they can select the one in which they want to collaborate. With the
selection, the participants join the session and the network connection to the other partici-
pants is established. This so-called matchmaking and the lobby room are part of the most
available MBCs.

After users join a session, the MBC transmits each user’s additions, manipulations,
or deletions of editable objects to the other users of a scene in real-time. Thus, editable
objects and their edits are instantly visible for all users of the same session. Also, the move-
ments within the manipulation process of editable objects are synchronized and thus allow
the other users to observe the placement process, including searching for the right place.

However, this engagement of all users in a manipulation process can also lead to inter-
ferences when multiple users want to manipulate the same editable object simultaneously.
Therefore, we apply the concept of object ownership. As a result, each editable object is
owned by one user who can manipulate the object in terms of its position, rotation and size,
or remove the object. Initially, the ownership belongs to the user who added an editable
object to the scene. A takeover of the ownership from another user is possible as long as the
current owner does not actively manipulate the editable object at the same time – in this
case, the takeover is refused to avoid interferences. To keep the concept of ownership and
takeovers intact after a user leaves a session, their ownerships are transferred to another
user in the session.

4.4. Persistent Data Storage in a Graph DBMS

With the MBC in Section 4.3, we addressed the required low latency real-time synchro-
nization of editable objects for multiuser use cases. But as MBCs generally do not offer
persistent saving, the edits of the editable objects are so far just kept non-persistently and
the plannings made are lost after the last user leaves the session. Therefore, we use a DBMS
for central persistent data storage, facilitating the systematic analysis and evaluation of
the planning results after the participation processes. To address the potential data loss
caused by connection failures, each time adding, manipulating, or deleting an editable
object is completed, the applied changes are mirrored to the used DBMS instantaneously.
For mirroring, the used MBC offers an interface on the server-side that can be utilized.
However, interlocking between the MBC and the DBMS would reduce the application’s
transferability and the replacement of individual components. Therefore, we rely on a
client-side connection to the DBMS.

Real-time DBMS services like Google Firebase and Amazon’s AWS AppSync service
are not suitable for the required low-latency transmission between users in the multiuser
mode as argued in Section 4.3. But they are capable of efficient persistent data storage.
Both service providers offer SDKs for the Unity Game Engine, but, notwithstanding, we
argue that they are impractical for participation scenarios in terms of various reasons:
First, the DBMSs are offered as a proprietary service and thus, if they are discontinued,
also the support and availability of the developed application would be affected. Second,
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the DBMSs are generally not designed to interface with spatial data and spatial data
infrastructures. Thus, it reduces interoperability with planning industry-standard software.
Third, the DBMSs are often located in countries that do not comply with the legally required
data protection regulations.

In conclusion, we argue that the chosen DBMS should be open source or hostable on
a dedicated server. Several conventional DBMS fulfil these requirements, but there is no
database driver available that can be used with the Unity Game Engine and meets our
expectation of cross-platform support. Therefore, for the first prototype, we rely on the
GraphQL to connect the DBMS to the clients. Technically, we utilize the Graph DBMS
Dgraph [36] as it also allows flexible adaptation of the schema to new requirements of the
application and PaKOMM concept with little effort.

In addition to the ability to store data persistently, DBMSs also allow the creation
of planning versions. The implementation of planning versions provides three core com-
ponents of the participation workshop: the creation, comparison, and discussion of the
participants’ ideas. In the first PaKOMM prototype, we created a template with editable
objects automatically loaded when a new planning version is created. The saved planning
versions can be loaded and edited from any device. The loading of curated content can
be extended at any stage up to the systematic creation of stakeholder and subtask specific
predefined environments.

5. Pretest

The presented version of the prototype was already exhibited at a regional photog-
raphy fair in Hamburg in October 2021. Pretests with visitors were carried out during
the fair. The pretests focus on the system’s usability and how the use of the prototype for
participation processes in urban planning is generally assessed.

Unfortunately, only a few visitors followed this invitation, so a total of only 13 persons
(6 female, 7 male, 0 divers) aged between 20 to 56 (average age = 32, SD = 12) filled in the
questionnaire completely. Seven of them tested VR and the touch table, two tested only VR,
and four only tested the touch table app.

The visitors received a short briefing and were then able to try out the application either
on the touch table, in VR, or both. There was no given time limit per participant. These test
phases were accompanied by discussions that provided support for use and asked which
aspects of handling were difficult and which additional functions would be desirable for
the future. The suggestions for improvement mentioned by the visitors were recorded by
the supervisors. Since this procedure is based on finding out the improvement potentials
and less on a scientific evaluation, an additional questionnaire was used. After finishing
the test phase, visitors were asked to fill in an online questionnaire, which consisted of the
System Usability Scale Questionnaire [37] and the following qualitative questions:

• What did you like about using the system?
• What did you not like or miss about using the system?
• How do you evaluate the use of the system for citizen participation procedures?

Even though the small number of participants and the tests taking place under non-
laboratory conditions do not allow any founded conclusions, they nevertheless show a
tendency. Three of four touch table users and four users of the combination of touch
table and VR mentioned that the prototype was intuitive and easy to use. The discussions
revealed that many of them espouse the use of the setup in participation processes and that
the prototype is easily transferable to other planning use cases. In addition, many practical
hints on how to improve the usability of the prototypes were given. Potential, additional
functionalities mentioned were for example a feature to duplicate objects and one to align
objects on the touch table and in VR.

6. Discussion

The demand for participant engagement in urban planning shows a need for tools that
enable communication between different stakeholders and make planning processes more
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transparent. On the one hand, common methods such as the singular use of interactive
touch table applications, 3D web applications, or physical models made of plasterboard are
the first steps to enhance spatial perception. On the other hand, the potential to explore
complex spatial-temporal data via Mixed Reality in a playful and low-threshold way has
not been fully exploited yet. To exploit the full potential of the different methods, we
proposed an integrated concept that covers collaborative and co-creative participation in
off-site, online, and on-site scenarios. This paper addressed this gap by developing a novel,
general technical concept covering the combined use of applications for interactive touch
tables, AR, and VR in off-site, online, and on-site settings.

Within this concept, we proposed the three technical main requirements for the setup:
Firstly, a cohesive user interface and interaction concept for all applications; secondly, a mul-
tiuser backend component to empower contemporaneous collaboration and co-creation
with low latency transmission of avatars and edited objects; and thirdly, the persistent
storage to keep, re-edit and discuss developed planning versions.

Addressing these main requirements, we introduced the first prototype’s setup that
contains a horizontally placed touch screen with object detection and a second vertically
placed screen. This stationary setup is combined with a VR application that allows collabo-
rative planning with other VR users and participants using the touch table.

A general transferability of the implementation was already an essential requirement
for implementing the first prototype. To address the high standards of data protection,
which is often mandatory for planning processes, we selected backend components that
can be hosted on dedicated servers. Additionally, to ensure that the two used backend
components, the DBMS and the MBC, can be replaced independently, we did not rely
on the MBC’s server-sided interface to store the users’ edits in the DBMS. Instead, we
utilized GraphQL to establish a client-sided connection to the DBMS. With this, we keep
the multiuser network logic separate from the saving of the planning versions.

With the Game Engine chosen for the implementation, we relied on a development
environment capable of multi-platform development. We thus enabled the parallel devel-
opment for Windows, Android, iOS, and iPadOS devices. Furthermore, as all common
HMD manufacturers have provided SDKs for the integration into the Game Engine so far,
we expect that the VR application can be easily extended to support HMD devices to be
released in the future.

We expect a minor effort to adapt the prototype regarding the backend and the tar-
geting of new devices. However, the effort required to change the environment can be
considerably higher. Since the availability and quality of spatial data vary for every area,
a review and curation of the data are necessary, and no standard import pipeline in the
Game Engines can be provided. In the use case of the first prototype, for example, after im-
porting the DEM into the Unity Game Engine, manually post-processing had to be applied.
In some extracts of the DEM, there was a considerable deviation from the real terrain in
heavily vegetated areas. Apart from the static environment components, the editable objects
also have to be replaced. Therefore, they must be created or purchased to be tailored for a
particular participation process. This paper presented five preselected object categories,
which can vary regarding the use case. Due to the chosen menu component, the editable
objects can be easily changed.

In the discussion about the use of mixed reality technologies, it is often asked whether
the effort justifies the benefit. We argue that visualizations of three-dimensional objects in a
three-dimensional medium such as mixed reality can provide a more realistic impression
and allow more informed assessments of the situation than reduced two-dimensional rep-
resentations. For example, two-dimensional renderings used in architectural competitions
do not allow an easy impression of the visibility from or to existing buildings. On the other
hand, with an interactive three-dimensional representation, viewers can take any point
of view and thus look at and evaluate the object from several perspectives. In which use
case a benefit arises that exceeds conventional means is what we would like to find out
in our future work. To this end, we will test and evaluate the technical setting described
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here in various workshop formats with diverse stakeholders. If necessary, we will then
adapt the aforementioned requirements for the system or add new ones. Based on our
experiences, the following aspects have to be weighed: The effort and the costs compared
to a better information base, an increase in motivation through the use of new technologies
and gamification elements and the transferability to other use cases and planning areas.

7. Outlook on Future Work

The presented first prototype is still under development and has not been evaluated
systematically yet. As described in Section 5 first pretests have been conducted, but so far,
only with a few participants. But the experience from the pretests show the future work:
The further development of the prototype followed by a more extensive user study.

The further development of the VR and touch table prototype includes refinements for
higher usability and additional features like copying and aligning objects, a comprehensive
tutorial, and user guidance. As mentioned in Section 4.1.1 we will also modify the VR
prototype to allow the use of other HMDs than Oculus by changing the SDK for user
interaction. These changes are currently in active development.

Subsequently, the prototype will be further developed and adapted to cover more of
the introduced concept, like implementing annotations that can be seen and created on all
devices included in the PaKOMM setting. Additionally, to the off-site focused prototypes
for VR and touch tables, in the next step, we will develop the AR application for the
presented on-site scenario and connect it with the presented prototype.

An extensive user study is planned. As the presented prototype already covers many
potential workshop settings, the next development steps are accompanied by concrete
co-creation workshops with diverse stakeholders to evaluate the current prototype’s im-
plementation and the proposed concept. We want to find out if the use of the described
technologies can make the collaboration and co-creation processes more effective and
efficient. For this purpose, we conduct semi-structured interviews, e.g., to find out whether.

• three-dimensional representation is a better data visualization than previous visual-
izations to support the expert-layman communication;

• other groups of people, which have been poorly represented in participation processes
so far, can be involved through the use of the technologies;

• an increase in motivation takes place.

whether other groups of people, which have been poorly represented in participation
processes so far, can be involved through the use of the technologies or whether an increase
in motivation occurs.

In our future work, we will test different workshop formats and determine which
combinations of synchronous and asynchronous use of the devices are promising to answer
our research questions.
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