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Abstract

:

Climate change, population growth and urban sprawl have put a strain on water supplies across the world, making it difficult to meet water demand, especially in city regions where more than half of the world’s population now reside. Due to the complex urban fabric, conventional techniques should be developed to diagnose water shortage risk (WSR) by engaging crowdsourcing. This study aims to develop a novel approach based on public participation (PP) with a geographic information system coupled with machine learning (ML) in the urban water domain. The approach was used to detect (WSR) in two ways, namely, prediction using ML models directly and using the weighted linear combination (WLC) function in GIS. Five types of ML algorithm, namely, support vector machine (SVM), multilayer perceptron, K-nearest neighbour, random forest and naïve Bayes, were incorporated for this purpose. The Shapley additive explanation model was added to analyse the results. The Water Evolution and Planning system was also used to predict unmet water demand as a relevant criterion, which was aggregated with other criteria. The five algorithms that were used in this work indicated that diagnosing WSR using PP achieved good-to-perfect accuracy. In addition, the findings of the prediction process achieved high accuracy in the two proposed techniques. However, the weights of relevant criteria that were extracted by SVM achieved higher accuracy than the weights of the other four models. Furthermore, the average weights of the five models that were applied in the WLC technique increased the prediction accuracy of WSR. Although the uncertainty ratio was associated with the results, the novel approach interpreted the results clearly, supporting decision makers in the proactive exploration processes of urban WSR, to choose the appropriate alternatives at the right time.






Keywords:


public engagement; urban water; water-shortage risk; machine learning; GIS; crowdsourcing












1. Introduction


During the previous century, the world population has grown from 2 billion to 7.7 billion, with nearly 80% living in water-stressed areas [1,2]. Population growth and urban sprawl have key roles in increasing water demand, which becomes incredibly difficult to provide in urban areas given that more than half of the world’s population now live in cities [3,4]. Moreover, climate change has influenced water supplies, particularly in heavily populated dry and semi-arid areas; thus, wide areas of human civilisation are facing water shortage risk (WSR) [5,6,7]. The management of urban water is difficult to understand due to the wide range of measurement indicators, including drinking-water quality and quantity, water governance, hygiene, human well-being, water production, socio-economic factors, environmental and ecological health, WSR and water administration [8]. With the rising pressure on urban water demand, several studies have attempted to explain the interaction of external and internal variables in urban water scarcity [9].



There exist two types of challenge associated to the water crisis facing urban communities: external challenges represented by climate change and national water management regarding dividing quotas water between cities, and internal challenges represented by inequity in water supply between neighbourhoods [10]. On the one hand, climate change, with rising temperatures and decreased precipitation, has increased water demand and reduced the available water [11]. On the other hand, the city’s share of the national water has a significant effect on the water delivered to water-treatment projects. A city with a higher priority of water allocation faces fewer water-supply challenges. Despite climate change having a negative effect on the current water supply, other driving factors (e.g., population growth, urbanisation, infrastructure, living standards and spatial inequality) put more pressure on the distribution supply system [12]. The principle of spatial inequality regarding water supply between a city’s communities has led to variation in water-supply levels. That is, some sectors of a city do not experience water scarcity even when hydro-climatic circumstances are unfavourable; conversely, other sectors are vulnerable to WSR even when hydro-climatic conditions are conducive. To make progress towards improved water management, water governance must consider human rights alongside other driving forces, such as population increase and climatic conditions [2]. Therefore, urban water management needs more efforts to design scientific approaches that encourage public participation (PP) in different levels of the decision-making process to combat water scarcity [13].



However, most of the previous studies have neglected the theoretical analyses that demonstrate that demand mitigation measures and decreasing water losses must be considered to reduce WSR in urban areas [3]. In this context, including some criteria, such as leaks in the pipeline and water consumption per plot, will boost the accuracy of risk analysis [14]. In addition, the implementation of leakage reduction measures can decrease unmet demand [15]. Moreover, predicting the unmet water demand from water resources is an essential planning element in water risk analysis [16]. Furthermore, the traditional method of estimating water demands based on population projections does not allow for spatial planning, which is critical for water-supply systems (WSS) [17]. Therefore, this study fills those gaps by incorporating water losses and unmet demands within a set of social and geographic factors that can simulate carefully a city’s water-supply operation in favourable and unfavourable hydro-climatic conditions. Traditional approaches in this domain, however, must be developed to deal with the suggested driving factors in this study.



According to the literature, the most widely used methods for risk analysis of floods, fire and landslides and selecting the optimal sites of different projects are multiple criteria decision analysis (MCDA) and machine-learning (ML) models [18,19]. MCDA and ML are two of the most significant and rapidly emerging artificial-intelligence fields, which provide approaches that can assist urban planners in decision-making processes [20]. Several forms of MCDA have been developed, such as analytic hierarchy process (AHP; Saaty, 1980) and multi-attribute utility theory, which account for the effects of criteria selection and weights on final decisions [21]. The combination of AHP with GIS constitutes one of the most crucial methods that plays a significant role in spatial analysis [22,23]. Any evaluation method, however, has advantages and limitations.



On the one hand, MCDA has significant disadvantages. The needless complexity of the optimisation process requires extra time, effort, resources and implementation costs [24]. Its results are associated with the uncertainty and subjective bias of experts’ opinions. Different from MCDA, ML has a stronger predictive capability; thus, ML models outperform MCDA in terms of prediction performance [18,25]. On the other hand, in comparison with the integration of MCDA and GIS, the primary advantage of integrating GIS and ML approaches is improved performance on the resulting susceptibility maps, as well as faster data-processing time [26]. Although GIS and ML models can predict the WSR for the study area effectively, the real effects of the continuous factors (e.g., proximity to pumping stations (PS), main pipelines and rivers) are difficult to identify because their effects cannot be obstructed by the neighbourhood’s borders across the study area. Furthermore, the conventional ML technique faces challenges of result interpretability, thereby limiting its broad usage in the identification of anomalies of hydrological-affecting elements [27]. Moreover, human perspectives are ignored in ML judgements, although the opinions of people who are exposed to vulnerability or risk are an important factor in decision making.



To acquire appropriate answers to the difficulties that face urban areas, the decision-making process should entail listening to people’s thoughts, concerns and wants and then engaging them in active participation [28]. According to some scholars, social participation is critical for the achievement of sustainability because expanding public engagement broadens the spectrum of perspectives, making possible conflict lines more visible [29]. Therefore, citizens’ feedback provides a rich supply of updated information, which helps improve the quality of the analysis and leads to different answers than when traditional types of data are used [30].



This study aims to develop a novel approach in the urban water field to overcome the limitations and challenges of traditional approaches and take advantage of the good characteristics of ML, MCDA and GIS, which were mentioned in previous studies. This approach can detect WSR in urban areas, identify the contribution of each driving factor, rank the city districts according to water deficit level and determine the districts that are more affected by WSR than others. The PP of local residents was adopted in this approach as a new technique for overcoming subjectivity bias and ensuring the proactive evaluation of the mitigation process in urban areas that face WSR. Thus, Nasiriyah City in Iraq was chosen as a study area. For this goal, five types of ML algorithms, namely, support vector machine (SVM), multilayer perceptron (MLP), K-nearest neighbour (KNN), random forest (RF) and naïve Bayes (NB), were used to build ensemble algorithms to predict WSR, as well as extract the weights of the conditional factors to use them with the weighted linear combination (WLC) function to define WSR with another method [31]. Furthermore, a sixth model, SHapley Additive exPlanations (SHAP), was included to explain the findings of the aforementioned models. The SHAP technique helps increase the interpretability of ML results [26,27].




2. Methodology


Urban water management is difficult to understand given the wide range of measurement indicators, including drinking-water quality and quantity, water governance, hygiene, human well-being, water production, socioeconomic factors, environmental and ecological health, and WSR [8]. This study was conducted to develop a novel machine-learning approach to predict WSR in urban areas based on PP. However, theoretical approaches face many limitations when implemented in practical cases. Thus, a practical approach based on public participation is proposed, focusing on vulnerable areas while considering physical and socioeconomic contexts. The approach was developed to detect WSR in two ways, namely, direct prediction using ML models and the weighted linear combination (WLC) function in GIS. The trained model was built from independent and dependent variables. Ten driving factors were adopted for the independent variables based on the literature review, local experts’ opinions, and data availability, to detect WSR in urban areas. By contrast, the PP results of the evaluation of water shortage risk were adopted as dependent variables, as explained in the following sections. This work was carried out in Nasiriyah City, Iraq.



2.1. Study Area


The study area is Nasiriyah City, Iraq. It is located along the Euphrates River banks between latitudes of 31°10′00″ N and 30°50′00″ N and around longitudes of 46°00′00″ E and 46°24′00″ E, with an altitude of approximately 4 m above M.S.L., as shown in Figure 1. The region has a total area of about 46,000 ha, 4300 ha of which are urban areas divided into 93 neighbourhoods, and 200 ha of which is rural land that is connected to the city neighbourhoods. Its population is over 700,000 people living in the city, and 20,000 people in the rural area (based on the 2021 local census). The city is the largest urban centre in Dhi-Qar governorate, and it is the fourth governorate in Iraq in terms of population. Although the main Euphrates River passes the Nasiriyah City centre, the water is supplied from the Garaf River, which is about 40 km from the city, due to the high saltiness of water of the Euphrates River in this region. The Garaf River is a small branch of the Tigris River, which supports more than million residents, most of whom mainly rely on farming. Moreover, climate change has affected the environment of the city; for example, in recent years, the temperature in the region has reached 52 °C in the summer [32]. As a result, the study area’s residents frequently and severely experience water shortages. Although some neighbourhoods experience water scarcity to a lesser extent, the majority of the neighbourhoods consistently experience this problem due to social, economic and infrastructure distribution inequalities.




2.2. Criteria Selection


Scholars have argued about the driving forces of urban WSR. Millington (2018) stated that hydro-climatic conditions and technical, social and inequality issues are significant driving factors for urban WSR [33]. Cordão et al. (2020) stated that WSR in cities is linked not only to population, urbanisation and climatological change but also to water imbalances (supply and water demand), inequitable allocation of infrastructure amongst city areas and economic situations [14]. Similarly, Simukonda, Farmani and Butler (2018) highlighted seven factors that contribute to WSR in urban areas, including social injustice, demographics and economics, increasing water demand, low system pressure, inadequate electrical supply and water scarcity [34]. Noori et al. (2022) considered different factors, including environmental, geographical, geological, economic, climatic and social conditions, related to WSR [35]. In addition, the water-scarcity issue in a city was summarised by Krueger, Rao and Borchardt (2019) into four basic factors: (1) the allocated amount of water to the city; (2) the facilities for water filtration, storage and delivery; (3) the monetary budget for infrastructure construction and maintenance; and (4) managerial performance for controlling and running the water system [36]. Liu et al. (2022) mentioned that for the short term, the electricity power supply is strongly related to WSR [37]. In brief, urban places that are facing the same conditions of water deficit (a prolonged and extreme drought) might have different degrees of deficit hazard due to other reasons that are not linked to climate condition.



Furthermore, this study highlighted the spatial analysis of factors essential to supplying homes with potable water. This process, which is usually used by most countries worldwide, passes through many stages via a system known as WSS, which runs from water sources to homes. Water reservoirs, water treatment plants (WTP), PS, electricity-supply facilities, pipeline networks, and indoor water storage are the essential components that make up this system. However, it is difficult to dispense with any part of the WSS. In other words, if any part of it breaks, the water supply to houses will be cut off. Therefore, spatial driving factors that reflect the roles of the components of WSS were adopted in this study. Consequently, the ten criteria listed below were chosen based on the literature review, the effect degree of each criterion on the WSS, local experts’ opinions and data availability.



2.2.1. Unmet Demand (C1)


The unmet demand is a term used to express the difference between the amount of water required and the amount of water allocated for each demand node along the river based on water availability and demand priorities [38]. The water demand for any city is usually calculated based on its population and water consumption per capita [39]. The water amount should be enough to keep WTPs operating efficiently to produce sufficient water for all shared districts. However, demand will be unmet if the water in the rivers cannot sufficiently meet the city’s needs. As a result, increasing the unmet demand will increase WSR. In this work, the Water Evolution and Planning (WEAP) model was applied to calculate unmet water demand as a required criterion which was aggregated with other spatial criteria to produce WSR maps using GIS.




2.2.2. Proximity to the River Basin (C2)


According to the Water Distribution Directorate, one of the most important factors affecting the degree of WSR in urban areas is the distance from the river to the water reservoirs. As the distance increases, the loss increases due to unofficial subscriptions, water leaks and pipe accidents. Therefore, neighbourhoods that draw their water from reservoirs far from rivers are more susceptible to water shortages than other urban areas [40,41].




2.2.3. Proximity to PS (C3)


On the one hand, compared with neighbourhoods farther away from the PS, water leaking is higher in the neighbourhoods close to it due to the high pressure. On the other hand, neighbourhoods farther away from PS are most at risk from a shortage due to the low water pressure. As a result, residents who live in the middle of the city, between the PS and the city’s edge, are in a good location for water pressure [42,43,44,45].




2.2.4. Proximity to Major Pipes (C4)


The water pressure in the vicinity of the main pipelines is higher than the pressure in the areas close to the pipeline ends. Thus, neighbourhoods at the network’s end often have lower pressure and are vulnerable to water scarcity. Consequently, the proximity to the main pipelines and water-supply quantities has a negative linear relationship [46].




2.2.5. Age of the Network Pipes (C5)


The efficiency of the water distribution system in urban areas is largely determined by the system’s operating life. The roughness of the pipe tends to increase with age due to the accumulation of various components surrounding the interior surface of the pipes, resulting in negative effects on the performance of the pipeline network system [47]. Therefore, the efficiency of the water supply decreases as the age of the network pipes increases [48].




2.2.6. Capacity of Reservoir (C6)


The capacity of reservoirs is critical for controlling the efficiency of supplying water to the neighbourhood. However, an equilibrium equation between the population and the capacity of reservoirs must be maintained [49]. This equation should be considered in long-term development plans, and policymakers should link population growth and urban sprawl to the capacity of urban water required. Therefore, the risk is reduced by increasing the capacity of the reservoir [50].




2.2.7. Electricity Supply (C7)


To offer uninterrupted service, water systems require an adequate level of electric-power reliability. WTP and PS rely heavily on electricity to keep water flowing into city neighbourhoods. Recurrent power outages cause unexpected cuts in water delivery [37]. Even slight power outages might have major ramifications for some utilities; thus, the redundancy of supply or backup generating capacity reduces the risk [51]. However, WSR and power outages have a positive linear relationship [34].




2.2.8. Population (C8)


Water consumption and population are intricately related; water demand is estimated by multiplying water use per person by population. Increases in population and demand, for example, can have a significant influence on urban water resources [52]. Furthermore, increased populations have exacerbated water shortages in urban areas [53,54]. A neighbourhood with a higher population is more vulnerable to water scarcity than others.




2.2.9. Population Density (C9)


This creates relative pressure on WSS. A positive linear relationship exists between the population density of a neighbourhood and WSR; thus, the higher density districts put higher pressure on WSS than districts with a lower density, even though they have the same population [14,55,56].




2.2.10. Unemployment Ratio (C10)


According to specialists on urban water supply, unemployment affects residential water-storage capacity [57]. On the one hand, houses in wealthy neighbourhoods are frequently provided with enough water reservoirs [14]. Private reservoirs assist people during water shortages. Households in poor neighbourhoods, on the other hand, typically suffer from water shortages when the water supply is cut [58].





2.3. Data Collection


The data collection was the stage in which a long time and more effort were spent compared with the rest of the stages in this study, because the WSS is a complex and overlapping system. In this stage, different types of data (i.e., raster, spatial dataset and statistical data) from different sources were collected to extract the driving factors of the WSR. In addition, surveying work was needed to determine missing data and check the locations of different parts of the WSS. Furthermore, given that climatic data provided by the NASA/Prediction of World Wide Energy Resources (POWER) can be used with reasonable confidence in scientific research [59], the climate data of the study area for period of 1984–2021 were downloaded from NASA/POWER. Table 1 lists the types of data collected for this work.




2.4. Generating Driving Factors


In this study, GIS was implemented to supply inputs, spatial data analysis and WSR visualisation at a neighbourhood scale. GIS techniques can generate driving factors from the primary database based on the relationship between geographic features and WSR. In this study, several spatial-analysis techniques were used to derive the driving factors of WSR, as shown in Figure 2.



2.4.1. Euclidean Distance and Rasterization


In a GIS project, rasterization and Euclidean distance are typically used to convert vector geometries (points, lines, and polygons) into raster images. Rasterization is used on discrete spatial data, whereas Euclidean distance is used on continuous geographical data [60]. As a result, seven driving factors were constructed from the collected data using the rasterization tool based on specified data: population, population density, unemployment ratio, unmet water demand, electric supply, age of the network pipes and capacity of reservoirs. These driving factors had distinct units, and they were normalised to a common range (from 0 to 1) in the modelling using the linear interpolation Equation (1) [61]. The normalisation technique allows for expressive comparisons, with 1 representing ‘high risk’ and 0 representing ‘low risk’. By contrast, the Euclidean distance is a useful function based on the Pythagorean theorem, which calculates the Euclidean distance to the nearest source for each cell in a raster dataset using Equation (2) [62]. Using this technique, spatial data of the main pipes, PS, the river and reservoirs were transformed into raster form, indicating the existing distances from those geographic features to the remaining buffer region.


  y i =     x i − x . min       x . max − x . min      



(1)




where 0 ≤ yi ≥ 1, and xi is the value of any pixel in the raster.


   d    =         X 2 − X 1    2  +     y 2 − y 1    2       



(2)




where d is the distance between the specific feature (the major pipes or PS) and the remaining sites.




2.4.2. Fuzzy Large and Near Membership


Fuzzy large membership and fuzzy near membership are two major spatial analytic functions used in this study [63]. On the one hand, when larger input values are more probable to be part of the set, the fuzzy large function is employed, where values higher than the midpoint have a higher probability of membership, and values less than the midway have a declining membership [64]. As a consequence, this function was applied against the raster dataset of two relevant criteria (proximity to the river basin and proximity to the main pipelines) based on the relationship in which the WSR degree increases with the distance from the main pipelines or river basin to householders or WTP based on Equation (3), as shown in Figure 3a. The fuzzy near function, on the other hand, is most useful when membership is close to a given value [65]. The function is defined by a midpoint that defines the set’s centre [66]. On the basis of Equation (4) and as shown in Figure 3b, membership reduces from 1 to 0 as values travel away from the midpoint in positive and negative directions [67]. As a result, the criterion of proximity to PS was determined using fuzzy near membership. This criterion defined the neighbourhoods in the study area that are near to the centroids of the distances between the PS and the edges of the pipeline network. Conversely, the area near the PS has high water pressure, which causes pipes to leak; the area at the pipeline network’s edges has a lower water pressure.


  u  x  =  1  1 +      x  f 2       − f 1      



(3)






  u  x  =  1  1 + f 1     x − f 2    2     



(4)




where f1 is the spread of the function, f2 is the midpoint and u(x) is the membership value of category x.





2.5. Public Participation Process


Risk levels in urban areas that are evaluated by stakeholders or experts are often associated with uncertainty and subjective bias in experts’ opinions. In addition, human perspectives are usually ignored in ML judgments, although the opinions of people exposed to vulnerability or risk are an important factor in decision-making. Therefore, participation of residents was adopted in this approach as a new technique for overcoming subjectivity bias and ensuring the proactive evaluation of the mitigation process in urban areas that face WSR. However, the safety requirements associated with COVID-19 presented complex challenges to conducting interviews with the public. Therefore, in this study, mobile phones were used to connect with local residents with the help of the local administration of Nasiriyah City (the study area). The advantage of mobile technology for data acquisition is relevant when local-authority resources are lacking and when more expensive data-collection methods cannot be used [68]. Fifty neighbourhoods were selected as the sample for the city. At least 10 people were contacted as representatives of each neighbourhood to evaluate WSR. Local experts reviewed the collected data and determined that 35 neighbourhoods were vulnerable to water shortage risk.




2.6. Data Model in ML


Nasiriyah City in Iraq, with a total of 94 neighbourhoods and the 10 criteria related to WSR, was selected as an input dataset of the ML model to predict WSR and extract the weights of relevant criteria to water shortage in urban areas. The data model and independent and dependent variables were first organised. Feature-reduction process was conducted, and a collection of six ML models were then constructed to predict uncertainty in the dependent variable. The independent variables were the values of the 10 criteria, which were extracted by a specific geospatial tool into the GIS environment. By contrast, the dependent variables were the evaluation of the WSR (high risk, low risk) of the city neighbourhoods by their residents’ participation through PP. This assessment adopted the result of PP, which was organised by the local municipal council of Nasiriyah City (the study area) to evaluate the WSS in the city. Figure 4 exhibits the methodology employed in this paper.




2.7. Constructing ML Models


Several ML models were selected to predict WSR, with the aid of two common ML applications, Weka® and Orange®. On the one hand, data pre-processing was conducted using Weka software [69]. Data pre-processing refers to the preparation of the original data for usage by an ML model, which includes data integration, reduction, cleaning and transformation. On the other hand, the ensemble of ML models was built using Orange software, including MLP, SVM, KNN, RF, NB and SHAP models.



2.7.1. Feature Reduction Using Weka Software


The large magnitude of the input attributes hinders the ML performance and has a negative influence on the classification results. From this point forward, feature reduction is a required pre-processing strategy before employing ML models to remove irrelevant criteria and apply the best prediction model [70]. The quality of the models’ execution is often improved by using an appropriate feature-reduction strategy before the training process [71]. In this study, three types of attribute evaluator were used: InfoGainAttributeEval, GainRatioAttributeEval and CorrelationAttributeEval, which were provided by Waikato Environment for Knowledge Analysis, Weka software, version 3.8.6. InfoGainAttributeEval is a single-attribute examiner that employs the ranker algorithm, which measures the information gain of the selected attributes according to the stated classes using a discretisation approach [72]. GainRatioAttributeEval is another evaluator, which identifies the factor value by measuring the gain ratio in relation to the output [73]. CorrelationAttributeEval calculates the Pearson correlation coefficient between the output and input of attributes [74]. In addition, the algorithm’s 10-fold cross-validation approach was used to improve the performance, decrease error rates and boost efficiency [75]. Each attribute evaluator, however, evaluates the independent variables based on their mean value expressed as a number between 0 and 1 [76].




2.7.2. Modelling with Orange Software Application


MLP, SVM, NBC, KNN, and RF were used to build the prediction models using Orange data-mining software. A sixth model, SHAP, was also added to explain the findings of those models. MLP is a feedforward artificial neural network made up of three key components: an input layer, hidden layers (one layer or more), and an output layer. Feedforward allows the data to transmit in one direction from the input layer through hidden layers to the output layer [77]. Neural networks with one, and rarely two, hidden layers are widely used in practice and have shown excellent performance [78]. A large number of hidden layers leads to increased computation time and the danger of over-fitting [79]. In addition, the number of neurons in the hidden layer can be found by trial and error [80]. However, in this study the hidden layer was set to one layer with 6 hidden neurons based on Equation (5) [81].


  n =   i + o   / 2 ,  



(5)




where i is the input layer, and n represents the number of neurons in the hidden layer (s).



SVM is a collection of supervised ML models with a related kernel function that may be used to accomplish non-linear classification (SVC) and regression (SVR) [82]. It is utilised in various fields, including time series, regression, character recognition and classification (clustering). SVM may be modified to convert non-linear input into linear input using a kernel function and then solve problems (e.g., linear problems) [83]. Nevertheless, SVM can handle weighted instances and perform incremental–decremental learning based on Equation (6) [75,84].


   f     x  = w T   φ  x  + b  



(6)




where b denotes the deviation vector, w is the weight and φ(x) is the function of non-linear mapping.



NBC can also forecast and produce data over a range of classes as opposed to merely providing the most likely class with most approaches. Although NBC is comparable to the widely used supervised grouping algorithms, such as SVM and MLP, it has a number of important parameters that must be carefully recognised and set for better results [85]. Moreover, strong non-linearity in NBC, as opposed to SVM, makes it an excellent choice for the classification of urban vulnerability [86]. KNN is a well-known, straightforward and non-parametric ML technique that has been employed in several pattern-recognition applications; thus, many academics have suggested using it for different categorisation problems because of its simplicity and efficacy [87]. KNN-based methods regularly calculate the similarity between a training model and a testing model using Euclidean distance; then, KNN is identified based on the calculated similarities, thereby ultimately determining the output label of the testing model, that is, the highest number of votes amongst the k neighbours [88,89]. RF, in contrast to SVM and KNN, can analyse highly dimensional data and handle various issues, including classification, feature selection and regression [90]. The model combines the outcomes from each decision tree in accordance with a specific combination technique to create a classifier with good generalisation abilities [89]. This technique involves reusing samples from the first training samples to create a number of subgroups. These subsets train several base classifiers, and the base classifiers’ vote determines the best classification outcomes [90]. Therefore, recent research has shown that choosing RF features may significantly increase prediction accuracy [91].



The input data were the training model, that is, 70% of the dataset. It consisted of the independent variables, which were the nine related criteria endorsed by the attribute evaluator functions, whereas the dependent variables were the evaluation of WSR in the city neighbourhoods by their residents’ opinion (high risk, non-risk). In addition, 30% of the dataset was used as the testing model to evaluate the training model using six indicators (i.e., precision, sensitivity (recall), specificity, F1-score, classification accuracy (CA) and area under the curve (AUC) measures) to assess how well the models performed. On the one hand, after the team of ML models was trained using the training model, it was able to predict WSR for the study area, as well as any other urban area. On the other hand, the SHAP model provided the weights of independent variables (nine criteria) and illustrated the contribution of each factor visually. Those weights were entered in WLC in GIS to produce WSR maps of the study area with another method. The average weight of the five models was used to produce the final map.





2.8. Model Validation


Validation is the most crucial step in any ML modelling process. In this study, a portion of the 30% test dataset was used to evaluate the performance of the five models, and validation results were compared using several validation indicators, such as precision, sensitivity (recall), specificity, F1-score, CA and AUC measures based on Equations (7)–(12) [92]. Generally, precision indicates the proportion of relevant instances amongst the retrieved instances; sensitivity (recall) denotes how effectively a model can detect positive instances; specificity represents how effectively it discovers negative instances; and accuracy is expected to denote how well it identifies both categories [79]. The F1-score is the harmonic mean of accuracy and recall calculated using Equation (12) [93]. AUC presents the area under the receiver operating characteristic (ROC) curve, which is determined using Equation (13). It is a useful parameter for assessing the performance of a classifier and measuring a classifier’s ability to avoid false categorisation [94]. In addition, the overall performance of the models was confirmed using the ROC accuracy evaluation parameter [95].


     Precision  =   T p   T p + F P    



(7)






     Sensitivity      Recall   =   T p   T P + F N    



(8)






  Specificity =   T N   T N + F P    



(9)






                                                A c c u r a c y =   T p + T N   T p + T N + F P + F N    



(10)






                                                    F 1 − s c o r e = 2 ×    Precision    ×  Recall      Precision +  Recall       



(11)






  A U C =  1 2      T p   T P + F N   +   T N   T N + F P        



(12)







T, F, P and N represent true, false, positive and negative. TP, TN, FP and FN are true positive, true negative, false positive and false negative.




2.9. Production of WSR Maps Using GIS


In this study, WSR maps were produced in two ways in GIS. The first way is a simple traditional method to present the prediction results of ML models directly. Thus, five maps were produced based on the result of the five algorithms used in this study. The second way is using the WLC function. It was applied six times in total, yielding six urban WSR maps. WLC aggregated the layers of criteria and their associated weights which were obtained individually from each model to produce five maps; the sixth map (the final map) was produced using the average weights based on Equation (13) [96]. Furthermore, using the Jenks natural breaks (JNB) classification method in GIS, the maps were divided into five classifications of urban water vulnerability (very high, high, moderate, low and very low). Finally, the evaluation process between the two ways was conducted using the evaluation indicators to validate the results.


  WSR =   ∑   i = 0  n   c i   w  i     (  q i  ) ,  



(13)




where n represents the number of criteria, wi represents the weight criterion (ci), qi is the value of a criterion (ci) and WSR is the risk of water shortage.





3. Results


3.1. Results of Feature Reduction


The results of using the three ranking algorithms, InfoGainAttributeEval, GainRatioAttributeEval and CorrelationAttributeEval, provided insight into the degree of importance of each criterion of the 10 criteria to the output class, as shown in Table 2. However, the factors are ranked based on their average merit, which is given as a value between 0 and 1. The attributes with low merit (a threshold of 0.1) were discarded. Furthermore, the evaluation process applied, which was conducted by NB, confirmed that the performance of CorrelationAttributeEval was more accurate than the other two. As result, only one independent variable (population) was discarded.




3.2. Performance of ML Models


The accuracy of the training models was 0.923, 0.923, 0.923, 0.885 and 0.846 based on SVM, MLP, RF, KNN and NB algorithms, respectively. On the one hand, the dataset (conditional factors) was entered into the models to predict the WSR level of all study areas directly. On the other hand, the SHAP model gathered the weights of conditional factors to use them in the WLC methods to produce WSR maps with another technique (Figure 5).




3.3. GIS Techniques Results


The results of the prediction process were directly represented using the GIS application; thus, five WSR maps were produced based on the ML model used, as illustrated in the left side of Figure 6, Figure 7, Figure 8, Figure 9 and Figure 10. Furthermore, the WLC technique was applied five times in the GIS environment to generate five WSR maps for Nasiriyah City with another technique, as shown in right side of Figure 6, Figure 7, Figure 8, Figure 9 and Figure 10. In these processes, the set weights of the criterion were changed according to the ML model each time. Furthermore, the classification of each map produced by WLC was evaluated using the corresponding ML algorithm. The CA was 78%, 84%, 85%, 90% and 96% for the produced maps from weights of NB, RF, KNN, MLP and SVM models, respectively (Table 3). To reach high accuracy, the average weights produced by the five ML models were applied to the WLC function to create the final map (Figure 11), the accuracy of which was higher than the others, as shown in Figure 14. According to the final map, 26% of the city’s population, who are living in 17 neighbourhoods, are under very high WSR, 13%, who are living in 18 neighbourhoods are under high WSR, and the rest are under moderate to very low risk, as shown in Figure 12.





4. Validation


An evaluation process was applied in each stage of this work. Firstly, the NB algorithm was applied with the method of 10-fold cross-validation to validate the feature-redaction stage. The result demonstrated that the performance accuracy of CorrelationAttributeEval was about 93% while the accuracy of InfoGainAttributeEval and GainRati-oAt-tributeEval were 91.67% and 91.25%, respectively. Then, the trained model was evaluated using the five ML models (NB, RF, KNN, SVM and MLP) using a testing dataset via a confusion matrix. Six validation indicators were calculated: AUC, ACC, F1, precision, recall and specificity, as shown in Table 4 and Figure 13. Despite the fact that the trained model evaluated by MLP was the best in terms of AUC values, the ACC values of the five ML models proved that the dataset was almost perfect. In the next stage, the six maps produced by entering the gained weight from the ML models into the WLC technique were evaluated by applying the corresponding ML model. The CA was 78%, 84%, 85%, 90% and 96% for the produced maps from weights of NB, RF, KNN, MLP and SVM models, respectively (Table 3). Furthermore, the final map that applied the average weights of the five models and the WLC technique achieved higher accuracy than the other five weights, as is seen in Figure 14.




5. Discussion


This study highlights the water supply problem in urban areas by analysing the external and internal challenges that cause WSR. In urban areas, the external challenges are represented by climate change and quota city shares of water, whereas the internal challenges are represented by inequity in water management amongst city neighbourhoods.



Although the first challenge can be understood using traditional hydrological models, obtaining a deep understanding of the second challenge by conventional methods that adopt experts’ opinions to determine the vulnerable urban areas is difficult due to subjectivity bias. Therefore, a research question is proposed in this study, that is, Are the opinions of people who are vulnerable to WSR nearer to reality than the opinions of experts? To address this problem, this study used PP to present a novel approach in detecting urban areas that are vulnerable to WSR by integrating ML and GIS. The novel approach presented in this study demonstrated that people’s opinions matched the aggregation result of the driving forces of WSR.



The results of this work revealed that the novel approach of incorporating PP with ML and GIS is an effective technique for exploring urban risks, in general, and WSR, especially. All five ML models that were used in this work indicated that the accuracy of the dataset was almost perfect. The accuracy of the dataset was 0.923, 0.923, 0.885, 0.923 and 0.846 by performing MLP, SVM, KNN, RF and NBC, respectively. Although the ML models predicted the WSR for the study area effectively, determining the real effects of the continuous factors, proximity to PS, proximity to main pipelines and proximity to rivers of the study area is difficult due to the effects of continuous factors that could not be obstructed by borders of neighbourhoods. Therefore, this study suggested that the average weights that were extracted by multiple ML models could resolve this issue [31].



This suggestion would be convincing if the result of comparison between classifications based on the ML prediction method and the WLC, which uses the average weights, were validated. However, the CA of the five maps of WSR that were produced individually from the weights of NB, RF, KNN, MLP and SVM algorithms was 78%, 84%, 85%, 90% and 96%, respectively, compared with the classification that was produced directly by model prediction. Although the CA of the map produced using the weights of the SVM model achieved a high accuracy (96%), the final WSR map using the average weights of the five models achieved 99%, as shown in Figure 11. Furthermore, this approach successfully displayed the effects of the continuous factors that could not be obstructed by the neighbourhood’s borders across the study area, as shown in Figure 15. Therefore, the results endorsed the capability of the novel approach to detecting WSR with high accuracy.



The analysis process of the driving factors conducted by the SHAP model showed that the criteria of the capacity of reservoirs, unmet water demand and proximity to the river gained the highest weights (29%, 19% and 12%, respectively) amongst the other criteria, as shown in Figure 5. Thus, 60% of the decision depended on only these three criteria, whereas all six criteria contributed to only 40% of the decision. Therefore, the decision maker should consider this conclusion when the mitigation processes of WSR are taking place. However, the results demonstrated that a variation in water supply existed in this single city due to the spatial distribution of the urban WSS. The final map showed that 26% of the city’s population, who are living in 17 neighbourhoods, were under very high WSR; 13%, who are living in 18 neighbourhoods, were under high WSR and the rest are under moderate to very low risk, as shown in Figure 12. This result endorsed the hypothesis of this study: that the inequality in water distribution management within the same urban area is a significant challenge leading to WSR.



Different from traditional approaches, this novel approach considered all contributing factors for supplying water, beginning from the river to the house, to analyse the actual reasons for WSR in urban areas [11,12,14]. In addition, compared with recent research, this study adopted the theoretical analysis of the mitigation of WSR by decreasing water losses; therefore, this analysis was adopted in the deriving process of the relevant criteria, such as the proximity to PS and the proximity to the river [3,17]. Furthermore, modern techniques were applied (i.e., fuzzy large membership and fuzzy near membership) in the derivation process [93,97]. However, in the risk-management field, machine-learning models are often assumed to be applicable to similar spatial environments of interest. Therefore, the proposed training model was built from the spatial analysis of essential components of a conventional water supply system (WSS) which is usually used by most countries worldwide. The training model included several independent variables, namely, 10 spatial driving factors that reflected the roles of WSS components, which run from water sources to homes, and a dependent variable, that is, the water situation of each sector of an urban area. In addition, the quality of the model’s execution was improved using three types of attribute evaluators to remove irrelevant driving factors and apply the best prediction model. Therefore, the model was carefully organized to achieve high accuracy in other water-scarcity risk-estimation studies in similar spatial environments.



The proposed approach can be generalised to other fields to support decision makers in reducing the degree of vulnerability in urban areas in developed and developing countries. However, the accuracy of the required data is difficult to guarantee in this study. On the one hand, the WSS within a city is complex. On the other hand, the PP approach in developing countries faces many limitations in collecting people’s opinions regarding the main service provided by the government. Although the uncertainty ratio was associated with the results due to the accuracy of collected data, the novel approach interpreted the results in a clear form, which allows decision makers to support the proactive exploration of urban WSR and select appropriate alternatives at the right time.




6. Conclusions


Understanding urban water security using traditional methods is difficult due to the wide range of measurement indicators, including drinking-water quality and quantity, human needs, socio-economic indicators and water-linked risks. Therefore, the key aim of the present work was to develop a novel approach based on PP and ML in the domain of urban water management. For this purpose, GIS coupled with six typical ML models, namely, SVM, MLP, KNN, RF, NB and SHAP, were used. The findings confirmed that, in general, the novel approach is effective in detecting WSR in urban area. This experiment approved the significant role of PP in the mitigation process regarding WSR in urban communities. Furthermore, the findings of this research suggest that the average weights of conditional factors extracted by the five ML models are the best in terms of time, cost and accuracy compared with traditional methods that adopt MCDA and ML in the domain of urban risks. Therefore, this study adds a novel approach to the urban water management domain, which can be used to support proactive decisions to mitigate risks. However, the access to the required data is a significant challenge for this study due to the restricted regulations of the local management of WSS. Further study could develop this approach to determine WSR at a street scale instead of a neighbourhood level. Water considerably impacts life maintenance, environmental health, and even cultural innovation; thus, people worldwide are invited to exert extraordinary efforts to address water scarcity. Continued efforts are also required from governments to engage the public in making decisions about risk prevention.
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Figure 1. The study area: Nasiriyah city, Iraq. 
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Figure 2. Generating driving factors using spatial-analysis techniques in GIS. 
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Figure 3. (a) Fuzzy large membership; (b) fuzzy near membership. 
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Figure 4. Methodology of the data modelling in this work. 
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Figure 5. Weights of criteria according to model type and the average weights. 
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Figure 6. Map (a) was created by the direct representative method in GIS, using the prediction results of NB, whereas map (b) was produced by the WLC technique of GIS, using the criteria weights gained from NB algorithm. 
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Figure 7. Map (a) was created by the direct representative method in GIS using the prediction results of RF, whereas map (b) was produced by the WLC technique of GIS, using the criteria weights extracted by RF algorithm. 
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Figure 8. Map (a) was created by the direct representative method in GIS using the prediction results of KNN algorithm, whereas map (b) was produced by the WLC technique of GIS using the criteria weights gained from KNN algorithm. 
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Figure 9. Map (a) was created by the direct representative method in GIS, using the prediction results of MLP algorithm, whereas map (b) was produced by the WLC technique of GIS using the criteria weights gained from MLP algorithm. 
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Figure 10. Map (a) was created by the direct representative method in GIS, whereas map (b) was produced by using the criteria weights gained from SVM algorithm in the WLC technique of GIS. 
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Figure 11. Final WSR map classified into five categories (Very high, High, Medium, Low and Very low). 
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Figure 12. Statistical graphics of WSR for Nasiriyah City. (a) Distribution of population ratio based on WSR classes. (b) Distribution of city neighbourhoods based on WSR classes. 
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Figure 13. The area under ROC curve (AUC) for the five models. 
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Figure 14. A comparative evaluation of the WSR classifications produced by the W.L.C technique in GIS using criteria weights extracted by the five models. 
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Figure 15. Zoomed-in final map, showing the effects of continuous factors on the classification of several neighbourhoods; each neighbourhood has been classified into two classes. 
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Table 1. Data collected from the Nasiriyah City and some reliable open data source websites for this study.
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	No.
	Data
	Description
	Source of Data
	Data Accuracy





	1
	Sentinel 2

image, acquired on

14 November 2021
	The images were used to determine the catchment area of the Garaf River Basin and land cover classes
	European Union’s Earth observation programme (https://scihub.copernicus.eu, (accessed on 5 December 2021))
	10 m



	3
	Land use shapefiles (SHF) of streets, districts borders and class of land uses
	Shapefiles were used to extract land use classes, neighbourhoods’ borders and street paths
	Nasiriyah City Municipality, Iraq
	2 m



	4
	Shapefiles and raster for the WSS (2021)
	Data were used to generate network pipeline paths and determine the pipeline diameters and locations of the reservoirs, WTP and PS
	Dhi-Qar Water Directorate
	2 m



	4
	Master plan of Nasiriyah City
	Shapefiles were used to validate neighbourhoods’ borders, streets paths, pipeline paths and land use
	The Office of Urban Planning, Nasiriyah City, Iraq
	2 m



	7
	Statistical data on unemployment

(2021)
	Data were used to extract a conditional factor (C10)
	Department of Statistics in Ministry of Planning
	-



	8
	Population census (2021)
	Data were used to extract two conditional factors (C8 and C9)
	Department of Statistics in Ministry of Planning
	-



	9
	Shapefiles of network river
	The shapefiles were used to extract location demand nodes, gauge location, and Garaf River path and its branches
	Ministry of Irrigation/Dhi-Qar (Iraq)
	5 m



	10
	Hydrological data

(1990–2021)
	Garaf River’s monthly discharge was used to model the WEAP, and hydrological parameters were used to estimate the conditional factor (C1)
	Ministry of Irrigation/Dhi-Qar (Iraq)
	±5%



	11
	Climate data

(1984–2021)
	Climate data were required for the WEAP model
	(NASA/POWER) website, (https://power.larc.nasa.gov, (accessed on 21 April 2022)).
	-



	12
	Site surveying work

using GPS
	The survey was needed to check locations of PS, reservoirs data, pipeline paths, WTP, piping division, and gauges of rivers
	Author
	1 m










[image: Table] 





Table 2. Performance of the three ranking algorithms using 10-fold cross-validation.
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	No
	Attributes
	InfoGain

AttributeEval
	GainRatio

AttributeEval
	Correlation

AttributeEval





	1
	Capacity of reservoir
	0.615
	0.621
	0.739



	2
	Proximity to river
	0.339
	0.346
	0.641



	3
	Unmet demand
	0.339
	0.346
	0.652



	4
	Proximity to pipelines
	0.196
	0.298
	0.241



	5
	Age of the network pipe
	0.258
	0.193
	0.283



	6
	Electricity supply
	0.191
	0.294
	0.223



	7
	Proximity to PS
	0.149
	0.262
	0.364



	8
	Unemployment ratio
	0.011
	0.024
	0.312



	9
	Population
	0
	0
	0.1



	10
	Population density
	0
	0
	0.126
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Table 3. Evaluation of classification of map (b) in Figure 6, Figure 7, Figure 8, Figure 9 and Figure 10 using the corresponding ML algorithm.
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	Model
	AUC
	CA
	F1
	Precision
	Recall





	NB
	0.875
	0.777
	0.747
	0.738
	0.756



	RF
	0.889
	0.84
	0.831
	0.755
	0.925



	KNN
	0.864
	0.851
	0.844
	0.927
	0.776



	MLP
	0.954
	0.904
	0.897
	0.951
	0.848



	SVM
	0.962
	0.957
	0.958
	0.92
	1
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Table 4. Trained model evaluation.
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	Model
	AUC
	CA
	F1
	Precision
	Recall
	Specificity





	MLP
	0.940
	0.923
	0.917
	0.917
	0.917
	0.929



	SVM
	0.934
	0.923
	0.917
	0.917
	0.917
	0.929



	KNN
	0.9116
	0.885
	0.869
	0.909
	0.833
	0.929



	RF
	0.893
	0.923
	0.917
	0.917
	0.917
	0.929



	NB
	0.875
	0.846
	0.846
	0.786
	0.917
	0.786
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