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Abstract: Place types are often used to query places or retrieve data in gazetteers. Existing gazetteers
do not use the same place type classification schemes, and the various typing schemes can cause
difficulties in data alignment and matching. Different place types may share some level of similarities.
However, previous studies have paid little attention to the place type similarities. This study proposes
an analytical approach to measuring similarities between place types in multiple typing schemes
based on functional signatures extracted from web-harvested place descriptions. In this study, a
functional signature consists of three component signature factors: place affordance, events, and
key-descriptors. The proposed approach has been tested in a case study using Twitter data. The case
study finds high similarity scores between some pairs of types and summarizes the situations when
high similarities could occur. The research makes two innovative contributions: First, it proposes a
new analytical approach to measuring place type similarities. Second, it demonstrates the potential
and benefits of using location-based social media data to better understand places.

Keywords: place; place type similarity; functional signatures; text mining; spatial big data; twit-
ter; gazetteer

1. Introduction

In gazetteers, place type is a crucial element used to search for places (e.g., schools
in Clarke County, GA). The place type scheme used in a gazetteer refers to the classifica-
tion system of places. However, different schemes exist across gazetteers, which causes
challenges in aligning gazetteers at both the structural and semantic levels. Place classi-
fications are used to describe places in different contexts such as nature or urban spaces
(e.g., mountains, streams, and population-centric places such as cities). Place classifications
are notably different between studies of nature and urban environments. However, the
definitions of place categories are often ambiguous within urban environments, because
uses vary for places according to the needs of people. Therefore, this study proposes an
approach to measuring the similarity between place classifications based on functional
signatures extracted from web-harvested place descriptions. In this study, functional signa-
tures are related to people’s activities in terms of three factors: place affordances, events,
and key-descriptors. The proposed approach was tested through a case study by matching
place types used by local gazetteers using Twitter data.

Place categories in gazetteers are typically not standardized. They are inherently
disarranged and continually evolving according to user needs [1,2]. The Geographic
Names Information System (GNIS) and GeoNames are excellent examples of how one
typing scheme system is adopted from another. Both the GNIS and GeoNames adopted
the place classifications developed by the United States National Geospatial-Intelligence
Agency (NGA), which contains a variety of place types for place names across the world.
However, GNIS was developed only for US domestic place names, resulting in fewer
place types at a simple level than the NGA. GeoNames includes place names from various

ISPRS Int. J. Geo-Inf. 2021, 10, 626. https://doi.org/10.3390/ijgi10090626 https://www.mdpi.com/journal/ijgi

https://www.mdpi.com/journal/ijgi
https://www.mdpi.com
https://orcid.org/0000-0003-4141-996X
https://orcid.org/0000-0003-2719-2017
https://doi.org/10.3390/ijgi10090626
https://doi.org/10.3390/ijgi10090626
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.3390/ijgi10090626
https://www.mdpi.com/journal/ijgi
https://www.mdpi.com/article/10.3390/ijgi10090626?type=check_update&version=1


ISPRS Int. J. Geo-Inf. 2021, 10, 626 2 of 19

countries using a variety of data sources. Accordingly, GeoNames adopted a basic place
classification model from the NGA and introduced some additional classifications.

Another example of a place type scheme includes a feature type thesaurus (FTT),
which was developed for the Alexandria Digital Library (ADL) Gazetteer [3]. The FTT
contains place types at multiple levels of a hierarchy, which is markedly different from
the previous examples in terms of data and structure. Non-traditional data sources such
as Google Places provide place categories that focus more on urbanized areas such as
supermarkets, restaurants, car dealerships, and real estate agencies. This is because the
purpose of Google Places is to provide users with information about local businesses,
and it uses collaborative knowledge gathered from users about places. Considering the
different purposes of data sources, it might be difficult to establish a single scheme of place
categories for all gazetteers. However, the similarity between place types in the same or
different schemes can be measured to enrich current gazetteers by comparing thematic
attributes extracted from web-harvested place descriptions.

The matching between place types should be built on thematic similarity, considering
its original perspective. However, not every concept used in each system is clearly compara-
ble among different gazetteers based on uniform categories. For example, point of interest
(POI), a popular place type used in gazetteers, is ambiguous in terms of its definition and
functionality. Any place entity can be classified as both a POI and another place type.
Likewise, places can be referred to by multiple place types. For example, the Georgia
Museum of Art is categorized as “Building” in the GNIS but grouped under “Museum” in
Google Places. These examples illustrate that each place category does not reflect all the
properties of a place. More importantly, some place types share similar properties.

In general, place types could relate to each other in various ways based on perspective.
For example, some place types are related to each other based on their spatial relation-
ship, which is rarely described in existing gazetteers (e.g., spatially, a university contains
several buildings). In addition, taxonomies with an “is–a” relation are widely used in
different typing schemes. Thus, if a place is categorized at a lower level, that place is also
considered an instance of the upper level of the classifications. For example, “Building” is
a parent concept of “Courthouse” in the FTT; thus, place entities classified as Courthouse
are also classified as Building in the gazetteer system. On the other hand, Building and
Courthouse are defined at the same level of the typing scheme used by GeoNames, which
means they have separate data sets for each place type. Consequently, different schemes of
taxonomies used for place classification may cause less consistent search results between
gazetteers. The approach suggested in this article can be used to assess similarities between
place types regardless of the hierarchies used by different data sources, such as traditional
and non-traditional place databases.

This research contributes to the discourse on digital gazetteers and geographic infor-
mation retrieval (GIR) by comparing place types using thematic similarities. Descriptions of
places online were used to extract people’s activities, which can be specified by three factors
to describe each place type: (1) place affordances, (2) events, and (3) key-descriptors. This
approach includes natural language processing (NLP) [4], latent Dirichlet allocation (LDA)
topic modeling [5], and cosine similarity measurement. The three factors were then com-
bined to determine the overall similarity scores for the comparison between place types.

This study utilized Twitter data from a pilot study area, namely Athens, Georgia.
However, the proposed approach can be applied to any user-generated content, such as
blogs and articles that describe places. The findings with high similarity scores can be
summarized into three cases:

• Place types representing population-centric places such as administrative regions and
classified as Populated Place;

• Place types describing the relation of spatial containment such as POI and Populated Place;
• Place types used for similar activities such as weekend activities and relaxing such as

Park and Stream.
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Using only the overall similarity score is insufficient to align different place classifica-
tions because of the biased data source (e.g., user groups and topic frequency). However,
the observations from the case study show the possible relations between place classifica-
tions by using people’s knowledge of places that can be added to the existing gazetteer
alignment strategy.

The remainder of this article is organized as follows: Section 2 provides an overview
of the related works. Section 3 introduces the proposed functional signature conceptual
framework and the computational flowchart to assess place type similarities, followed
by a case study using the proposed approach in Section 4. The article concludes with a
summary and a discussion of future research directions in Section 5.

2. Related Work

Digital gazetteers are dictionaries of place names that are widely used in GIR [6]. In
gazetteers, places are identified based on several attributes, such as given names, classi-
fications, and spatial footprints [7]. Among place references used in gazetteers, a list of
place classifications such as parks, streams, neighborhoods, and libraries are often labeled
by creators. Such place classifications could be relatively subjective in describing places,
incorporating human cognition and language [8]. Moreover, these schemes are constantly
evolving based on needs [1,2].

For example, illustrating a hierarchical scheme of place classifications, Hill [3] pro-
posed an FTT developed in the ADL project. Subsequently, some studies have applied
the FTT as a place type classification scheme for developing their place type categories.
To improve gazetteer interoperability and reasoning capability based on feature typing,
Janowicz and Keßler [2] proposed a feature-type ontology by utilizing the FTT scheme. The
authors demonstrated that a feature-type ontology supports extended query functionality,
which addresses the relationships between feature types.

There are other classification systems with specific objectives such as the North Ameri-
can Industry Classification System (NAICS). The NAICS was developed to identify business
establishments by federal agencies with the aims of archiving and analyzing data. Thus,
it could be essential to analyze specific types of places in urban areas [9]. In addition,
place typing schemes used in location-based social media applications, such as Foursquare
and Yelp, are also widely used in POIs studies [10–12]. However, there is insufficient
information about the functional relatedness of those different place types used in the same
or across different schemes.

Martins, Manguinhas, and Borbinha [13] proposed a geo-temporal gazetteer web
service established in the DIGMAP project for integrating data from multiple sources, such
as gazetteers of official toponymic authorities or general online sources with gazetteer
data. In terms of the scheme of place classifications, the authors utilized the FTT with the
classification schemes from the ECAI Time Period Directory and GeoNames to facilitate
data integration from external sources.

Using the instance matching approach, Brauner, Casanova, and Milidiú [14] pro-
posed an instance-based mapping rate between distinct feature type thesauri by pre-
processing common instances from two gazetteers, namely the GEOnet Names Server and
the ADL Gazetteer. Several examples show that mapping different typing schemes are
essential to enhancing the capability of answering queries about place information using
multiple gazetteers.

Place is an abstract concept and is difficult to describe or define comprehensively and
objectively [15–17]. There are many attempts to understand places by using place names
and semantics, which are limited to an unsophisticated view of place. Papadakis et al. [18]
proposed a composite approach of formalizing places to facilitate a function-based query.
Their approach enables a better representation of the context that people assign to a place
based on the place functionality. Our approach examines human interactions associated
with different place types by focusing on people’s activities. Therefore, we reviewed a
few studies focused on the thematic perspective of places, which were used to define rela-



ISPRS Int. J. Geo-Inf. 2021, 10, 626 4 of 19

tionships between places based on shared common themes [19]. For example, Adams [20]
proposed an approach to search places based on extracted thematic topics (e.g., civil war)
from web documents using LDA-based approaches.

Other research focused on historical records of places. Exploring narrative documents
to detect historical events and places (e.g., 7 January 1859, in Wakulla County, Florida,
as the day when the offices of Tax Assessor and Collector and Sheriff were combined)
was studied as part of the Perseus Digital Library Project [21]. In addition, Mostern and
Johnson [22] proposed an approach to construct a historical event gazetteer using named
places and historical events and visualized the links between such events and spatial
changes. Therefore, a thematic perspective of places is often used to explore similar places
either alone or in combination with spatial and temporal perspectives.

While traditional gazetteers created by authorities typically describe places using
a formalized set of semantics, place descriptions with regard to named places made by
the general public reflect more varied aspects. A few examples of approaches that utilize
place descriptions from web resources for exploring place semantics are discussed next.
Purves, Edwardes, and Wood [23] proposed a framework for gathering large collections of
place descriptions from two different online communities named Geograph and Flickr. The
authors addressed the fact that descriptions of places collected from different environments
may vary in terms of sharing spatially referenced photographs with the associated content.

Kim, Vasardani, and Winter [24] addressed the ways in which place descriptions
convey human spatial knowledge beyond geographical information systems. Therefore,
the same place could be described in multiple ways based on multiple place perspectives.
The authors proposed a graph-based matching method for integrating spatial information
extracted from various descriptions by using string, linguistic, and spatial similarities.
The approaches relied on spatial semantics matching with other types of similarity to
find corresponding places. Our approach for matching place categories combines place
affordances and event and key-descriptor similarities. Because the proposed method
focuses on people’s descriptions of their experiences in different places, the similarity of
spatial relations was not used in our matching process but was described in the results of
applying the approach.

3. Methods
3.1. The Conceptual Framework

The research proposes to assess the similarity between two place types based on
the designed functional signature. The concept of signature has been widely used in the
literature. For research on places, the concepts of spatial, temporal, and thematic signatures
have been developed and applied to capture spatial, temporal, and non-spatiotemporal
characteristics of places and often used to classify places into place types [20,25,26]. In
this research, the concept of functional signature is proposed to capture unique functional
characteristics of a place type. As shown in Figure 1, the functional signature consists
of three component signature factors, including the Place Affordance, Events, and Key-
descriptors. Following the original definition of affordance, which is about opportunities
that an environment has to offer [27], the concept in platial research is also approached
from the individual perspective, and it is associated with the relationship between places
and the action capabilities of individuals [27,28]. Subscribing to this tradition, the place
affordance of a place type in this study is represented by human activities at places of
the type. The second component factor, Events, refers to the set of events that have taken
place at places of the respective place type. In comparison, Place Affordance captures the
functional characteristic of a place type from the perspective of individuals who participate
activities at respective places, while Events captures the functional characteristics from
the perspectives of planners and practitioners who organize activities at respective places.
They are not mutually exclusive but extract characteristics from different perspectives.
Some factors may contribute to both Place affordance and Events. For example, in the case
of “Party”, it is part of Events characteristic when it comes to Party as a specific event being



ISPRS Int. J. Geo-Inf. 2021, 10, 626 5 of 19

held at a particular place and time. It would be a Place affordance factor while it refers to an
activity such as going out to a gathering, drinking, talking, etc. The third component factor,
Key-descriptors of a place type, refers to the major terms that are frequently mentioned
by people to describe the type of places. Examples are School, Food, Downtown, Park,
Garden, etc. Each of the three signature characteristics is presented as a vector. Quantitative
definitions of the signature characteristics and examples are presented below:

• Place affordance—Major types of human activities at places of the respective place
type. It can be expressed by a list of activities {A1, . . . Ai, . . . , An} where each Ai a type
of activity. An example of Place Affordance for the place type Restaurant is {Eating,
Drinking, Party, Entertainment, Music activity}.

• Events—Major types of events organized at places of the respective place type. It can
be expressed by a list of activities {E1, . . . Ei, . . . , En} where each Ei a type of event.
An example of Events for the place type Restaurant is {Anniversary, Party, . . . }.

• Key-descriptors—Major descriptive terms that characterize the nature of places of
the respective place type. Key-descriptors extracted from place descriptions may
include more detailed type descriptions (e.g., burger places) than the categories
used in gazetteers, and it may also include descriptions other than categories (e.g.,
downtown). The key-descriptors of a place type can be expressed with a list of
key terms {K1, . . . Ki, . . . , Kn}. An example might be {City, Downtown, Building,
Garden, Landmark}.
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Figure 1 illustrates the framework of the research design. For any two place types a
and b, the three component signatures for each type are extracted from real-world data, for
instance, the social media data. Then signatures of the pair of place types are compared to
estimate the similarity between them from the perspective of each component. Finally, the
three similarities from the component factors are summarized to give the final similarity
measure between the two place types. Technical details of the workflow to achieve these
objectives are explained in Section 3.2.

Apparently, the signature for a place type might vary by study areas and by data
sources. It is also sensitive to the sample places chosen to represent the place type. The
situation is similar to what happens when studying relationships with a statistical method.
A study can choose to construct local models or a global model, and the resulting model(s)
can be sensitive to the sampling strategies for data collection.

3.2. The Computational Workflow

Figure 2 shows the data and processing workflow to assess the similarity between
any two place types. The assumption is that place descriptions from social media data or
other web documents can reflect the actual uses of those places. Twitter data are used in
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the pilot study. A keyword-based extraction process is needed for indexing and classifying
relevant words in the texts. The keywords are a set of place names for each place type.
Then a natural language processing (NLP) technique is used to pre-process the harvested
place descriptions and generate a document for each place type. Technical details of this
process have been introduced in previous studies [4]. A collection of place descriptions
for each place type is seen as a document, di =

{
ti
1, ti

2, . . . , ti
N
}

, where the document di
consists of place descriptions containing the contents of place names for the ith place type.
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In the second step, the LDA topic modeling is applied to identify the three component
factors of the functional signature. LDA is a generative probabilistic model to automatically
derive sets of words from a document to form latent topics. Please refer to [5] for details
of the model. The input of the topic modeling model is the document for a specific
place type. The document has a collection of descriptions for all places in the place
type. It is represented as a mixture of latent topics in a topic model, where each topic is
characterized by a set of words. LDA is conditioned on three parameters: document–topic
distribution α, topic–word distribution β, and topic number K. For a data set of tweets, the
parameters are typically set as α = 0.1, β = 0.05, and K = 30, and multiple parameters
were tested to see if the results showed any difference. The topic coherence score can be
used to determine the quality of the learned topics that are automatically generated by the
model. For each document di, topics were labeled for the three factors: place affordances,
events, and key-descriptors by the authors based on the model results (i.e., the estimated
word distribution).

In the last step, a similarity score is calculated for each of the three component factors
using the cosine similarity expressed in Equation (1). The cosine similarity is a vector
comparison measure widely used in information retrieval, NLP, and text mining [29,30].

Cosine similarity (a, b) =
∑n

i=1 ai × bi√
∑n

i=1(ai)
2 ×

√
∑n

i=1(bi)
2

(1)

In Equation (1), a and b are two n-dimensional vectors to be compared; ai and bi
are components of vectors a and b, respectively. The output similarity measure is a value
between 0 and 1. A higher value means higher similarity between a and b. The similarity
measure is calculated for place affordances, events, and key-descriptors independently
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to determine the degree of similarity for each functional signature component. The final
similarity is obtained as a weighted sum of the three component similarity measures. This
is expressed in Equation (2), where SO is the final similarity score; SA, SE, and SK are three
component similarity scores; and wA, wE, and wK are three respective weights that are
customizable based on context-contingent considerations. In the case study, for example,
equal weights are taken, which means the three weights are one-third each.

SO = wA × SA + wE × SE + wK × SK (2)

4. Case Study
Study Area and Data

A pilot study using the proposed approach was conducted for Clarke County in
Athens, Georgia, which is a university town to the east of Atlanta. Figure 3 shows the
location of this county in the state of Georgia, USA.
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The place types are drawn from typing classifications from three gazetteers, GNIS,
GeoNames, and Google Places. The GNIS, developed by the USGS, is the official repository
of US domestic geographical name data. The GNIS applies the second level of classifica-
tions created by the NGA. GeoNames is a global geographic database that includes over
11 million place names worldwide. Google Places’ service provides a place-searching
capability with a list of place categories and detailed information about a specific location.
Place types used in Google Places include various types of business, such as clothing stores
and home goods stores, which are not covered by the other two gazetteers. For the current
study, these store data sets were combined under “Business” to collect sufficient relevant
Twitter data for the analysis. In addition, the locality and postal code of the area were
combined under “Region” for the same reason. As noted, specific types combined under
Business and Region had a finer level of categories than others.
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Many place types have shared meanings in different sources. However, a place could
be referenced with different categories by various creators. For example, the Athens
Regional Library is categorized as Building in the GNIS but as Library in GeoNames.
Thus, a place may appear in multiple place types that are similar to some degree. Table 1
summarizes the statistical characteristics of the place categories in the study area using the
three gazetteers.

Table 1. Summary of statistical features of place categories in Athens, GA, USA.

Place Type No. of Places Mean Dist. Max Dist. Std Dev Entropy

ADM2 1 NA NA NA 5.56

Building 80 2991.22 17,864.03 2934.49 2150.96

Business 1372 6578.99 26,495.57 3855.149 31,056.33

Church 185 6678.83 23,207.27 3984.49 2722.72

Civil 6 6546.22 18,358.74 5192.34 25.06

Hospital 33 2985.25 13,693.41 2736.97 535.9

Library 23 5089.04 17,296.75 3857.19 434.92

Neighborhood 18 7557.39 16,422.30 4582.94 67.49

Park 87 4943.10 20,750.67 3379.46 1479.89

POI 579 9391.75 26,934.18 4941.42 5298.91

Political 38 10,083.07 24,357.24 5366.87 128.9

Populated
Place 125 7963.20 21,355.39 4341.64 726.82

Region 10 7539.41 22,198.80 5231.84 86.02

School 175 6313.82 24,739.01 3891.63 2752.18

Stadium 1 NA NA NA 11.87

Stream 16 10,326.31 28,503.34 6786.17 27.47

(Distance unit: meter)

The total number of places per place type may vary, partly due to actual differences
and partly because places were classified differently in various gazetteers. Spatial patterns
were identified based on the minimum and maximum distances between the places for
each place type, along with its standard deviation. The entropy was calculated to measure
the spatial relations between place categories. The entropy of the ith place type is defined
in Equation (3):

Ei =
n

∑
i=1

ni
N

log
(ni

N

)
(3)

where N is the total number of place types in the area and ni is the number of nearest
instances from the ith place type [25]. A larger entropy value indicates a greater variety of
places around the target place type.

Twitter data were used as the source of place descriptions for this case study. The
data set was collected using the bounding box of the target study area between December
2017 and January 2019. The Twitter data collected were then filtered to identify texts
that described places only. Place names were collected from the three gazetteers (i.e.,
GNIS, GeoNames, and Google Places) by place type and used as a set of keywords to
extract tweets. This dissertation assumed that the combined texts categorized by place
type contained several topics that could be used as place type references. Therefore, the
data sets were processed using a topic-modeling method to identify three factors (i.e.,
place affordances, events, and key-descriptors) based on the calculated similarity scores.
Figure 3 shows the numbers of texts collected in the study area for a sample of place types.
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Athens is a college town in the USA, so many tweets describe topics related to the place
type “School”.

5. Results

It was assumed that some properties were shared between place types based on
people’s activities that can be used to measure similarities between place types. Place types
identified by more than 50 relevant tweets in the study area were included for the analysis.
In total, 91 place types were detected in more than one tweet. Among them, 14 place types
had enough tweets and were selected for the similarity measurement.

The parameters used in the LDA model were determined through theoretical fitting.
The final sets can generally describe actual states of the dataset. For example, the number of
key terms and topics were tested with a larger number until the model generates unsuitable
word sets using the collected data. Using LDA, the top 20 key terms for 50 topics were
calculated for 14 place categories. LDA was performed for 2000 iterations using the Gibbs
sampling algorithm for each data set. Then latent topics were manually labeled for the
three factors: place affordances, events, and key-descriptors. Table 2 shows the similar
textual patterns in topics identified for two different place types: ADM2 (second-order
administrative division) and Stadium. Some place categories were described by specific
features. For example, schools were frequently mentioned with building names, school
activities, and sports events. Streams were often mentioned with other place types, such as
rivers, creeks, dams, and parks.

Table 2. Examples of word sets forming topics for the place categories ADM2 and Stadium.

Place Type Topic A Collection of Words

ADM2

Football game go dawgs, dawgs on top, Georgia football, game Sanford stadium, . . .

School university, Sanford stadium, college students, school Athens, . . .

Job marketing job, G.A. job, job Athens, hiring, recommend job, apply, . . .

Weather reporting weather summary, forecasts UGA Sanford, sunrise, . . .

Weekend activity weekend, downtown weekend, getaway, camping, . . .

Stadium

Football game go dawgs, Georgia football, game Stanford, AU vs. UGA, . . .

School university, university Georgia, UGA, students, . . .

Weather reporting weather hours, raining UGA Sanford, day forecasts, . . .

Similarity measurement between place types necessitated a comprehensive under-
standing of people’s activities, considering the three factors simultaneously. For instance,
topics related to football games frequently appeared and formed a large proportion of
the Twitter data in the study area. This resulted in an increase in associated activities and
key-descriptors used for football games for a specific time period. A full list of three factors
extracted from Twitter data in the study area is described in Table 3.

Similarity scores between place types were measured using cosine similarity. First,
cosine similarity was calculated for each of the three factors: place affordances, events, and
key-descriptors. Figure 4 shows the low-to-high similarity scores among the place types
for each factor. The similarity scores for the events factor tend to have higher values than
the other two factors, because the total number of events identified from the Twitter data
was small. Subsequently, the overall similarity scores were calculated using Equation (2).
Table 4 shows the overall similarity scores between place types with individual scores
based on the three factors.
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Table 3. Candidate elements in the component functional signatures (identified from Twitter data).

Place Affordances Key-Descriptors Events

Athletics Apartment Anniversary

Campaign Bar College football playoff

City planning Burger place Crime

Day activity Coffee shop Election

Drinking Church Football game

Driving City Gun violence

Eating City hall Homecoming

Entertainment Clothing store Rose bowl

Game activity Community SEC championship

Healthcare Creek

Hiring Dam

News reporting Department store

Marketing Downtown

Morning activity Furniture store

Music activity Garden

Nightlife Grocery store

Party Gym

Physical activity Landmark

Political activity Library

Posting Memorial hall

Purchasing Museum

Recycling Park

Relaxing Pharmacy

Residential activity Pool

Running Practice field

Socializing Residential area

Sport activity Restaurant

Studying River

Taking photos School

Running business Sheriff’s office

Training Sports complex

Traveling Stadium

Weather reporting Store

Weekday activity Stream

Weekend activity Theater

Waffle place

Weather station
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Table 4. Overall similarity scores for distinct place categories, with the individual similarity scores for three factors.

Type A Type B Affordance
Similarity Events Similarity Key-Descriptors

Similarity Overall Similarity

ADM2 Political 0.707107 1 0.755929 0.821012

Region Political 0.353553 1 0.771517 0.708357

ADM2 Region 0.375 1 0.680414 0.685138

ADM2 Populated Place 0.612372 0.57735 0.666667 0.618796

Region Stadium 0.534522 1 0.288675 0.607733

Church Populated Place 0.666667 0.408248 0.707107 0.594007

Church POI 0.166667 1 0.534522 0.567063

Political Stadium 0.377964 1 0.267261 0.548409

ADM2 Stadium 0.400892 1 0.235702 0.545531

Region Populated Place 0.408248 0.57735 0.544331 0.509977

Political Populated Place 0.288675 0.57735 0.629941 0.498655

Populated Place School 0.365148 0.707107 0.408248 0.493501

Civil Region 0.5 0.5 0.46291 0.487637

Populated Place Stadium 0.545545 0.57735 0.235702 0.452866

Business Populated Place 0.280056 0.707107 0.363696 0.450286
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Table 4. Cont.

Type A Type B Affordance
Similarity Events Similarity Key-Descriptors

Similarity Overall Similarity

POI Populated Place 0.166667 0.408248 0.755929 0.443615

Church Neighborhood 0.51031 0.816497 0 0.442269

Civil Stadium 0.534522 0.5 0.267261 0.433928

Civil Political 0.353553 0.5 0.428571 0.427375

ADM2 Civil 0.375 0.5 0.377964 0.417655

ADM2 Church 0.51031 0 0.707107 0.405806

POI Political 0.57735 0 0.571429 0.382926

Business School 0.383482 0.666667 0.089087 0.379745

Church Region 0.408248 0 0.721688 0.376645

POI School 0.365148 0.288675 0.46291 0.372245

Business Region 0.342997 0.408248 0.356348 0.369198

Region School 0.33541 0.408248 0.333333 0.358997

Business Political 0.242536 0.408248 0.412393 0.354392

ADM2 School 0.223607 0.408248 0.408248 0.346701

ADM2 POI 0.408248 0 0.629941 0.346063

Church School 0.456435 0.288675 0.288675 0.344595

Business Church 0.280056 0.288675 0.46291 0.34388

Neighborhood School 0.559017 0.471405 0 0.343474

Business Stadium 0.458349 0.408248 0.154303 0.3403

Neighborhood POI 0.204124 0.816497 0 0.340207

Business Civil 0.342997 0.408248 0.247436 0.332894

Church Political 0.144338 0 0.801784 0.315374

ADM2 Business 0.171499 0.408248 0.363696 0.314481

School Stadium 0.239046 0.408248 0.288675 0.31199

Civil School 0.33541 0.408248 0.154303 0.299321

Political School 0.158114 0.408248 0.308607 0.291656

Civil Populated Place 0.306186 0.288675 0.251976 0.282279

Region POI 0.204124 0 0.617213 0.273779

Church Civil 0.408248 0 0.400892 0.269713

Business Neighborhood 0.171499 0.471405 0.154303 0.265735

Neighborhood Populated Place 0.408248 0.333333 0 0.247194

Business POI 0.140028 0.288675 0.247436 0.22538

Church Stadium 0.327327 0 0.25 0.192442

Region Park 0.353553 0 0.204124 0.185893

Civil Neighborhood 0.25 0.288675 0 0.179558

ADM2 Park 0.176777 0 0.333333 0.170037

Church Park 0.144338 0 0.353553 0.165964

Civil POI 0.204124 0 0.285714 0.163279

POI Stadium 0.218218 0 0.267261 0.161826

Park Populated Place 0.144338 0 0.333333 0.159224
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Table 4. Cont.

Type A Type B Affordance
Similarity Events Similarity Key-Descriptors

Similarity Overall Similarity

Park Political 0 0 0.377964 0.125988

Building Civil 0 0 0.341882 0.113961

Building Church 0 0 0.319801 0.1066

Building Business 0 0 0.263181 0.087727

Park Stream 0.25 0 0 0.083333

Region Neighborhood 0.25 0 0 0.083333

ADM2 Neighborhood 0.25 0 0 0.083333

Building Region 0 0 0.246183 0.082061

Building Political 0 0 0.227921 0.075974

Building Stadium 0 0 0.213201 0.071067

Building Neighborhood 0 0 0.213201 0.071067

Park School 0 0 0.204124 0.068041

Building Populated Place 0 0 0.201008 0.067003

ADM2 Building 0 0 0.201008 0.067003

Stadium Stream 0.188982 0 0 0.062994

Park Stadium 0.188982 0 0 0.062994

Park POI 0 0 0.188982 0.062994

Neighborhood Park 0.176777 0 0 0.058926

Civil Park 0.176777 0 0 0.058926

Church Stream 0.144338 0 0 0.048113

Neighborhood Stadium 0.133631 0 0 0.044544

Building School 0 0 0.123091 0.04103

Business Stream 0.121268 0 0 0.040423

Building POI 0 0 0.113961 0.037987

Business Park 0 0 0.109109 0.03637

Interpretation and Discussions

The results for the three factors (i.e., place affordances, events, and key-descriptors)
reveal the characteristics of the study area, and these can be expanded for other case study
areas in future studies. Place affordances included different kinds of activity, such as
economic, social, fun, and service activities. Among 37 place affordances for 14 place
types, “hiring”, “weather reporting”, and “game activity” frequently appeared for different
types of place. Figure 5 shows the number of place types for which a specific kind of
activity appeared. For example, hiring might not be a common place reference in existing
place-name databases. However, place types for hiring activities revealed the places where
hiring activities took place. Therefore, places were categorized for hiring and linked to
associated information.
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Figure 5. Multiplicity of place types vs. activity types.

The kinds of events extracted from Twitter data in the study include sport, social, and
political events. Figure 6 displays the number of place types where each kind of events took
place. Because football games are of the most significant interest to students and locals, the
SEC Championship and Rose Bowl frequently appeared for different place types. However,
these topics are not only related to places where football players play games, such as a
stadium, but also related to places where people watch games, experience tailgating, or
associate them with the name of an administrative region (e.g., a football game in Athens).
Therefore, the event concept could be used to find place names and associated information
either independently or together with other place-related concepts (e.g., to find place names
using place type and event instances).
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Key-descriptors extracted for different place types included specific types of business
that might be grouped into other place types in existing place-name databases (e.g., waffle
place into restaurants). Key-descriptors were discovered mainly from places that have
relatively large areas. First, places that have several buildings or facilities are good examples
(e.g., schools). Secondly, administrative regions are usually referenced for any places in that
area. Finally, when man-made features exist near natural environments, they are frequently
mentioned together (e.g., dam and river). Therefore, place types that co-appeared more
frequently together were more related to each other.

It is evident that the highest similarity scores were found between population-centric
place classifications, such as ADM2, Political, Region, and Populated Place. In addition,
based on people’s activities extracted from the Twitter data, patterns were discovered
between two place categories based on the spatial containment relationship, such as Church
and Populated Place, and two distinct place categories, such as Business and School.

(1) High similarity between place groups of population-centric places

The highest similarity scores were observed between pairs of population-centric place
types, such as ADM2, Political, Region, Populated Place, and Civil. Although the concepts
and definitions are all different, they provide similar functionality with slightly different
ranges of application. For example, Clarke County is an instance of AMD2 and Civil in
GeoNames and the GNIS gazetteer, respectively. In these two gazetteers, Civil includes a
broad range of administrative divisions such as a borough, county, incorporated place, and
township. AMD2 covers the second level of administrative division, which is a county-level
unit in the US. The definition of Political used in Google Places is not provided, but it also
covers county, city, and so forth. The number of instances of these five different concepts
included in the three gazetteers (i.e., GNIS, GeoNames, and Google Places) are listed in
Table 5.

Table 5. The number of instances for selected place categories in Athens, GA, USA.

GNIS GeoNames Google Places

ADM2 NA 1 NA

Civil 6 NA NA

Political NA NA 38

Populated Place 125 123 NA

Region NA NA 10

These similarity patterns can be used in addition to existing alignment methods
for place classification based on the highest similarity scores among population-centric
place types calculated using people’s activities extracted from Twitter data. The proposed
approach for matching different place categories alone may result in lower discriminatory
power. However, our approach was not influenced by other alignment techniques for place
types that use spatial signatures [25] or an instance-based matching approach [14]. Instead,
it reveals thematic patterns and people’s daily use of places.

(2) High similarity between place types with spatial containment, is–a, and part–of relationships

In the place descriptions that people create, they tend to refer to the place within the
larger area unit (e.g., the University of Georgia in Athens). This pattern is well described in
the similarity scores among some place types and population-centric place types. The typ-
ing schemes used in the three gazetteers (i.e., GNIS, GeoNames, and Google Places) do not
describe the relation of spatial containment between the types. The limited information on
semantics for place classification results in significant challenges for developing ontologies.
High similarity scores among place types that show spatial containment relations could
be helpful in constructing place type ontologies. Examples include high similarity scores
between Populated Place and Church.
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Other examples include place types, such as POI or Building, that have some levels of
ambiguity in the definitions. These place categories possibly share some instances with
other place types within the same or across gazetteers. For example, POI may include any
place that people may consider interesting. It could be residential areas, schools, parks,
restaurants, and churches. Thus, high similarity scores found between POI and other place
types such as Populated Place and School is expected. Figure 7 illustrates the distribution
of places of three place types, POI, Populated Place, and School in the study area. The
individual places of these three place types are relatively close in terms of distances and
have significant overlapping positions.

ISPRS Int. J. Geo-Inf. 2021, 10, x FOR PEER REVIEW 16 of 19 
 

 

 
Figure 7. Distribution of POI, Populated Place, and School locations in Athens, GA. 

(3) High similarity between two distinct place type groups 
Although some place types are not strongly related spatially, high similarity scores 

were identified between those place types according to the three factors based on people’s 
activities. For example, churches and neighborhoods in the study area are not close neigh-
bors (Figure 8). However, Church and Neighborhood are frequently referred to in similar 
types of activities such as sport, tours, and weekend activities in the local area. Another 
example is the high similarity score identified between Business and School. These two 
types share many everyday activities such as entertainment, sport, political activities, and 
service activities. Key-descriptors were also observed for place types, such as gardens and 
schools. High similarity scores between two distinct place type groups, which are spatially 
separated from each other, show that they are meaningful in human behaviors and place 
uses. However, this case is not sufficient for direct use in gazetteer alignment processing 
because of the lack of spatial semantics. However, it can be used to search place names 
based on similar activities (functional signature) in local gazetteers. This study highlights 
that there are pairs of place types that share common activities. 

Figure 7. Distribution of POI, Populated Place, and School locations in Athens, GA.

Building is another example that shares common properties with other place types.
In the GNIS and GeoNames, Building describes a distinct place type, not including other
types such as Church, Hospital, or School. However, buildings are individual structures
that can be a part of other place types. For instance, Georgia Center, which was built
as a multi-purpose construction serving as a hotel and a conference center, is classified
under Building in the gazetteers but is, in fact, also part of a university (place type School).
Therefore, individual buildings are often described with other place types (key-descriptors)
in people’s descriptions of these places on social media.

(3) High similarity between two distinct place type groups

Although some place types are not strongly related spatially, high similarity scores
were identified between those place types according to the three factors based on people’s
activities. For example, churches and neighborhoods in the study area are not close
neighbors (Figure 8). However, Church and Neighborhood are frequently referred to in
similar types of activities such as sport, tours, and weekend activities in the local area.
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Another example is the high similarity score identified between Business and School. These
two types share many everyday activities such as entertainment, sport, political activities,
and service activities. Key-descriptors were also observed for place types, such as gardens
and schools. High similarity scores between two distinct place type groups, which are
spatially separated from each other, show that they are meaningful in human behaviors
and place uses. However, this case is not sufficient for direct use in gazetteer alignment
processing because of the lack of spatial semantics. However, it can be used to search place
names based on similar activities (functional signature) in local gazetteers. This study
highlights that there are pairs of place types that share common activities.
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Finally, the results allow us to compare different place types across gazetteers or search
local gazetteers based on people’s activities. A preliminary mapping based on the case
study is illustrated in Figure 9.
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6. Conclusions

Our approach proposes a similarity measurement among place types using place
descriptions created by people. The similarity scores can be calculated for three factors:
place affordances, events, and key-descriptors. The three respective values are combined
to obtain the overall similarity score among place types. Such a bottom–up approach using
descriptions from social media data and other user-generated content is advantageous as it
helps to capture the dynamic situations of how people utilize places. People’s experiences
in places are not limited to the planned functions of places. People’s knowledge about
places is shared through various channels, and it influences others in the way they interact
with places. To demonstrate the proposed approach in a case study, we used Twitter data
as a source of place descriptions because of its data availability and because Twitter has
recently become the most popular social media platform for people to share their thoughts
and activities. However, the proposed approach is generally applicable to other types of
online sources.

The case study finds that similarity scores between place types do not show significant
differences among the three factors. In other words, place types with a high similarity score
based on place affordances usually also showed a high similarity score for events. However,
place affordances were more related to daily activities, while events could be seasonal. We
think that place affordances and key-descriptors observed for some place types could be
affected by a special event in a specific timeframe (e.g., tailgating at a football game at the
school). Thus, the overall similarity score is more powerful for comparing different place
types than the three individual similarity measures. Overall, high similarity scores were
identified among place types with overlapping functionalities, such as population-centric
places, those representing spatial containment relations, or two distinct place type groups.

Compared to the existing methods for aligning place categories, our approach has a
strong ability to explain the relations between place types based on people’s daily activities.
The discovered functional factors and similarity scores help people to better understand
part of the complex functionality of place types. Therefore, this study shows its great
potential for the infusion of essential variables of place formalization for various fields
such as urban planning, urban management, and location-based applications.

A major limitation of this study was the nature of the data source. Social media data
are usually biased toward younger age groups and specific topics. Only place types with
a sufficient amount of data could be analyzed to measure similarities. Thus, some place
types may have been omitted due to sampling bias. Another existing limitation is that
place types cannot be entirely quantified through the three factors, place affordance, events,
and key-descriptors. There are other potential factors that can be taken into consideration
such as human mobility [31,32], human dynamics, and human perceptions [33]. Future
studies will focus on different typing scheme alignments using our results along with the
existing matching strategies. Therefore, we aim to extend typing scheme ontologies to
enrich gazetteers.
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