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Abstract: Previous VideoGIS integration methods mostly used geographic homography mapping.
However, the related processing techniques were mainly for independent cameras and the software
architecture was C/S, resulting in large deviations in geographic video mapping for small scenes, a
lack of multi-camera video fusion, and difficulty in accessing real-time information with WebGIS.
Therefore, we propose real-time web map construction based on the object height and camera posture
(RTWM-HP for short). We first consider the constraint of having a similar height for each object
by constructing an auxiliary plane and establishing a high-precision homography matrix (HP-HM)
between the plane and the map; thus, the accuracy of geographic video mapping can be improved.
Then, we map the objects in the multi-camera video with overlapping areas to geographic space
and perform the object selection with the multi-camera (OS-CDD) algorithm, which includes the
confidence of the object, the distance, and the angle between the objects and the center of the cameras.
Further, we use the WebSocket technology to design a hybrid C/S and B/S software framework
that is suitable for WebGIS integration. Experiments were carried out based on multi-camera videos
and high-precision geospatial data in an office and a parking lot. The case study’s results show the
following: (1) The HP-HM method can achieve the high-precision geographic mapping of objects
(such as human heads and cars) with multiple cameras; (2) the OS-CDD algorithm can optimize and
adjust the positions of the objects in the overlapping area and achieve a better map visualization
effect; (3) RTWM-HP can publish real-time maps of objects with multiple cameras, which can be
browsed in real time through point layers and hot-spot layers through WebGIS. The methods can
be applied to some fields, such as person or car supervision and the flow analysis of customers or
traffic passengers.

Keywords: VideoGIS; multiple cameras; geographic video; real-time web map; deep learning

1. Introduction

With the rapid development of information technology, video surveillance technol-
ogy has been widely used in security control, smart city construction, natural resource
monitoring, and other fields [1–4]. Compared with traditional monitoring technologies,
such as laser speed-measuring devices, induction coils, etc., surveillance video has the
advantages of a low price, real-time application, and high definition. Furthermore, it
has been an important component of information platforms, such as criminal detection,
violation investigation, traffic supervision, and land monitoring. Currently, public places
usually deploy numerous cameras [5]. Security personnel mostly use the pane view to
observe each surveillance video, which makes the information scattered, independent,
and difficult to combine. This mode brings a large number of difficulties with regard to
overall observation, comprehensive research and judgment, simulation, and prediction.
Compared with a video surveillance system, a geographic information system (GIS) mainly
presents spatiotemporal information in the form of 2D or 3D maps. Spatiotemporal data
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are managed through a rigorous spatial reference system, which can ensure the geographic
location and direction of the extracted objects when video and geospatial data are fused
and can realize the unified management of video data and geographic data [6–8]. The
integration of a video surveillance system and GIS, namely, VideoGIS, can simultaneously
take advantage of these [9–11], and it has become one of the hot topics in current GIS
research. At present, VideoGIS has made great progress, mainly in two fields: GIS and
computer vision (CV). In the field of GIS, both Chinese and international scholars have
obtained many research results in mutual mapping between video and 2D/3D GIS [12–14],
video coverage models of GIS [15,16], and spatial–temporal VideoGIS analysis [17–21].
In the field of CV, studies mainly focus on intelligent video analysis algorithms [22,23].
With the development of deep learning technology, object detection algorithms and their
accuracy are continuously being improved [24,25]. The application of specific scenarios is
close to the practical level in terms of accuracy and efficiency.

However, previous research mainly used geographic homography mapping, the re-
lated processing was mainly for independent cameras, and the software architecture was
C/S, resulting in large deviations in geographic video mapping in small scenes, a lack of
fusion of multi-camera videos, and difficulty in accessing real-time information for WebGIS.
In the GIS field, the traditional homography matrix solution mainly depends on homony-
mous points in the video and 2D map, and object height information is not considered. For
a large scene, a traditional homography matrix can meet the application’s demands [26];
however, for a small scene, the accuracy is low, so it is essential to consider the object height
in image space and constrain it in a plane. In the CV field, the fusion of multi-camera
image/video mostly concentrates on the image space [27]. Image-based fusion methods
mostly use SIFT, SURF, and other feature points for stitching [28], and the perspective
of each camera is quite different. A stitched image will cause ghosting and dislocation,
resulting in difficulty in merging the same object captured with different cameras [29]. In
addition, the scope of object activities was not considered, and there was a lack of position
adjustment. Therefore, it is necessary to fuse objects under multiple cameras based on GIS.
Moreover, most existing VideoGIS platforms adopt the C/S architecture [30,31] and mainly
use independent and closed local area networks. It is difficult to interoperate this method
with other web information platforms, and it cannot be accessed through the internet.
Based on GIS, multi-camera object information fusion can make the spatial–temporal infor-
mation multi-source, sophisticated, and collaborative, and it can achieve a better sharing of
resources [32]. To summarize, based on GIS, this paper proposes a new method of real-time
web map construction based on the object height and camera posture (RTWM-HP), which
includes three aspects: (1) a higher-precision homography matrix calculation method (HP-
HM) based on the object height; (2) an algorithm for object selection in overlapping FOVs
(OS-CDD) based on the confidence of the object, the distance, and the angle between the
object and the camera; (3) a real-time method for publishing maps of objects with multiple
cameras. In addition, we develop a multi-camera spatial–temporal information fusion
framework that is easily compatible with other network information platforms.

The structure of this paper is as follows: Section 2 provides an overview of the
literature. Section 3 describes the processing flow and related technical details of the
RTWM-HP. In Section 4, the real-time mapping method and the visualization effect are
discussed and analyzed according to the experimental results. Section 5 summarizes the
main conclusions and discusses planned future work.

2. Literature Review

Facing an increasing number of cameras, it is urgent to improve the accuracy of object
mapping, solve the problem of the fusion of the same object from multiple cameras, display
video information on the map, and expand the degree of information sharing. In this
section, we introduce related works from three perspectives: mutual mapping between
video and geographic space, object detection, and the integration of video and GIS.
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2.1. Mutual Mapping between Video and Geographic Space

The mutual mapping of surveillance video and 2D geospatial data aims to realize
the mutual conversion between the image coordinates of surveillance video and 2D map
coordinates, and it can realize the mutual sharing of data and achieve the purpose of mutual
enhancement [7]. This mainly includes the mapping of surveillance video to geospatial
data and the mapping of geospatial data to surveillance video, both of which are based
on the geometric mutual mapping model. The methods of video geo-specialization are
divided into three categories: methods based on a camera model [33–35], methods based
on the intersection between sight and DEM [36], and methods based on a homography
matrix [26,37]. However, the above three methods have shortcomings in geographic
mapping. Methods based on a camera model need to define the parameters of the camera.
Such methods require accurate camera calibration in advance, and the process is tedious
and time-consuming. Methods based on the intersection between sight and DEM are
executed by calculating the intersection point of the line of sight with the video and DEM.
These methods require a high-precision DEM and are suitable for small-scale scenes with
few artificial objects. For methods based on a homography matrix, it is necessary for the
area in the image and the corresponding area in the map or remote sensing image to be flat.
This is suitable for mutual mapping between fixed-camera video and 2D geospatial data.
This method can meet the needs of mutual mapping in a large scene [38–40]. In summary,
for small scenes, such as an office or parking lot, we improve the homography method by
creating auxiliary surfaces in video images to improve the accuracy of mapping.

2.2. Object Detection

Object detection is used to predict the category and location of an object in a video,
which is very important for real-time GIS mapping. Object detection algorithms based
on deep learning obtain the object features automatically through a convolutional neural
network. Girshick R. et al. proposed the R-CNN [41] and Fast R-CNN [42] algorithms,
which introduced the CNN method into the object detection field to improve the accuracy
of the object. However, the integration of various parts of the algorithms is difficult, and
the detection speed is slow. To improve the speed of object detection, Ren et al. optimized
and improved the Fast R-CNN algorithm and proposed the Faster R-CNN [43] algorithm
to form an end-to-end object detection framework. Redmon J. et al. proposed the YOLO
series [44–46] of algorithms, which introduced the idea of regression, and the detection
effect was effectively improved. However, the detection effect is still not ideal for small
objects and objects that are close to each other. Liu W. et al. proposed the SSD [47] algorithm,
which inherited the regression idea from YOLO and the anchor mechanism from Faster
R-CNN. It is less affected by the performance of the basic model and can achieve real-
time detection. In summary, the existing object detection models are not aimed at typical
geographic scenes and have poor generalization ability. Therefore, we need to conduct
object training on geographic scenarios based on experimental requirements. In this paper,
for GIS-related applications, based on SSD, models of a person’s head and car were trained
to interact with office and parking lot scenes.

2.3. Integration of Video and GIS

A map is an important carrier of geographic information and a vital form of expression
of spatial phenomena [48]. VideoGIS is mainly used to express video information in
different geographical locations through visual maps [49]. It is also mainly used for the
fusion of video images and lacks the fusion of image object information [50,51]. Faced
with multiple cameras with an overlapping FOV, the object will be imaged on different
cameras, resulting in a large amount of redundant data, and it is difficult to extract useful
information. Therefore, it is necessary to design an algorithm to select an object from
multiple cameras.

The VideoGIS construction technology has two architectures: C/S (client/server)
and B/S (browser/server) [52]. The former is widely used and has many functions. It is
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mostly used in internal systems. However, it is difficult for other systems to interoperate
with this approach, and it is independent and closed. At present, the C/S architecture is
mainly oriented toward a specific number of users, mainly concentrated in a local area
network, which is difficult to use on a large scale. B/S is an improvement upon the
C/S architecture and is the current development direction of the application system [53].
B/S has the advantages of convenient access, and users can view the geographic spatial
data through a browser. WebGIS mainly uses the B/S architecture [54,55]. However, for
VideoGIS, it cannot be realized only by relying on the existing WebGIS because it involves
a large amount of real-time video processing. This processing requires high-performance
computing, which must be carried out in an application of C/S architecture. Considering
the requirements of high-performance computing and real-time map publishing, this paper
combines C/S and B/S to integrate a video surveillance system and WebGIS.

3. Methodology

In this paper, we propose a new method of real-time web map construction based on
multiple cameras and GIS (named RTWM-HP), which takes into account the object height
and camera posture. The RTWM-HP method involves three main steps. The first step is
geographic video mapping. The high-precision homography matrices (named HP-HM)
between multiple cameras and a 2D map are calculated. Through an object detection model,
the type and minimum bounding rectangle (MBR) of each object are extracted. The pixel
coordinate of each object is converted into the corresponding geographic coordinate. The
methods of the HP-HM calculation, object detection, and geographic mapping are depicted
in Section 3.1. The second step is object optimization. Based on geographic video mapping,
we perform object selection in an overlapping FOV (named OS-CDD). Furthermore, in
order to achieve better map visualization, the objects’ positions in the map must be adjusted
(named OPA). The method of object optimization and location adjustment is discussed
in Section 3.2. The third step is real-time publishing. In order to better integrate with
other systems or meet the needs of internet access, this paper designs a mixed-software
architecture of C/S and B/S. The functions mainly include the pushing and forwarding of
real-time object streams. Section 3.3 introduces the implementation process of the real-time
map. The proposed workflow is shown in Figure 1.
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3.1. Geographic Video Mapping
3.1.1. High-Precision Homography Matrix Calculation

The first problem to be solved in this study is the conversion from pixel coordinates
into geographic coordinates; namely, video spatialization. The camera collects the video
of the real world in perspective using pixel coordinates, while the map or remote sensing
image is the orthophoto of the real world using geographic coordinates. When converting
the monitored scene onto a plane, the traditional method is the homography method [26].
Firstly, four or more corresponding points between the video and corresponding remote
sensing images or map are selected. Then, based on these corresponding points, the
conversion matrix is calculated.

For example, if points p (p1, p2 . . . pn) are the feature points in the video, the points
P (P1, P2 . . . Pn) are the corresponding points in the map or remote sensing data. The
relationship between p and P is shown in Equation (1). H (H11, H12, H13, H21, H22, H23,
H31, H32, H33) is a 3 × 3 matrix. By using H, the pixel coordinate can be converted into the
corresponding geographic coordinate, and the opposite coordinate transformation can be
realized through H−1 (H inverse matrix). Px

Py
1

 =

 H11 H12 H13
H21 H22 H23
H31 H32 H33

  px
py
1

 (1)

The above method is suitable for some large scenes. The objects (people, cars, etc.)
in the video can be directly mapped to the map by the H-matrix. The mapping accuracy
can meet the application requirements. However, for a small scene, the camera height is
relatively low. If this method is adopted, the object’s position will deviate greatly.

Based on the knowledge that the height of the monitored objects is approximate and
the virtual plane formed by their top is roughly parallel to the ground, a high-precision
H-matrix calculation method (named HP-HM) is proposed in this paper. Firstly, a virtual
plane is created in video and the feature points are selected. As shown in Figure 2, where
(a) is an indoor scene, an auxiliary surface is created based on the positions of the heads
of the persons, and six control points are selected, from p1 to p6. In the same way, b is
an outdoor scene. Based on the top of the vehicle, a virtual plane is also created and six
control points are selected. Secondly, from the high-precision electronic map or remote
sensing image, the corresponding points are selected. Finally, the H-matrix is calculated.
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Figure 2. The virtual plane. The left image (a) is an indoor scene and the right image (b) is an outdoor scene.

If there are multiple cameras in the monitored scene, the respective homography
matrices (Hi) can be calculated, and we can obtain homography matrices Hc, and Hc = {H1,
H2 . . . Hn}.
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3.1.2. Object Detection

Object detection means that the computer automatically determines the supervised
objects from videos. Usually, after object detection, the minimum bounding rectangle
(MBR), category, and confidence of the object can be obtained. The MBR uses pixel units.
As shown in Figure 3, in the left image, five human heads are detected.
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At present, the object detection SSD algorithm based on deep learning has achieved
good results in terms of accuracy and efficiency. Based on the SSD model, through transfer
learning, according to the GIS application, the human head model and the car model
were separately trained, and they are represented by Headmodel and Carmodel. The specific
process of model training and use was as follows: Firstly, the scene video was collected, and
the objects that needed to be supervised were labeled; secondly, based on the pre-trained
model, these labeled data were trained to obtain the required model; thirdly, the model
only needed to be trained once, and then it could be applied in similar scenarios.

3.1.3. Geographic Mapping

Geographical mapping refers to mapping of an object in an image space to a geo-
graphic space through a homography matrix. In this paper, based on the object detection
models and the HP-HM calculation of each camera, the objects of each camera can be
mapped to geographic space. As shown in Figure 3, in the left image, based on Headmodel,
five human head objects (O1 to O5) were detected, and we could obtain the center point of
each object MBR. Then, through the HP-HM of camera 2, these objects could be mapped to
the map.

3.2. Object Optimization

Object optimization in geographic space is a process of fusing objects to create a
real-time object distribution map. It mainly includes object selection in overlapping FOVs,
object position adjustment, and real-time map generation.

3.2.1. Object Selection in Overlapping FOVs

A specific location P, such as a seat in the office, will be imaged by multiple cameras.
If they are projected onto the map, there will be multiple objects at that location on the
map. As shown in Figure 4a, C1 and C2, respectively, represent two cameras, Cc1 and Cc2
represent the main optical axis, and the P point object will be imaged by both cameras.
However, due to the offset of geographic mapping, the same object from the two cameras
cannot be exactly at point P on the map, but will be near that point.
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Figure 4. Object selection in overlapping FOVs. (a) A scene of two cameras; (b) the range of location P.

In order to make a unique selection for the same object in the map, multiple objects of
location P in the map need to be analyzed according to the spatial relationship. Thus, we
proposed a new method for an object selection algorithm (named OS-CDD) to determine the
unique object, as shown in Figure 4b. Firstly, from the map, we select the area corresponding
to point P, which is represented by Area1, which is a white quadrilateral in Figure 4b;
secondly, we perform buffer analysis on Area1 and set the buffer radius to half of the
height of Area1, and the buffer result is Area2, which is the gray area in Figure 4b; thirdly,
we select the objects that fall within the range of Area2 to form the object set Os and
Os = {O1,O2 . . . On}, where n represents the number of cameras. If there are two or more
objects captured by the same camera in the area, the one closest to the point P will be kept.

For the objects in Os, the best one needs to be selected according to certain conditions.
Combining object detection accuracy and object imaging posture, three factors for object
selection are selected. The optimization factors are as follows: the confidence of the object
(Con), the distance from the object to the camera (Dis), and the angle between the object
and camera center line and the main optical axis (Deg).

Con: The confidence of each object can be obtained after object detection using
Headmodel or Carmodel trained by the SSD-based algorithm. Con represents the proba-
bility of an object being at a certain position in the image.

Dis: The distance between P(XP, YP, ZP) and C(XC, YC, ZC); P represents the location
of the object in geographic space, which is obtained from the pixel coordinates of the object
in the image space after homography transformation. As shown in Figure 4a, for the object
at position P, the distances from the two cameras are PC1 and PC2, respectively. Dis is
calculated through Equation (2).

Dis =
√
(XC − XP)

2 + (YC −YP)
2 + (ZC − ZP)

2 (2)

Deg: Assuming that point c(x, y, 0) is the coordinate of the intersection point between

the main optical axis and the ground, Deg is the angle between
→
PC and

→
Cc, as shown in

Equations (3) and (4).

cos
( →

PC,
→
Cc
)
=

(Xc − XP)(x− Xc) + (Yc −YP)(y−Yc) + (−Zc)(Zc − ZP)√
(XC − XP)

2 + (YC −YP)
2 + (ZC − ZP)

2
√
(x− XC)

2 + (y−YC)
2 + (−ZC)

2
(3)

Deg = cos−1
( →

PC,
→
Cc
)

(4)
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In order to express the object optimization with a unique index, the three factors
are normalized, and then the mean value is obtained, which is named Availability. The
normalized method is shown in Equations (5)–(7). The Availability is represented by UAve,
as shown in Equation (8).

UCon = Con (5)

UDis =

{
1− Dis/20, (In the indoor area)
1− Dis/30, (In the outdoor area)

(6)

UDeg = 1− Deg/90 (7)

UAve =
(
UCon + UDis + UDeg

)
/3 (8)

Finally, the object with the largest UAve in Os corresponding to the object (O) is selected
as the only optimized object.

3.2.2. Object Position Adjustment

Object position adjustment (named OPA) is the process of moving the object position
(Oi) to the nearest seat or car seat (P) in a geographic space. As shown in Figure 5, Oi is
the selected object of location P from multiple cameras. In order to display a more suitable
map, we need to move Oi to P.
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3.2.3. Real-Time Map Generation

Real-time map generation needs to symbolize each object and generate a heat map,
which includes two major processes: point symbol and heat map design. The point symbol
is composed of the object icon and the duration, which can indicate the existence of the
object and its duration information. The duration of the object is the difference between
the detection start time (T0) and the end time (T1) when the object leaves the position. In
this paper, the kernel density estimation algorithm is used, and the heat map of object
distribution expresses the aggregation of objects with different colors. Kernel density
estimation is the calculation of the data aggregation status in the whole region based on the
input element dataset (discrete point elements). Using point elements as the core, a circular
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surface is created with a given search radius. Then, the number of point elements within
that circle surface is counted. The kernel density [56] is calculated as in Equation (9).

D(x) =
1

nh

n

∑
i=1

K{d(x, xi)/h} (9)

where n is the number of point elements within the search radius, h is the search radius,
function K is the kernel density function, and d(x, xi) represents the distance from the
estimated point to the sample point.

3.3. Real-Time Web Map Publishing

Currently, real-time map data from multiple cameras are mostly displayed by stan-
dalone or client-based software, which greatly limits their application [57]. This paper
provides a real-time map service based on multiples cameras that includes the type, lo-
cation, and time information of the objects. The service is open, in real time, and easily
integrated with WebGIS. At the same time, due to the demand for real-time access to
object stream data through the internet, a new software architecture was designed, mainly
including stream pushing for the client, stream forwarding on the server, and real-time
map display on the browser, as shown in Figure 6.
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3.3.1. Stream Pushing for the Client

Stream pushing for the client involves a client that receives video streams from
multiple cameras and performs real-time information fusion through geographic video
mapping and object optimization. Then, it sends the fused results of real-time object
streams to the WebSocket server by WebSocket technology. The WebGIS server provides a
basic map service.
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3.3.2. Stream Forwarding on the Server

Stream forwarding on the server means that the browser provides a rectangular range
(lower-left and upper-right coordinate values) and sends requests to the servers. The
WebSocket server and WebGIS server receive the requests from the browser and forward
the received real-time object streams to the browser.

3.3.3. Real-Time Map Display on the Browser

According to the user’s needs, the browser receives real-time object stream data
(SelObjsInfo) from the WebSocket server based on the extent of the requested map. Then,
the object streams are visualized in the map through a point symbol layer and heat map
layer, where each point represents an object. If it is a person object, it is represented by a
head symbol, and car objects are represented by a car symbol. The browser displays the
real-time object stream data through HTML5. The real-time object stream data (SelObjsInfo)
include the object ID, object type, longitude, latitude, time, and other property information,
as shown in Table 1.

Table 1. The real-time object stream data.

Object ID Object Type Longitude Latitude Time

1 person 114.032249 32.134694 15 August 2021 9:55:10
2 person 114.032266 32.134695 15 August 2021 9:55:10
3 car 114.033235 32.134222 15 August 2021 9:55:10

4. Experiments and Results
4.1. Experimental Environment and Data

In the case study, TensorFlow, OpenCV, SharpMap, VS C# 2012, ArcGIS Engine, etc.
were used, and we developed a real-time web map system based on multiple cameras
and GIS. The computer environment of the object detection model training included a
CPU (Intel Core i5 6300HQ) and GPU (GTX-1060 with 8G). In this paper, we selected
an office and a parking lot as the experimental area, as shown in Figures 7 and 8. We
deployed two cameras with an overlapping FOV in an office and a parking lot, respectively.
The corresponding electronic maps of the two regions were made. At the same time,
we collected head samples in the office, including 7333 back-view and 67,324 front-view
samples, which included an open dataset [58]. At the same time, we collected 8500 car
samples in the parking lot.
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4.2. Experimental Results
4.2.1. HP-HM Calculation

In the experimental area of the office, the heights of the heads and the desk fences
were approximately the same when the staff were sitting. When the homography matrices
of the two cameras were calculated in this scene, we selected the top of the desk fence
and the corresponding position of the high-precision electronic map as the control points.
Similarly, for the parking lot experimental area, the car locations and the center points of
the corresponding parking spaces in the high-precision electronic map were used as the
control points.

4.2.2. Object Detection Effect

A TensorFlow Object Detection API pre-training model was used to train the human
head and car sample data in the two scenarios. For example, for the office scene, the human
head samples were divided into a training set and test set according to a ratio of 4:1. The
training time was 545 min with 15,260 steps, and the training accuracy was 97%. The object
detection effect in the office experimental area is shown in Figure 9, where the head objects
are displayed with rectangles, and the number in the upper-right corner represents the
degree of confidence.
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To evaluate the actual effect, some frames were selected for verification, where n
represents the number of missed or wrongly detected objects, m represents the total number
of objects in a frame, and PR represents the accuracy of object detection; the calculation is
performed according to Equation (10).

PR = [(m− n)/m] ∗ 100% (10)

The actual test was carried out for two experimental scenes. One frame was extracted
every minute—20 frames were extracted in total, and the frame numbers started from 1.
The results shown in Figure 10 are the object detection accuracies of the office and parking
lot scenes. The lowest object detection accuracies for the office and parking lot were 83.33%
and 80%, and the highest were both 100%.
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4.2.3. Object Mapping Deviation of Different Homography Matrices

In the office, Camera 1 selected eight experimental points, and Camera 2 selected
seven experimental points. In the parking lot, Camera 3 selected nine experimental points,
and Camera 4 selected eight experimental points. These object points were numbered in
order. We set the geographic coordinates of the seat center and car center in the 2D map
to the true values. For the experimental points, we calculated their mapping coordinates
through the traditional homography matrix method and the HP-HM method. ∆t represents
the offset of the calculated value and true value, as shown in Equation (11). ∆x is the
difference between the x coordinates of two points. ∆y is the y difference.

∆t =
√

∆x2 + ∆y2 (11)

As shown in Figures 11 and 12, for the office scene, the offsets of the object geographic
coordinates calculated by the HP-HM method were all less than 1 m, and in the parking
lot experimental area, the geographic coordinate offsets calculated by the HP-HM method
were all less than 6 m. The geographic coordinate offsets calculated by the traditional
homography matrix method were larger, and the maximum was 15.83 m.
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4.2.4. The Calculation of the OS-CDD Algorithm

After object detection and mapping for each camera in the two experimental areas,
the object optimization was performed based on the OS-CDD algorithm. Figure 13 shows
the objects in the overlapping FOVs of Cameras 1 and 2 in the office scene. The five objects
detected by Camera 1 are listed as a, b, c, d, and e. The five objects detected by Camera 2
are numbered 3, 4, 5, 6, and 7. Meanwhile, Figure 14 shows the objects in the overlapping
FOVs of Cameras 3 and 4 in the parking lot. The six objects detected by Camera 3 are
numbered 3, 4, 5, 6, 7, and 8, while the six objects detected by Camera 4 are listed as a, d, e,
f, g, and h.

For objects in the overlapping field, a unique selection was made based on the opti-
mization factors, and the object with the largest UAve was identified as the unique object.
Tables 2 and 3 show the results of the OS-CDD algorithm for the office and parking lot
experimental areas, respectively. For example, in the office scene, the letter a and number 3
were the same object. The UAve of a was 0.73 while the UAve of 3 was 0.897; thus, 3 was the
optimized object.



ISPRS Int. J. Geo-Inf. 2021, 10, 803 14 of 20

ISPRS Int. J. Geo-Inf. 2021, 10, x FOR PEER REVIEW 14 of 20 
 

 

 
Figure 13. The objects’ distribution in the overlapping FOV of the office. 

 
Figure 14. The objects’ distribution in the overlapping FOV of the parking lot. 

For objects in the overlapping field, a unique selection was made based on the opti-
mization factors, and the object with the largest UAve was identified as the unique object. 
Tables 2 and 3 show the results of the OS-CDD algorithm for the office and parking lot 
experimental areas, respectively. For example, in the office scene, the letter a and number 
3 were the same object. The UAve of a was 0.73 while the UAve of 3 was 0.897; thus, 3 was the 
optimized object. 

Table 2. The OS-CDD algorithm for an overlapping field in the office. 

 Factors 
Number UDis UDeg UCon UAve 

  Factors 
Number  UDis UDeg UCon UAve 

Optimal 
Object  

Camera 1 

a 0.60  0.68  0.91  0.73  

Camera 2 

3  0.79  0.91  0.99  0.90  3 

b 0.59  0.72  0.93  0.75  4  0.75  0.90  0.99  0.88  4 

c 0.59  0.79  0.93  0.77  5  0.72  0.80  0.98  0.83  5 

d 0.62  0.87  0.95  0.81  6  0.68  0.73  0.92  0.78  d 

e 0.66  0.88  0.97  0.84  7  0.69  0.65  0.90  0.74  e 

  

Figure 13. The objects’ distribution in the overlapping FOV of the office.

ISPRS Int. J. Geo-Inf. 2021, 10, x FOR PEER REVIEW 14 of 20 
 

 

 
Figure 13. The objects’ distribution in the overlapping FOV of the office. 

 
Figure 14. The objects’ distribution in the overlapping FOV of the parking lot. 

For objects in the overlapping field, a unique selection was made based on the opti-
mization factors, and the object with the largest UAve was identified as the unique object. 
Tables 2 and 3 show the results of the OS-CDD algorithm for the office and parking lot 
experimental areas, respectively. For example, in the office scene, the letter a and number 
3 were the same object. The UAve of a was 0.73 while the UAve of 3 was 0.897; thus, 3 was the 
optimized object. 

Table 2. The OS-CDD algorithm for an overlapping field in the office. 

 Factors 
Number UDis UDeg UCon UAve 

  Factors 
Number  UDis UDeg UCon UAve 

Optimal 
Object  

Camera 1 

a 0.60  0.68  0.91  0.73  

Camera 2 

3  0.79  0.91  0.99  0.90  3 

b 0.59  0.72  0.93  0.75  4  0.75  0.90  0.99  0.88  4 

c 0.59  0.79  0.93  0.77  5  0.72  0.80  0.98  0.83  5 

d 0.62  0.87  0.95  0.81  6  0.68  0.73  0.92  0.78  d 

e 0.66  0.88  0.97  0.84  7  0.69  0.65  0.90  0.74  e 

  

Figure 14. The objects’ distribution in the overlapping FOV of the parking lot.



ISPRS Int. J. Geo-Inf. 2021, 10, 803 15 of 20

Table 2. The OS-CDD algorithm for an overlapping field in the office.

Number
Factors UDis UDeg UCon UAve

Number
Factors UDis UDeg UCon UAve

Optimal
Object

Camera 1

a 0.60 0.68 0.91 0.73

Camera 2

3 0.79 0.91 0.99 0.90 3
b 0.59 0.72 0.93 0.75 4 0.75 0.90 0.99 0.88 4
c 0.59 0.79 0.93 0.77 5 0.72 0.80 0.98 0.83 5
d 0.62 0.87 0.95 0.81 6 0.68 0.73 0.92 0.78 d
e 0.66 0.88 0.97 0.84 7 0.69 0.65 0.90 0.74 e

Table 3. The OS-CDD algorithm for an overlapping field in the parking lot.

Number
Factors UDis UDeg UCon UAve

Number
Factors UDis UDeg UCon UAve

Optimal
Object

Camera 3

3 0.69 0.78 0.98 0.81

Camera 4

a 0.72 0.80 0.99 0.84 a
4 0.16 0.68 0.96 0.60 d 0.23 0.77 0.97 0.66 d
5 0.28 0.87 0.97 0.71 e 0.32 0.91 0.97 0.73 e
6 0.33 0.93 0.97 0.75 f 0.34 0.88 0.97 0.73 6
7 0.26 0.82 0.97 0.68 g 0.28 0.76 0.96 0.66 7
8 0.27 0.76 0.96 0.66 h 0.28 0.68 0.93 0.63 8

4.2.5. Comparative Analysis

In order to show the effect of the RTWM-HP method more clearly, we produced
real-time maps of the traditional method and RTWM-HP method, respectively, as shown
in Table 4. The traditional method displays the final effect of the map after using the
traditional homography matrix, the OS-CDD method to select objects, and the OPA method
to adjust the objects’ positions. RTWM-HP displays the final effect of the map through
the HP-HM method for geographic video mapping, the OS-CDD method for selecting
objects, and the OPA method for adjusting the objects’ positions and heat layer generation.
Obviously, the RTWM-HP method has advantages in terms of mapping accuracy and map
visualization, which are mainly reflected in three aspects. (1) The solved homography
matrix has higher accuracy. In the traditional homography matrix method, the homography
matrix is solved based on the ground in the video with the corresponding points in the
2D map. This matrix has a large offset when it is applied to the mapping of a person’s
head or a car to the 2D map. The starting point of the arrow in Table 4 is the real position
and the end is the position solved by the traditional method, and the maximum deviation
reaches 15.83 m. However, the HP-HM method not only has higher mapping accuracy,
but can also accurately locate the actual position after the position adjustment operation.
(2) High object detection accuracy: In this paper, we used a deep learning method to train
two scenes—indoor and outdoor—and the object detection accuracy was greater than
96%. Especially for indoor scenes, we comprehensively considered the two situations of
a front view and back view of the human head, and the object detection accuracy was
greatly improved. (3) The fusion effect of overlapping FOV objects is better. The OS-CDD
algorithm takes into account the camera attitude and confidence, which is more effective in
selecting high-quality objects. Furthermore, based on the numbers of people and cars, the
heat maps are separately generated, which further improves the visualization effect of the
map. To summarize, the OS-CDD algorithm and OPA method provide an effective fusion
of objects from multiple cameras to obtain a more reasonable position of the objects in the
map. The expression of symbols not only highlights the real-time status, but also expresses
the duration.
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Table 4. The effects of real-time maps based on the traditional method and our method.

Experimental Area
Method

The Traditional Method The RTWM-HP Method

An office with 2 cameras
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4.3. The Design and Realization of a Real-Time Web Publishing System

This system is oriented toward the need for the integration of WebGIS and videos. In
WebGIS, Leaflet was selected as the experimental platform; the software is open source and
uses the JavaScript language. For the videos, we selected OpenCV or Emgu to implement
the related algorithms, which are also open source; OpenCV uses the C++ language. Emgu
is the twin version of OpenCV and uses the C# language. The publishing system adopts a
mixed architecture of C/S and B/S and includes three parts.

The first part is VideoMapCreateSys, which is used for the fusion of multiple cameras.
The main function includes camera connection, object detection, video geographic mapping,
object fusion, object stream sending, etc. For the object stream sending function, the
software sends the fused object stream data to the server and uses the WebSocket to connect
the server.

The second part is VideoServerSys, which is deployed on the server. VideoServerSys
uses the WebSocket library to implement the function of receiving the information from
VideoMapCreateSys and forwarding this information to the browser. At the same time, the
common WebGIS server is also deployed on the server, mainly including the GIS data.

The third part is VideoBrowserSys, which is used by common users through the
internet. It adopts Leaflet to realize the general WebGIS functions. Most importantly, it
realizes the functions of the WebSocket stream request and reception from VideoServerSys.
Based on the browser, VideoBrowserSys can display the real-time object information and
create the heat map. The main interface is shown in Figure 15. The object stream data and
hotspot map in the platform are the data used in the previous experiments in this paper.
The top area of the map is the indoor experimental scene and the bottom area is the parking
lot scene.
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The three systems cooperate with each other to realize the in-depth integration of
multiple cameras and WebGIS. On the one hand, the unified management of video data
is realized through WebGIS, which can easily locate, measure, and analyze the objects in
graphic scenes. On the other hand, real-time and high-precision object stream data provide
rich data sources for WebGIS, which can further broaden the GIS applications in many
other fields, such as in smart cities, security protection, etc.

5. Conclusions and Discussion

Previous studies on VideoGIS paid little attention to the demand for the high-precision
geographic mapping of video in small scenes and the fusion of multi-camera videos with
large attitude differences. Moreover, it is difficult to access real-time maps through the
internet. Therefore, a real-time map construction method called RTWM-HP is proposed.
We carried out comprehensive and in-depth explorations into the method design, algorithm
implementation, experimental comparison, and prototype system development. This study
makes the following contributions: (1) The calculation in the HP-HM method based on
prior knowledge is proposed. According to the reference objects with similar heights,
such as persons or cars in the scene, and their corresponding positions in the 2D map,
the calculated matrix is made more accurate. (2) The OS-CDD algorithm was built. The
comprehensive optimization is performed based on confidence, distance, and the angle
with respect to the camera center point. (3) The method of OPA and map visualization
was designed. In the 2D map, we designed an algorithm for object position adjustment.
The heat layer and duration can enrich real-time map information. In addition, a real-time
map platform based on multiple cameras was designed and implemented to meet the
requirements of real-time WebGIS.

The RTWM-HP method can be used to enhance existing network map applications,
such as Google Maps, Baidu Maps, etc., and can be applied to areas such as smart cities,
emergency rescue, and security. However, this method has several shortcomings: (1) Due
to the differences in object posture in a scene, such as that of a person, whose posture can
include standing, sitting, squatting, etc., this paper uses a single mapping matrix method,
which will cause a large mapping deviation. It is necessary to accurately detect an object’s
posture and build multiple mapping matrices in a follow-up study. (2) For the problem of
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fusion of objects with overlapping FOVs from multiple cameras, the objects mapped to the
map are merged according to a fixed distance, which has a great impact on the accuracy
of object fusion. It is important to study the geometric relationships among the mapping
deviation, the object size, and the distance threshold value in future research. (3) In this
paper, the RTWM-HP experiments were carried out for only four camera videos in two
scenes. For large-scale camera networks, it is also necessary to deeply study the methods of
fast retrieval and multi-scale visualization of real-time maps. Therefore, in future research,
we will pay more attention to real-time cartography technology for large-scale camera
networks in complex scenes, which will promote the further application of VideoGIS.
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