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Abstract: Urbanization is changing the world’s surface pattern more and more drastically, which
brings many social and ecological problems. Quantifying the changes in the landscape pattern and
3D structure of the city is important to understand these issues. This research study used Melbourne,
a compact city, as a case study, and focused on landscape patterns and vertical urban volume (volume
mean (VM), volume standard deviation (VSD)) and investigate the correlation between them from
the scope of different scales and functions by Remote Sensing (RS) and Geographic Information
System (GIS) techniques. We found: (1) From 2000 to 2012, the landscape pattern had a trend of
decreasing fragmentation and increasing patch aggregation. The growth of VM and VSD was more
severe than that of landscape metrics, and presented a “high–low” situation from the city center to
the surroundings, maintaining the structure of “large east and small west”. (2) Landscape pattern
was found closely associated with the urban volume. In the entire study area, landscape pattern
patches with low fragmentation and high aggregation were directly proportional to VM with high
value, which represented high urbanization, and patches with high connectivity and fragmentation
had a positive relationship with high VSD, which represented strong spatial recognition. (3) The
urban volumes of different urban functional areas were affected by different landscape patterns, and
the analysis based on the local development situation can explain the internal mechanism of the
interaction between the landscape pattern and the urban volume.

Keywords: urbanization; remote sensing; landscape pattern; vertical urban volume; Melbourne

1. Introduction

Urban expansion refers to a form of natural land conversion into buildings, impervious
surfaces, and related foundation facility that occurs with population growth, product
development, scientific progress, and industrial structure adjustment [1]. In the past few
decades, with the rapid growth of the urban population and intensive human activities,
many cities have experienced dramatic expansion [2–4]. More and more countries and
regions believe that although the rapid urbanization process is of great significance in
driving regional economic development and improving industrial structure, it is undeniable
that it is destroying the natural environment and bringing about a series of problems,
such as extreme climate [5], cultivated land loss [6], greenhouse effect [7], water-quality
degradation [8], unbalanced green resources [9], etc. In some areas, the phenomenon of
“ghost towns” has even occurred due to overexploitation and demographic imbalance [10].
Based on the current population growth rate and economic development level, urban
expansion will likely continue.

Urban expansion resulted in the change of the original landscape pattern [11], which
referred to the spatial structure characteristics of the landscapes that are geospatial units
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composed of different kinds of ecosystem mosaics [12,13]. Detecting changes in the land-
scape pattern index through remote sensing can reflect the characteristics of urban expan-
sion [14–16]. Effat used Landsat data to calculate the landscape index Shannon’s Diversity
Index (SHDI), supplemented by other data to detect and quantify the spatial pattern of
Cairo [4]. Wei Ji. investigated urban sprawl from different scales through landscape indica-
tors and found that the development characteristics of Kansas City [17]. Bosch explored
the spatiotemporal patterns in the Swiss urban agglomerations at two characteristic spatial
extents by landscape indicators and growth modes [18]. The analysis of the urban land-
scape pattern and its spatiotemporal change is an effective means to qualitatively reveal
the characteristics of urban spatial structure changes.

In addition, there were also a large number of studies that used mathematical models
to quantitatively analyze the relationship between landscape patterns and urbanization
metrics. As the main body of a city, the spatiotemporal changes of buildings can reflect
the expansion process of a city. The method of establishing a mathematical model with
landscape metrics and 2D urbanization metrics to find the correlation between landscape
pattern and the level of urbanization has been widely used. Qiu took Beijing as an exam-
ple to study the relationship between the fragmentation degree of urban landscape and
urbanization (PLANDU) and socioeconomic indicators [19]. Felt employed the National
Land Cover Database Percent Developed Imperviousness dataset (PDI) that measured
the percentage of impervious cover which indicated the development level to investigate
the urban fragmentation patterns of small and mid-sized cities in Idaho, USA [20]. Patrik
Silva used the built-up area to represent the degree of urbanization, revealing the driving
mechanism of other socioeconomic factors on urbanization [21].

The literature described above has contributed to the quantification of the relationship
between urban expansion and landscape pattern. However, most of the studies were based
on a 2D plane to reflect the intensity of urban expansion. Since the beginning of the 21st
century, compared with 2D plane expansion, the trend of vertical expansion is becoming
more and more obvious. For compact cities with dense populations, limited expansion
space, and tight land resources, 2D urban expansion indicators that ignore high-level
information may not be enough to reflect the degree of urbanization. For example, shanty
towns and commercial areas may have the approximate PLANDU but their urbanization
degree was different. A few studies have specifically discussed the vertical expansion
phenomenon. Based on GIS and high-resolution remote sensing images, Qin selected the
weighted average height of buildings, the volume of buildings, 3D expansion intensity,
and 3D fractal dimension to evaluate the 3D urban expansion of Yangzhou, China from
2003 to 2012, and found that Yangzhou experienced drastic changes in both the plane and
the vertical direction [22]. He extracted architectural contours and height information of
five periods and proved that vertical expansion was the dominant factor of valley city
development [23]. Zhong studied the 2D urban landscape and 3D height of residential
areas in Beijing in the past 60 years and proposed that it is necessary to consider the vertical
dimension in the spatial pattern analysis [24]. Therefore, in these compact cities, it is more
objective to express the degree of urban development by 3D metrics [25], such as building
height and building volume [26], than 2D metrics. Also, it is more scientific to establish a
quantitative model between landscape pattern and 3D metrics than to qualitatively express
landscape responses of urban expansion or to establish a model between landscape pattern
and 2D metrics. Furthermore, it is of great significance to study the relationship between
landscape pattern and 3D urban volume, that is, the degree of urban development can
be quickly and scientifically expressed by employing landscape pattern when the urban
volume is hard to calculate.

This research selected two 3D urban volume metrics to characterize the degree of
urbanization and the degree of urban differentiation in the vertical direction of Melbourne
with the support of RS and GIS. We analyzed the changes in landscape pattern and 3D
urban building volume from 2000 to 2012, and investigated the relationship between
them in the entire study area and three typical urban functional areas, and put forward
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corresponding development suggestions. This research was beneficial to an in-depth
understanding of the relationship between urban landscape and urban volume in the
process of urban expansion. The purposes of this study were as follows: 1. Explore the
spatial-temporal changes of 2D landscape patterns and 3D urban volume in Melbourne
since the 20th century; 2. Reveal the relationship between the landscape metrics and the
urban volume in the entire area and different typical urban functional areas; 3. Based on
the above internal connections, provide corresponding development suggestions for the
future urban expansion of Melbourne.

2. Data and Methods
2.1. Study Area

Melbourne, the capital of Victoria, is the cultural and industrial center of Australia and
has been rated as “most suitable for human habitation” by the Economist Intelligence Unit
for several years. Melbourne is the second-most densely populated city in Australia and
has a temperate maritime climate [27]. Spring lasts from September to November, followed
by three other seasons [28]. The beautiful urban scenery and highly developed urban
structures are integrated, which provides a reference for the development of other cities.
In 2001, the population of Melbourne reached 3.5 million, and the strategic population
analysis showed that the population may increase to 4.5 million in 2021 [29]. The massive
increase in population led to urban problems such as air pollution and untimely public
services have emerged. In 2002, the Victorian government launched the “Melbourne 2030”
plan to alleviate such problems, aiming to build Melbourne into a “more compact” city and
build a livable, prosperous, and sustainable city [30]. The main method was to strengthen
the compactness of internal buildings and increase medium and high-density housing in
limited space and to curb urban expansion, extend urban growth to the vertical direction,
and improve land use efficiency. For Melbourne, the urbanization expressed by the 3D
urbanization metrics is more convincing than the 2D urbanization metrics.

The research area of this paper was mainly located in the urban area of Melbourne
about 230 km2, including Melbourne CBD, East Melbourne, West Melbourne, North Mel-
bourne, Parkville, Carlton, South Yarra, St. Kilda Road, Southbank, Docklands, some
suburbs, and part of the waters of Phillip port. Figure 1 showed the location of the
study area in Melbourne. The reasons for choosing this rectangular area were as follows:
1. The area included the city of Melbourne, which was highly urbanized, with dense urban
buildings and intense human activities. 2. It was mentioned in Section 2.3 that the moving
window analysis used in this study only evaluated the elements containing the whole
(square) window, and the boundary effect was inevitable, so the selection of the square area
can effectively avoid the influence of the boundary effect. 3. The DSM data used in this
study was only slightly larger than the rectangular area of this study. For the convenience
of the experiment, we chose the study area similar to the size of the DSM data.
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Figure 1. Location of the study area in Melbourne.

2.2. Workflow

As shown in Figure 2, the overall workflow was composed of three steps, landscape
pattern calculation, urban volume calculation, and interaction analysis. Two datasets
(Landsat images, Google Earth images) were used in the first step. The land use results in
different years were generated by the Support Vector Machine (SVM) method and further
used to derive landscape results based on eight landscape metrics in four aspects. In the
second step, after preprocessing, elevation datum conversion, and manmade coverage
ROI interception, three types of elevation data (SRTM, DSM, and JZM) could be adopted
to calculate the urban volume. Finally, we conducted correlation analysis in the entire
study area and three typical urban functional areas to explore the interaction characteristics
between landscape pattern and urban volume.
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2.3. Remote Sensing Data Processing and Landscape Pattern Calculation

We chose Landsat images in 2000/2004/2008/2012 that were obtained from the USGS
and had atmospherically corrected and geo-rectified. The spatial resolution was 30 m.
According to the quality and availability of the data (cloud coverage rate was less than
1%), and considering that the seasonal change of land use in Melbourne is small [31], we
selected Landsat7 data in 2000 and 2012, Landsat5 data in 2004 and 2008. Bands appeared
in the Landsat7 data in 2012, so we selected the Landsat5 data with no bands in the
adjacent months of 2011 for filling. After radiometric calibration and FLAASH atmospheric
correction, we obtained the data that could be classified and calculated.

Based on the results of previous studies and the characteristics of ground features in
Melbourne [31], five land use types were defined (Table 1), including manmade coverage,
waterbody, woodland, grassland, and bare land, which were basically consistent with
international classifications, such as CORINE land-cover (CLC) data, although this data set
only provided information for a substantial part of Europe, rather than Australia [32]. For
instance, manmade coverage, in our study area, contained residential construction, public
facilities, transportation facilities, and other construction lands, etc., which was similar to
artificial surfaces defined as Level 1 in CORINE land-cover nomenclature, that contained
urban fabric, industrial, commercial and transport units, mine, dump and construction
sites, and artificial nonagricultural vegetated areas. Waterbody referred to the part of the
Pacific Ocean, Yarra River, and some ponds. Woodland contained natural reserves in the
city, which included different kinds of broad-leaved forests, coniferous forests, and mixed
forests. Different from natural grassland in CORINE land-cover nomenclature, grassland
in our study mainly referred to artificial green spaces including gardens, and football fields.
Bare land was the surface with no vegetation that was similar to the definition in CORINE
land-cover nomenclature [33].

Table 1. Interpretation of land types and landscape category number.

Land Use Types No. Feature Types Included
in Melbourne

Corresponding Types in
CORINE Land-Cover

Nomenclature

Manmade coverage 1
Residential construction, public
facilities, transportation facilities,
and other construction lands, etc.

Artificial surfaces

Waterbody 2 Ocean, urban rivers, ponds, etc. Water bodies

Woodland 3 Street trees and natural
reserves, etc. Forest

Grassland 4 Gardens, football fields, etc. No

Bare land 5 The land where the surface is soil
and is not covered by vegetation

Open spaces with little or
no vegetation

We combined high-resolution images in Google Earth to collect samples [34,35] and
adopted the Support Vector Machine (SVM) classifier for classification [33,36]. The overall
accuracy (OA) of the classification results were greater than 90%, and the results passed the
Kappa coefficient test. The above steps were all carried out with the support of ENVI 5.3.

Landscape metrics highly condense landscape pattern information and are quantita-
tive indicators that can reflect the composition of landscape structure and spatial configu-
ration characteristics [37,38]. In our study, based on conceptual category, eight landscape
metrics frequently used in the literature were selected for research in the four aspects of
fragmentation, complexity, aggregation, and diversity. The explanation of the landscape
metrics was shown in Table 2. For the class-level landscape metrics, we used the suffix
according to the number in Table 1 to distinguish different land use types. For example,
the proportion of manmade coverage was represented as “PLAND1”, the patch density of
waterbody was represented as “PD2”, and so on.
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Table 2. Metrics proposed to describe the urban landscape pattern.

Aspects Landscape Metrics Application Levels Description

Fragmentation

Percentage of Landscape
(PLAND) Class

PLAND is the proportion of the area of the
corresponding patch type in the total landscape area.
In other words, PLAND is the proportional abundance
of each patch type in the landscape, which provides

basic information on the land use gradient [39].

Patch Density (PD) Class/Landscape
PD is the number of patches per unit area. Higher PD
values indicate the increased extent of subdivision or
fragmentation of the corresponding patch type [40].

Largest Patch Index
(LPI) Class/Landscape

LPI is the percent of the total landscape area occupied
by the largest size patch of the class of interest. The
larger the LPI, the greater the impact of the largest
patch on the whole landscape, and the higher the

dominance of this type of patch [41].

Complexity Landscape Shape Index
(LSI) Class/Landscape

LSI is calculated by the square amended total patch
edge length divided by the total landscape area. LSI
describes the complexity of the patch shape and the

shape characteristics and possible evolutionary trends
of the landscape spatial structure [42]. It is the most
effective measure of overall shape complexity [43].

Aggregation

Aggregation Index (AI) Class/Landscape
AI is the level of aggregation of spatial patterns. It

means the non-randomness or aggregation degree of
different patch types in the landscape [44].

Contagion Index
(CONTAG) Landscape

CONTAG indicates the degree of reunion or extension
of different patch types in the landscape. The

probability of adjacent patches belonged to a class is
calculated by the number of patches [42].

Patch Cohesion Index
(COHESION) Class/Landscape

COHESION reflects the physical connectedness of the
corresponding patch type and the continuity

characteristics of each type. The larger the value, the
stronger the continuity [45].

Diversity Shannon’s Diversity
Index (SHDI) Landscape

SHDI is based on Shannon’s information-theoretic
concept of entropy and is a measure of the degree of

homogeneity and complexity of landscape types. The
higher the SHDI is, the more abundant the land types
are and the more uncertain the information content is.

Diversity in landscape pattern is closely related to
species diversity in ecology [46].

Moving window analysis can be used to quantify the landscape pattern in a specific
range [46,47], clearly show the spatial realization process of the dynamic change of the
urban landscape pattern. The landscape metrics are sensitive to spatial scale. Landscape
heterogeneity is highly scale-dependent. If the window size is too large, the details will
be lost, while if the window size is too small, the curve fluctuates too frequently, which
is not conducive to analysis [48–50]. We conducted a series of extent analyses along the
east–west direction of Melbourne City Hall, which was highly representative. Given the
actual size of the study area, we chose 180 m, 360 m, 540 m, 900 m, 1200 m, 1500 m as the
size of the moving window to achieve the spatial distribution map of the landscape-level
metrics. As was shown in Figure 3, a smaller window size (less than 900 m) resulted in
great fluctuations in the values of landscape metrics, while the curves were generally stable
and the fluctuation ranges were close at larger window size (more than 900 m), so 900 m
was the optimal scale of the moving window. Similar to the derivation of moving averages
for a time series, this procedure smoothed out much of the noise caused by fine-scale and
local variations [51].
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Figure 3. Curves of landscape metrics under different window sizes: (a) PD; (b) LPI; (c) LSI; (d) AI; (e) CONTAG; (f) COHE-
SION; (g) SHDI. (Note: PD = Patch Density, LPI = Largest Patch Index, LSI = Landscape Shape Index, AI = Aggregation
Index, CONTAG = Contagion Index, COHESION = Patch Cohesion Index, SHDI = Shannon’s Diversity Index).
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2.4. Elevation Data Processing and Volume Calculation

Shuttle Radar Topography Mission (SRTM) was carried out between the 11th and 20th
of February 2000, onboard the space shuttle, ‘Endeavour’ [52]. SRTM began to be publicly
released in 2003. After several revisions, the SRTM data used in this study was the 30-meter
resolution V4.1 version obtained from the USGS. Compared with Digital Elevation Model
(DEM) data, Digital Surface Models (DSM) data includes the elevation of other features
above the ground surface [53], such as buildings and vegetation. The DSM data used in our
study had a resolution of 1 meter, which was obtained after the dense matching of the stereo
pair data of the French Pleiades-1A satellite in February 2012 [54]. Neither SRTM nor DSM
data showed data holes or abnormal shapes. The data of the bare-earth height information
(‘JZM’ by default) used in this study was based on the observation of new-generation earth
observation satellite TERRA. Existing studies have shown that the terrain feature lines
extracted based on Google Earth elevation are consistent with the Google Earth image, and
the accuracy is better than 1:50,000 topographic maps [55]. The spatial resolution of Google
Earth elevation data extracted in this study area was approximately 15 m.

Many studies have defaulted that SRTM is a kind of DEM data [56,57]. However, it
is often overlooked that SRTM is DSM, not DEM because SRTM includes the height of
dense canopy forests and built-up areas [58–60]. The study area contained a large number
of buildings and woodland, so SRTM and DSM contained the height of buildings in 2000
and 2012, respectively. The differences between SRTM, DSM, and JZM data were shown in
Figure 4. This area was located in the center of Melbourne and contained a lot of buildings
and a small number of forests. The mean elevation values of SRTM, DSM, and JZM in
this area were 35.23 m, 37.23 m, and 25.47 m, respectively. In the same elevation data,
the brighter place had the higher the elevation, and the darker place had the lower the
elevation. We could see the distribution of buildings from the obvious spatial differences
within SRTM and DSM. JZM reflected the elevation of the ground and the image was
smooth, it was difficult to see the characteristics of buildings.
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We converted map projections of the three pieces of elevation data that had been
resampled to a resolution of 30 meters to UTM with the nearest neighbor method for
integration with classification results. Besides, the SRTM elevation datum was the normal
height, corresponding to the quasi-geoid, the DSM elevation datum was the geodetic
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height, corresponding to the reference ellipsoid, and the JZM elevation datum was the
orthometric height, corresponding to the geoid. The study area was small and located in
the coastal plain area, which meant that the quasi-geoid and the geoid overlapped [61].
Only the height anomaly between the reference ellipsoid and the quasi-geoid needed to
be solved. Molodensky, Bursa, and 4-parameter estimation algorithms, etc., have been
widely used in practice [62–64]. Our study was limited by no GPS control points and local
gravity data, and the terrain in the study area had small undulations, the grid coordinate
transformation method based on the least square regression method was adopted. With
the aid of Landsat imagery in 2000 and 2012 and the historical Google Earth imageries, we
selected 100 public points with no change that uniformly distributed within the research
area through visual interpretation and recorded the value of 100 points in DSM and SRTM
and calibrate the elevation datum of DSM and SRTM by the linear model. The correction
formula was:

DSM′ = (DSM− 1.884)÷ SM− 1.88R2 = 0.99, P < 0.01 (1)

Among them, DSM′ was the converted elevation data, and DSM was the original
elevation data.

Previous studies often obtained building height directly from government depart-
ments [65] or airborne Lidar systems [66] or obtained the specific number of floors of
building from real estate websites (e.g., Lianjia, Anjuke) and street view maps (e.g., Baidu
Street View), and then multiplied the fixed floor height (e.g., 3m) to get the height of
the building [24]. This study did not focus on the height of specific buildings but the
continuous elevation of the study area.

The volume is equal to the area multiplied by the elevation, so on the premise of the
same area (30 m × 30 m), the elevation of manmade coverage is introduced to calculate
the urban volume in the study area. Firstly, we subtracted JZM from SRTM and DSM to
obtain the elevations of all features above the surface in 2000 and 2012. Secondly, we used
the manmade coverage ROI in 2000 and 2012 to intercept the elevation data in 2000 and
2012, respectively. The elevation of all non-manmade coverage areas had defaulted to 0.
Finally, we regarded the volume of Melbourne city as a spatial polyhedron composed of
cuboids with the same base area and different heights (manmade coverage elevations),
which was equal to the sum of cuboid accumulations, and the volume of each cuboid was
the volume corresponding to each manmade coverage pixel. The urban volume in this
study was continuous and included not only buildings but also other manmade coverage
categories, such as viaducts, roads, which could fully reflect the changing trend of all
manmade coverage volume. We chose volume mean (VM) and Volume Standard Deviation
(VSD), which were representative to measure the changes in urban volume [67,68].

VM was used to express the amount of artificial coverage volume in the area. Generally
speaking, the higher the VM of the area, the larger the volume of manmade coverage in the
area, and the higher level of urbanization [25]. The calculation formula was:

VMj =
∑m

i = 1 Vi

m
(2)

VMj, m, Vi were respectively the mean value of the urban volume, the total number
of pixels, and the volume of the ith pixel (if it was not manmade coverage, the volume was
0) in the jth area.

The urban form was the core element of urban sustainability [14]. VSD was an
important form feature of the vertical space development of modern cities and one of the
important contents of urban landscape shaping [68]. We used VSD to reflect the degree of
deviation of the volume in a certain area. The intensity of land development in different
urban areas was different in sensitivity to land prices and market resource allocation and
directly leads to the differential development of land development capacity and urban
volume [69,70]. The larger the VSD, the more differentiated the vertical direction of the city,



ISPRS Int. J. Geo-Inf. 2021, 10, 14 10 of 30

and the stronger spatial recognition, which helped to shape a more iconic and recognizable
city intention and guide the block to make full use of its advantages to forming a more
differentiated and intensive development model. The calculation formula was:

VSDj =

√
∑m

i = 1
(
Vi−VMj

)2

m
(3)

VSDj, m, Vi, and VMj were respectively the standard deviation of the urban volume,
the total number of pixels, and the volume of the ith pixel (if it was not manmade coverage,
the volume was 0), and the mean value of the urban volume in the jth area.

2.5. Statistical Analysis

Regression analysis, Pearson correlation analysis, stepwise linear regression (SLR),
and Redundancy Analysis (RDA) were applied to explore the relationship between urban
landscape metrics and 3D urban volume.

We used regression analysis and Pearson correlation analysis to directly show the
significant relationship between each landscape metric and urban volume metric from
the perspective of the entire study area, as well as the degree of influence each landscape
metric has on the urban volume. We applied frequently-used regression models such
as linear, quadratic polynomial, logarithm, power function, exponential, etc., and then
selected the model with the highest determination coefficient R2 (Determining coefficient),
and conducted significance tests (p = 0.05 or 0.01) to clarify the landscape factors that
had a high correlation with the urban volume. The positive and negative correlations
were determined through the Pearson correlation coefficient. This step was processed on
SPSS 26.

For main functional areas (industrial area, commercial area, and residential area), SLR
was used to select class-level landscape metrics that were sensitive to urban volume, and
then RDA analysis was used to rank these factors. Firstly, we standardized the class-level
landscape metrics (explanatory variable), and volume metrics (dependent variable) to
eliminate the differences in dimensions in the SLR analysis [71]. The class-level landscape
metrics with high collinearity were tested and deleted through the VIF (variance inflation
factor, VIF < 10) and Tolerance (Tolerance > 0.1) to make sure that landscape metrics
entered in the RDA analysis were independent [72,73]. Finally, we set the class-level
landscape metrics selected by SLR analysis as environment variables and the volume
metrics as species variables for RDA analysis. Based on the results of RDA, we discussed
the inner relationship between the two most explanatory landscape factors and urban
volume metrics [74–76]. As one form of asymmetric canonical analysis, RDA has been
widely employed by ecologists and paleoecologists. SLR was processed on SPSS 26 and
RDA was run on the CANOCO 5.0 program (Microcomputer Power Company, USA).

3. Results
3.1. The Spatiotemporal Pattern of Landscape and Volume
3.1.1. Landscape Pattern Changes

Figure 5 presented the land-cover maps of 2000, 2004, 2008, 2012. The transfer matrix
of land use types from 2000 to 2012 was calculated. Table 3 showed that manmade coverage
continued to expand and dominate, increasing by 23.03 km2, benefited from the conversion
of woodland, grassland, and bare land. The area of grassland and bare land decreased
sharply by 7.19 km2 and 13.25 km2, respectively. In addition to manmade coverage,
4.51 km2 of grassland was converted into woodland, and 1.44 km2 and 2.78 km2 of bare
land were converted into woodland and grassland, respectively, which also resulted in the
overall area of woodland unchanged, although 8.44 km2 of woodland was converted to
artificial coverage. The water body was relatively stable.
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tion results.

Table 3. Transfer matrix of land use types from 2000 to 2012 (km2).

2012

2000
Manmade Coverage Waterbody Woodland Grassland Bare Land Total Area in 2000

manmade coverage 152.17 1.38 8.44 5.18 11.31 178.49
waterbody 0.17 17.01 0.11 0.01 0.04 17.35
woodland 1.20 0.10 8.91 4.51 1.44 16.16
grassland 0.46 0.00 0.09 7.09 2.78 10.42
bare land 1.45 0.01 0.03 0.82 2.77 5.09

total area in 2012 155.45 18.51 17.59 17.61 18.35 227.50
Area change 23.03 −1.16 −1.43 −7.19 −13.25

For class-level landscape metrics, Table 4 showed that from 2000 to 2012, as the
most important landscape type, manmade coverage had a similar change with woodland
and grassland in the process of urbanization, that was, the degree of fragmentation and
complexity decreased, the aggregation increased, and the patches became regular and
reunite. The landscape metrics of bare land dropped sharply, and of the water were
generally stable.

For landscape-level landscape metrics, to avoid data redundancy, we only selected PD,
LSI, AI, and SHDI, which respectively represented fragmentation, complexity, aggregation,
and diversity in the landscape-level metrics for discussion. Figure 6 showed a downward
trend in PD, LSI, and SHDI, while AI increased. The main land use type in the study
area was manmade coverage, it indicated that in the 2D plane, with the development
of urbanization, the distribution was more close, the dominance was enhanced, and
the influence was increased, which also brought about the degree of landscape-level
heterogeneity and diversity reduction. Also, each index fluctuated in 2004 and 2008.
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Table 4. Class-level metrics change from 2000 to 2012.

Land Use
Types Years PLAND PD LPI LSI AI COHESION

Manmade
Coverage

2000 68.33 1.95 62.52 35.04 91.78 99.90
2004 72.16 1.42 70.05 31.14 92.92 99.93
2008 73.46 1.79 72.55 32.74 92.61 99.95
2012 78.45 1.16 76.64 22.52 95.15 99.95

Waterbody

2000 8.13 0.49 6.99 7.74 95.27 98.81
2004 8.14 0.46 6.94 7.99 95.09 98.80
2008 7.93 0.57 6.14 7.94 95.05 98.20
2012 7.62 0.69 6.07 7.86 95.01 98.16

Woodland

2000 7.73 11.84 2.02 61.91 56.05 92.43
2004 7.91 9.69 1.13 54.16 62.10 91.81
2008 8.76 11.84 1.03 62.06 58.65 89.95
2012 7.10 7.89 1.30 47.63 64.93 92.28

Grassland

2000 7.74 9.29 0.36 50.05 64.64 84.50
2004 2.72 3.13 0.12 31.19 63.15 84.24
2008 4.03 7.44 0.28 44.77 56.19 81.44
2012 4.58 3.85 0.15 35.23 67.76 85.47

Bare Land

2000 8.06 12.87 0.28 58.76 59.20 83.06
2004 9.07 13.36 0.55 59.43 61.13 85.02
2008 5.82 9.17 0.18 48.86 60.12 79.72
2012 2.24 4.90 0.10 36.81 51.60 71.43

(Note: PLAND = Percentage of Landscape, PD = Patch Density, LPI = Largest Patch Index, LSI = Landscape Shape Index, AI = Aggregation
Index, COHESION = Patch Cohesion Index).
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Figure 6. Landscape-level metrics change from 2000 to 2012: (a) PD; (b) LSI; (c) AI; (d) SHDI. (Note: PD = Patch Density,
LSI = Landscape Shape Index, AI = Aggregation Index, SHDI = Shannon’s Diversity Index).

3.1.2. Urban Volume Change

In order to intuitively reflect the overall urban volume changing trend of Melbourne
and combine volume with the landscape metrics for analysis, the volume distribution maps
were also calculated using a 900-meter moving window. VM per unit area of Melbourne
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increased from 2942.28 m3 in 2000 to 4861.72 m3 in 2012, an increase of 65.24%, and an
average annual growth rate of 5.44%. VSD increased 2474.99 m3 from to 3648.57 m3.
Correspondingly, PLAND1 only increased from 68.33% to 78.45%, an increase of 10.12%,
with an average annual growth rate of only 0.843% (Table 5).

Table 5. The changes of VM and VSD from 2000 to 2012 (m3).

2000 2012 Volume Change Change Rate

VM 2942.28 4861.72 1919.44 5.44%
VSD 2474.99 3648.57 1173.58 3.95%

(Note: VM = volume mean, VSD = Volume Standard Deviation).

Figures 7 and 8 showed that VM varied in space and formed a “high–low” pat-
tern from the city center to the surrounding areas, and formed a “big east and small
west” structure. The VM range to the west of the city center rose from 0 m3–2700 m3 to
2700 m3–5400 m3, and to the east of the city center rose from 2700 m3–5400 m3 to 5400 m3–
8100 m3. The areas with VM higher than 8100 m3 were mainly located in the vicinity of the
city center. Among them, the area of 8100 m3–10,800 m3 rose from 0.61% in 2000 to 1.82%
in 2012, and the area higher than 10,800 m3 rose from 0.81% to 1.17%. In 2000, the area with
VM less than 5400 m3 reached 95.41%, while in 2012 it only accounted for 58.47%. The area
between 5400 m3–8100 m3 increased significantly, from 3.17% in 2000 to 38.54% in 2012.

  
(a) (c) 

  
(b) (d) 

 
(e) 

 

Value ranges of VM Value ranges of VSD 

VM=0  VSD =0  

0<VM≤2700  0< VSD≤1800  

2700<VM≤5400  1800< VSD≤2700  

5400<VM≤8100  2700< VSD≤4500  

8100<VM≤10800  4500< VSD≤8100  

10800<VM≤20365  8100< VSD≤13700  

 

Figure 7. Distribution maps of VM and VSD in 2000 and 2012: (a) 2000 VM; (b) 2012 VM; (c) 2000
VSD; (d) 2012 VSD; (e) Value ranges of VM and VSD. (Note: VM = volume mean, VSD = Volume
Standard Deviation).
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Figure 8. Interval distribution of VM and VSD in 2000 and 2012: (a) VM; (b) VSD. (Note: VM = volume
mean, VSD = Volume Standard Deviation).

As was shown in Figure 7, VSD in the west of the city center was smaller than that in
the east, mainly because the west was relatively underdeveloped, and the buildings were
mainly low-rise buildings with less differentiation. The difference from VM was that in
areas with VSD greater than 4500 m3, in addition to the east–west spread, the north–south
spread was also obvious.

3.2. Correlation and Changes within Different Areas
3.2.1. Entire Study Area

Both VM and VSD had close relationships with landscape metrics.
In landscape-level metrics, VM and CONTAG (R2

2000 = 0.30, R2
2012 = 0.48) were closely

related (Table A1), VSD was closely related to PD (R2
2000 = 0.39, R2

2012 = 0.33) and SHDI
(R2

2000 = 0.51, R2
2012 = 0.30) (Table A2). According to the Pearson correlation coefficient, VM

and CONTAG, VSD and PD, SHDI were all positively correlated.
In class-level metrics, Table A1 (Appendix A) showed that a high correlation appeared

between VM and manmade coverage, waterbody, instead of woodland, grassland, and bare
land. Where VM and PLAND1 (R2

2000 = 0.88, R2
2012 = 0.92), LPI1 (R2

2000 = 0.85, R2
2012 = 0.91),

AI1 (R2
2000 = 0.81, R2

2012 = 0.82), COHESION1 (R2
2000 = 0.87, R2

2012 = 0.88), PLAND2
(R2

2000 = 0.57, R2
2012 = 0.65), LPI2 (R2

2000 = 0.58, R2
2012 = 0.66) were highly correlated. Except

for the negative correlation between VM and PLAND2, LPI2, the correlation between VM and
other metrics were all positive. Table A2 indicated that VSD was closely related to manmade
coverage, waterbody, and woodland, and had no obvious correlation with grassland and bare
land. VSD and PLAND1 (R2

2000 = 0.57, R2
2012 = 0.55), LPI1 (R2

2000 = 0.50, R2
2012 = 0.51), LSI1

(R2
2000 = 0.46, R2

2012 = 0.39), AI1 (R2
2000 = 0.62, R2

2012 = 0.55), COHESION1 (R2
2000 = 0.70,

R2
2012 = 0.63), PLAND2 (R2

2000 = 0.38, R2
2012 = 0.37), PD2 (R2

2012 = 0.37), LPI2 (R2
2000 = 0.40,

R2
2012 = 0.40), PD3 (R2

2000 = 0.30), LSI3 (R2
2000 = 0.31) were highly correlated. Except for

the negative correlation with PLAND2 and LPI2, VSD was positively correlated with other
metrics.
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3.2.2. Three Typical Urban Functional Areas

The previous section reflected the relationship between the entire landscape pattern
and the overall volume, but for different regions, we did not know whether the above
landscape metrics and urban volume still maintained such a high correlation. In order
to solve this problem, three main functional areas (industrial area, commercial area, and
residential area) were analyzed.

The industrial area consisted of industrial plants and some residential buildings, near
the junction of the Maribyrnong and Yarra River. In the industrial area, the landscape
metrics with a high correlation of city volume in 2000 were LPI3, AI3, PD4, LPI4, LPI4,
COHESION4, PD5, LPI5, AI5, and COHESION5, in 2012 were COHESION2, PLAND3,
PD3, and PD4. There was a high relationship between water, woodland, grassland, bare
land, and urban volume in the industrial area (Table A3).

The commercial area was distributed along both sides of Yarra River, consisting
of the CBD and parts of the South Bank, with a high level of urbanization. The Yarra
River straddled the downtown area of Melbourne. In the mid-nineteenth century, the
development on both sides of the Yarra River was uneven, but after several renovations,
the waterfront areas on both sides of the Yarra River had become commercial and cultural
centers of Melbourne. The phenomenon of imbalance and fragmentation had disappeared,
so this study also considered parts of the South Bank as the commercial area [77]. In the
commercial area, the landscape metrics with high correlation of urban volume in 2000 were
PD2, COHESION2, PD4, AI4, LSI5, and AI5, in 2012 were PD2, AI3, LSI4, LSI5, and AI5.
There was a close relationship between water, woodland, grassland, bare land, and urban
volume in the commercial area (Table A4).

The residential area was mainly located in Richmond. In the residential area, in 2000,
the metrics with high correlation with the city volume were PD1, LPI1, PD3, COHESION3,
PLADN4, AI4, COHESION4, and LSI5. In 2012, there were LSI3, COHESION3, PLAND4,
AI4, LPI5, and LSI5. There was a high relationship between manmade coverage, woodland,
grassland, bare land, and urban volume in the residential area (Table A5).

We used RDA analysis to quantify the contribution of key landscape metrics to urban
volume. In the industrial area, the interpretation of landscape metrics to urban volume
reached 76.6% in 2000, with PD5 having the highest degree of explanation (43.5%), and
COHESION3 second (9.9%). PD5 was significantly positively correlated with VM and
significantly negatively correlated with VSD, COHESION3 was negatively correlated with
VM and positively correlated with VSD (Figure 9). In 2012, the interpretation of landscape
metrics to urban volume reached to 50.9%. PD4 had the highest degree of explanation for
urban volume (35.8%), followed by COHESION2 (11.3%). PD4 was positively correlated
with VM, and negatively correlated with VSD, COHESION2 and VM showed a negative
correlation and a positive correlation with VSD (Figure 9).

In the commercial area, landscape metrics accounted for 64.2% of the urban volume
in 2000, with LSI5 having the highest degree of explanation (38.8%), and COHESION3
second (19.5%). LSI5 was negatively correlated with VM and VSD, and PD2 was positively
correlated with VM and VSD (Figure 10). In 2012, landscape metrics accounted for 60.1% of
the urban volume, of which LSI4 explained the urban volume the highest (29.1%), followed
by PD2 (15.8%). Among them, LSI4 was negatively correlated with VM and VSD, and PD2
was positively correlated with VM and VSD (Figure 10).
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Figure 10. RDA ordination diagram with VM, VSD, and landscape metrics in the commercial area (COHESION was
abbreviated as COHE due to length limitation): (a) 2000; (b) 2012. (Note: PLAND = Percentage of Landscape, PD = Patch
Density, LPI = Largest Patch Index, LSI = Landscape Shape Index, AI = Aggregation Index, CONTAG = Contagion Index,
COHESION = Patch Cohesion Index. VM = volume mean, VSD = Volume Standard Deviation. 1 = Manmade coverage,
2 = Waterbody, 3 = Woodland, 4 = Grassland, 5 = Bare land).

In the residential area, landscape metrics could explain 85.0% of the urban volume
changes in 2000. Among them, LPI1 explained the urban volume the most (77.4%), and the
other variables explained little (<2.7%) (Figure 11). In 2012, landscape metrics could explain
62.9% of urban volume changes, of which LSI3 had the highest degree of explanation for
urban volume (31.5%), LPI5 and PLAND4 had similar explanations, 15.2%, and 14.3%,
respectively, and the other variables had a fewer degree of explanation (<1.4%). Among
them, LSI3 was negatively correlated with VM and positively correlated with VSD; LPI5
was positively correlated with VM and VSD; PLAND4 was negatively correlated with VM
and VSD (Figure 11).
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Figure 11. RDA ordination diagram with VM, VSD, and landscape metrics in the residential area (COHESION was
abbreviated as COHE due to length limitation): (a) 2000; (b) 2012. (Note: PLAND = Percentage of Landscape, PD = Patch
Density, LPI = Largest Patch Index, LSI = Landscape Shape Index, AI = Aggregation Index, CONTAG = Contagion Index,
COHESION = Patch Cohesion Index. VM = volume mean, VSD = Volume Standard Deviation. 1 = Manmade coverage,
2 = Waterbody, 3 = Woodland, 4 = Grassland, 5 = Bare land).

4. Discussion
4.1. Reasons for the Change of Different Dimensions in Melbourne

Our study indicated that in the past 12 years, Melbourne had continuously evolved
from a 2D development to a 3D development, and the development trend of the vertical
direction of space had become more obvious and strong.

From 2000–2012, with the development of urbanization, manmade coverage was
always the most important land use type, while a similar trend had appeared in woodland
and grassland, that was, the degree of fragmentation and complexity decreased, and the
connectivity increased. The patches became regular and reunite. All metrics of bare land
dropped sharply, and water bodies were generally stable.

As the main landscape category, manmade coverage was in the stage of gradual
aggregation, and regular shape. The internal connectivity was enhanced. The overall
change of manmade coverage corresponded to the compact urban construction proposed
in Melbourne 2030 [30]. The waterbody included part of the waters of Port Phillip Bay
and the middle and lower reaches of the Yarra River. The government of Melbourne
strictly protected water resources and had issued a series of policies, such as ensuring the
sustainable management of water sources, protecting groundwater, and the bay area [78].
Only part of the water area was forced to fill up due to construction works, which caused
a slight decrease in the water area. Woodland and grassland were belonged to green
space and had the same change characteristics. Both of them gradually became gathered
and less clumped. The woodland was mainly targeted at some natural reserves, while
the grassland was mainly targeted at part of artificial green land, including gardens, and
football fields. With the introduction of “Melbourne 2030” in 2002 [30], a large number
of urban construction projects started, which led to a brief cliff-like decline in the grass-
land. But in order to meet the Commonwealth Games held in Melbourne in 2006, the
government subsequently increased the area of urban green space and beautified the urban
environment. The fragmentation and complexity of the grassland were reduced, and the
grassland became less clumped. During this period, Melbourne had been rated as the
“most suitable for human habitation” by the Population Action International for many
consecutive years, earning Melbourne the “Garden City” reputation. In 2000, bare land
was dominated by surface-shaped construction sites that appeared in urban construction.
With the improvement of the internal environment of the city, the bare land subsequently
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fell cliff-like. The decrease in bare land was accompanied by the increase in urbanization in
Melbourne, reflecting the increase in the degree of intensification of urban land use.

In landscape-level metrics, PD, LSI, and SHDI decreased overall, and AI increased,
which meant that the patch distribution became more concentrated, and the degree of
landscape heterogeneity and diversity decreased. This was mainly due to the mature
urban planning system and the implementation of sustainable development concepts in
Melbourne.

Compared with the large-scale urban expansion in developing countries [79–81],
since the beginning of the 21st century, the expansion of the urban area in Melbourne
was not obvious. However, VM and VSD increased rapidly which indicated the pace
of urbanization was accelerating and the differences in the vertical direction were great.
Besides, both VM and VSD presented a “high–low” situation from the city center to the
surroundings, maintaining the distribution of “large east and small west”, which may be
due to unbalanced development level.

Our study demonstrated that the VM and VSD value increased overall, while PD and
LSI, which represented 2D fragmentation and complexity, were generally reduced. This
phenomenon showed that the development trend in the vertical direction of Melbourne
was more intense.

4.2. Quantitative Analysis and Suggestions
4.2.1. Entire Study Area

Urban expansion is a dynamic phenomenon and is affected by many factors [82].
Our study indicated that in the entire study area, landscape pattern was found closely
associated with urban volume, but different landscape metrics had a different correlation
with volume metrics, which were affected by environmental characteristics, economic
development level, and policy implementation.

Patches with low fragmentation and high aggregation were directly proportional
to VM with high value. For example, in Hawthorn, 6 km east of the city center, driven
by the metropolitan area development policies issued by the Victorian government such
as “shaping Melbourne’s future”, “creating prosperity”, and “living in the suburbs”,
population suburbanization and urban suburbanization were accelerating, and fringe cities
were gradually formed. Low private houses rapidly spread, patches here were gradually
developing in the direction of low fragmentation, low complexity, low diversity, and high
connectivity, VM increased and the urbanization was subsequently strengthened.

Our study also indicated that different types of landscape metrics had the same
correlation with VSD. VSD had a positive relationship with aggregation, such as AI1,
COHESION1. For example, with the promotion of the “compact city” policy, more and
more buildings had undergone reconstruction or expansion which resulted in high VM in
CBD. Meanwhile, multi-story buildings, high-rise buildings, and super high-rise buildings
were in contrast with other surrounding low buildings, leading to high VSD, and finally
formed a spatial form with well-organized, distinct principal and subordinate, and strong
recognition. However, VSD also had a positive relationship with fragmentation, diversity,
and complexity. For example, Carlton was located 1.5 km north of the city center with high
PD and SHDI. This area was a vibrant and diverse neighborhood with many museums
(Melbourne Museum, Royal Exhibition Building), schools (Australian Catholic University),
parks (Carlton Gardens, Quest Royal Garden), and large hospitals (St. Vincent’s Hospital).
A complex patch meant a high land surface structure complexity [43]. The height differ-
ences between buildings and non-buildings (e.g., woodland areas) were relatively large.
Therefore, the degree of differentiation in the vertical direction was improved. Furthermore,
we could also found that the correlation between VSD and fragmentation was much less
than that with connectivity. The reason may be that most of the study area was covered by
buildings, and the probability of height differences between different buildings was much
higher than that between buildings and non-buildings.
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Our study also demonstrated an obvious negative relationship between both VM and
VSD and waterbody landscape metrics. Melbourne thrived along the Yarra River where the
highly fragmented water patches were mainly concentrated. There were dense and uneven
buildings on both sides of the Yarra River, and part of the river was buried for construction
and development in the process of urban expansion, which increased the degree of water
fragmentation and reduced the superiority of the water body, increasing both urbanization
and urban differentiation in the vertical direction nearby.

4.2.2. Three Typical Urban Functional Areas

Volume metrics in different areas had a different correlation with landscape metrics.
To investigate the correlation in detail, we chose three typical urban functional areas to
make a concrete and quantitative analysis.

Our study indicated that the urban volume metrics of the industrial area were highly
correlated with the fragmentation of bare land and the aggregation of woodland in 2000,
and were highly correlated with the fragmentation of grassland and the aggregation of
the waterbody in 2012. In the industrial area, the renovation of the old factory buildings
was being carried out in 2000 and bare land inevitably appeared. The high fragmentation
of the bare land meant that the intensity of the renovation of the area was high, but
due to the strong integrity of the architectural planning, the height differences of the
factory buildings were relatively small. In the industrial area, the average VSD value
was 2019.67 m3 and the maximum VSD value was 2973.46 m3 in 2000, both of them were
much smaller than the average VSD of 2474.99 m3 and the maximum value of 12,968.87 m3

in the entire study area. Concentrated woodland took up more surface space, which
meant that the VM in the area was reduced, but the differences between buildings and
woodland would be more prominent, which brought about an increase in VSD. In 2012,
both the renovation of the industrial area and the improvement of the environment were
carried out. The industrial plants close to the Maribyrnong River and the Yarra River were
partially demolished and replaced by patches of cement vacant land, resulting in a decrease
in the original urban volume. But the industrial plants were tall and covered a large
area, highlighting the improvement of VSD. Most of the grassland interspersed between
residential houses. Compared with scattered industrial plants, VM here was relatively
large, but the height differences were small. In the future, the government should not
only implement standardized construction (such as overall demolition and reconstruction,
reconstruction, and decoration without dismantling the mainframe structure) to attract
more companies into the industrial zone but also make a scientific layout. Areas with
higher fragmentation of green space around industrial plants should be emphasized. Also,
factories should be organized to stay away from waterbody to protect the safety of water
resources.

Interestingly, both of the urban volume metrics in 2000 and 2012 of the commercial
area were highly correlated with the fragmentation of waterbody. In the commercial area,
the water patch was mainly located between the CBD and the South Bank area. Human
activities had greatly transformed the waters [83]. From 2000 to 2012, there were as many
as six bridges across the Yarra River in the commercial area. The bridge divided the water
patch and increased the fragmentation of the water patch. Many dining and shopping
facilities stand at the two ends of the bridge. Compared with the area far away from
the Yarra River, a more prosperous commercial and cultural system was formed, which
increased VM and VSD in this area. In 2000, the angle between PD2 and VSD was the
smallest, and the projection of PD2 on the VSD arrow was also the largest (Figure 10). This
was probably because the construction of well-arranged buildings on both sides of the
river highlighted the differences between the buildings and enhanced the scenery of the
waterfront on both sides of the Yarra River. In addition, the urban volume metrics were
highly correlated with the complexity of bare land in 2000 and the complexity of grassland
in 2012, respectively. Although the form of the business area had long been established,
there were still more or less undeveloped areas with a bare surface, it is convincing that
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the less bare land, the greater the degree of development and land use intensity. Of course,
the government also paid attention to protect the environment in the commercial area and
more green spaces appeared, such as Batman Park, Queen Victoria Park, and Flagstaff
Garden. However, the more fragmentation of grassland, the lower the VM and VSD.
Considering the high cost of land resources in the commercial district, the development
degree of grassland should be comprehensively adjusted in combination with the needs of
economic development and environmental protection status.

In the future, Melbourne should continue to increase the development of both banks of
the Yarra River, improve land use efficiency, enhance the landscape recognition and spatial
differences, and build a more compact, prosperous, and functionally complex business
center.

Our results demonstrated that the urban volume metrics of residential areas had
changed from being highly correlated with the fragmentation of manmade coverage in
2000 to being highly correlated with the complexity of woodland, the fragmentation of
grassland, and the fragmentation of bare land in 2012. In 2000, manmade coverage was
dominated by concentrated and contiguous buildings and large-scale private houses which
were mainly single-door, single-family two-story, resulting in highly connected patches.
A larger LPI1 meant a larger VM and a higher level of urbanization. However, regular
houses led to small VSD, which affected its spatial differences. After 2000, in response to
Melbourne 2030, around the large and continuous woodland areas, such as Pridmore Park,
Dickinson Reserve, and O’Connell Reserve, hospital (Australian Physiotherapy Council),
gymnasium (Fitness First Richmond Victoria Gardens), department store (Victoria Gardens
Shopping Centre) and other public service centers were sporadically built by the govern-
ment. These buildings, as an important part of public facilities, were in sharp contrast
with the surrounding low-rise residential buildings and bare land, such as construction
sites, which appeared inevitably during this period, leading to the increasing of VM and
VSD. Far away from protected areas and parks, private residences were still dominated.
Richmond, one of the most environmentally friendly districts in Melbourne, had always
thought highly of protecting the green space. The increase of green space such as street trees
could reduce the heat island effect of residential areas and control the microclimate [43,84],
provided a comfortable and pleasant sensory experience [85,86], and improved the health
and well-being of residents [87,88]. The low-density residential distribution, interspersed
with green spaces between the residential houses, resulted in low VM and VSD compared
with public facilities.

In the future, urban planners should take Richmond as the template to develop new
residential areas. The government should build forest land around the residential areas
in advance to adjust the climate and purify the air. Based on taking into account the
accessibility of service facilities and the accessibility of public services, the activity center
and supporting facilities (such as hospitals, gymnasiums, shopping malls, etc.) should be
planned according to the structure of the resident group and the density of residence [89].
The vertical differences between public facilities and private residences should be enhanced
to form a landmark and recognizable city intention. Furthermore, attention should also be
paid to the construction of the internal environment, increasing the area of street trees and
grass in a limited space, and enhancing the overall greenness of the residential area.

These suggestions above were based on objective and rigorous data analysis and could
provide different planning strategies for each functional area.

5. Conclusions

Exploring the relationship between the 2D landscape pattern and 3D urban volume is
of great significance for understanding the social and ecological effects of cities, especially
in compact cities. With the support of RS and GIS, our study used Melbourne as the research
area to study spatial and temporal changes of land use and urban volume since the 21st
century, found out the key landscape metrics that had a high correlation with the urban
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volume from different scales and clarified the interaction mechanism between landscape
pattern and urban volume. Finally, we gave corresponding development suggestions.

From 2000 to 2012, the manmade coverage, woodland, and grassland of Melbourne
had changed a lot. Patches became regular and reunited, with a trend of decreasing frag-
mentation and complexity, increasing connectivity. The bare land had decreased sharply,
and the waterbody had been generally stable. Urbanization and vertical differentiation
had increased. In terms of vertical dimensions, both VM and VSD presented a “high–low”
situation from the city center to the surroundings, maintaining the distribution of “large
east and small west”. In the entire study area, patches with low fragmentation and high ag-
gregation were directly proportional to high VM with high value. In addition, patches with
high connectivity and fragmentation had a positive relationship with high VSD. The urban
volume metrics of different urban functional areas were affected by different landscape
factors, and their internal mechanisms were revealed in light of the actual development
situation, which was affected by many aspects, such as environmental characteristics,
economic development level, and policy implementation. The research results would
be a big step forward for observing and understanding the linkage between landscape
patterns and urban volume in compact cities. Furthermore, when the urban volume is
hard to calculate, we can accurately and scientifically express the urban development
characteristics by employing the landscape metrics through the results of this study. In the
future, we will focus on the comparative study of the relationship between the landscape
pattern and urban volume of different cities, because cities with different development
models (horizontal expansion such as Bern, Lausanne, and Zurich in Swiss [18], vertical
expansion such as Melbourne) may have different results. In addition, we plan to adopt
remote sensing images and elevation data sets with higher resolution, higher precision,
and larger range for more refined research.
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Appendix A

Table A1. Regression equations between landscape metrics and VM.

VM

Year Landscape
Metrics Regression Equations R2 Pearson Landscape

Metrics Regression Equations R2 Pearson

2000
PD

Y = 132.32x0.83 0.27 ** +
PLAND3

NSc
2012 Y = 861.39x0.54 0.17 ** - NSc
2000

LPI
Y = −0.38x2 + 81.64x− 756.29 0.13 ** +

PD3
Y = −2.80x2 + 157.47x + 1708.60 0.15 ** +

2012 Y = −0.42x2 + 115.23x− 1594.9 0.17 ** + NSc
2000

LSI
NSc

LPI3
NSc

2012 Y = −471.94x2 + 2178.3x + 2823.9 0.12 ** - NSc
2000

AI
NSc

LSI3
Y = 1012.40e0.24x 0.14 ** +

2012 Y = −13.11x2 + 2407.3x− 105175 0.11 ** + Y = −233.24x2 + 1536.1x + 2961.2 0.12 ** +
2000

CONTAG
Y = 2.38x1.72 0.30 ** +

AI3
Y = −1.53x2 + 134.06x + 553.31 0.18 ** +

2012 Y = 0.73x2.05 0.48 ** + Y = −1.36x2 + 121.8x + 2835.2 0.16 ** +
2000

COHESION
NSc

COHESION3
Y = −0.98x2 + 108.05x + 580.20 0.17 ** +

2012 Y = −109.35x2 + 21490x− 1E + 6 0.11 ** + Y = −1.21x2 + 124.18x + 2543.6 0.22 ** +
2000 SHDI Y = 3651.6x0.77 0.25 ** -
2012 Y = −2563.1x2 + 1714.6x + 5239.3 0.16 ** -
2000

PLAND1
Y = 15.60x1.22 0.88 ** +

PLAND4
NSc

2012 Y = 45.46x1.06 0.92 ** + Y = 1.83x2 − 154.93x + 5589.2 0.13 ** -
2000

PD1
NSc

PD4
NSc

2012 NSc Y = −27x2 + 180.77x + 4975.9 0.11 ** -
2000 LPI1 Y = 22.67x1.15 0.85 ** +

LPI4
NSc

2012 Y = 54.43x1.03 0.91 ** + Y = 8.29x2 − 285.33x + 5602.2 0.11 ** -
2000

LSI1
Y = 778.89x1.20 0.27 ** -

LSI4
NSc

2012 Y = 2509.3x0.73 0.15 ** - Y = −383.91x2 + 1336.8x + 4272.4 0.11 ** -
2000

AI1
Y = 4E− 05x3.99 0.81 ** +

AI4
NSc

2012 Y = 0.01x3.3 0.82 ** + Y = −1.29x2 + 116.14x + 3092 0.13 ** -
2000

COHESION1
Y = 0.48e0.09x 0.87 ** +

COHESION4
Y = −0.94x2 + 91.21x + 1404.10 0.15 ** +

2012 Y = 3.89e0.07x 0.88 ** + Y = −1.46x2 + 121.31x + 3439.5 0.25 ** -
2000

PLAND2
Y = 3204.6e−0.04x 0.57 ** -

PLAND5
Y = −78.08x + 3634.90 0.15 ** -

2012 Y = 5231.1e−0.04x 0.65 ** - NSc
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Table A1. Cont.

VM

Year Landscape
Metrics Regression Equations R2 Pearson Landscape

Metrics Regression Equations R2 Pearson

2000
PD2

Y = 233.24x2 − 983.41x + 3199.5 0.24 ** +
PD5

NSc
2012 Y = 90.96x2 − 569.15x + 5047.5 0.26 ** + NSc -
2000

LPI2
Y = 3183.8e−0.05x 0.58 ** -

LPI5
Y = 5.69x2 − 229.21x + 3660.40 0.14 ** -

2012 Y = 5276.4e−0.04x 0.66 ** - NSc
2000

LSI2
NSc

LSI5
Y = −64.89x2 + 79.70x + 3672.90 0.11 ** -

2012 Y = 994.12x2 − 2472.1x + 5301.8 0.21 ** + NSc -
2000

AI2
Y = 3245.20e−0.01x 0.16 ** -

AI5
Y = −33.26x + 4561 0.14 ** -

2012 Y = −0.78 + 44.11x + 5149.8 0.23 ** - NSc
2000

COHESION2
Y = 3209.70e−0.01x 0.15 ** -

COHESION5
Y = −0.24x2 − 4.27x + 4093.10 0.18 ** -

2012 Y = −0.88x2 + 55.08x + 5098.9 0.23 ** - NSc

** Correlation is significant at the 0.01 level (2-tailed). + means positive correlation. - means negative correlation. (Note: PLAND = Percentage of Landscape, PD = Patch Density, LPI = Largest Patch Index,
LSI = Landscape Shape Index, AI = Aggregation Index, CONTAG = Contagion Index, COHESION = Patch Cohesion Index, SHDI = Shannon’s Diversity Index. VM = volume mean, VSD = Volume Standard
Deviation. 1 = Manmade coverage, 2 = Waterbody, 3 = Woodland, 4 = Grassland, 5 = Bare land).

Table A2. Regression equations between landscape metrics and VSD.

VSD

Year Landscape
Metrics Regression Equations R2 Pearson Landscape

Metrics Regression Equations R2 Pearson

2000
PD

Y = 226.46x0.65 0.39 ** +
PLAND3

Y = −3.39x2 + 156.34x + 1795.70 0.20 ** +
2012 Y = 815.41x0.48 0.33 ** + NSc
2000

LPI
NSc

PD3
Y = −3.92x2 + 193.73x + 1025.40 0.30 ** +

2012 NSc NSc
2000

LSI
Y = 876.3x0.85 0.22 ** +

LPI3
NSc

2012 Y = 2123.4x0.59 0.16 ** + NSc
2000

AI
Y = 44223e−0.03x 0.13 ** -

LSI3
Y = 947.05e0.24x 0.31 ** +

2012 NSc Y = 2310.8e0.14x 0.15 ** +
2000

CONTAG
NSc

AI3
Y = 1124.30e0.02x 0.16 ** +

2012 Y = 171.28x0.71 0.14 ** + Y = 2171e0.01x 0.16 ** +
2000

COHESION
Y = 2E + 08−0.12x 0.13 ** -

COHESION3
Y = 1035.30e0.01x 0.23 ** +

2012 NSc Y = 2178.2e0.01x 0.18 ** +
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Table A2. Cont.

VSD

Year Landscape
Metrics Regression Equations R2 Pearson Landscape

Metrics Regression Equations R2 Pearson

2000 SHDI Y = 3240.20x0.71 0.51 ** +
2012 Y = 4881.8x0.38 0.29 ** +
2000

PLAND1
Y = 158.09x0.64 0.57 ** +

PLAND4
NSc

2012 Y = 353.46x0.53 0.55 ** + NSc
2000

PD1
Y = 1412.6x0.42 0.22 ** +

PD4
NSc

2012 Y = 2693.2x0.29 0.15 ** + NSc
2000

LPI1
Y = 213.85x0.58 0.50 ** +

LPI4
NSc

2012 Y = 409.44x0.50 0.51 ** + NSc
2000

LSI1
Y = 850.94x1.01 0.46 ** +

LSI4
NSc

2012 Y = 1951.8x0.77 0.39 ** + NSc
2000

AI1
Y = 0.08x2.29 0.62 ** +

AI4
Y = 1141.80e0.01x 0.13 ** +

2012 Y = 1141.80e0.01x 0.55 ** + NSc
2000

COHESION1
Y = 0.23x2.02 0.70 ** +

COHESION4
Y = 1216.30e0.01x 0.13 ** +

2012 Y = 1.84x1.65 0.63 ** + NSc
2000

PLAND2
Y = 2579.3e−0.02x 0.38 ** -

PLAND5
NSc

2012 Y = 3803.9e−0.02x 0.37 ** - NSc
2000

PD2
Y = 101.86x2 − 109.67x + 2347.6 0.29 ** +

PD5
NSc

2012 Y = 23.08x2 + 217.17x + 3378.2 0.37 ** + NSc
2000

LPI2
Y = 2574.9e−0.02x 0.40 ** -

LPI5
NSc

2012 Y = 3796.2e−0.02x 0.40 ** - NSc
2000

LSI2
Y = 472.28x + 2264 0.11 ** +

LSI5
NSc

2012 Y = 451.5x2 − 382.88x + 3450.6 0.28 ** + NSc
2000

AI2
Y = −0.68x2 + 60.88x + 2262 0.16 ** +

AI5
NSc

2012 Y = −0.91x2 + 79.4x + 3393.6. 0.20 ** + NSc
2000

COHESION2
Y = −0.71x2 + 64.36x + 2260.70 0.16 ** +

COHESION5
NSc

2012 Y = −0.97x2 + 86.17x + 3384.7 0.21 ** + NSc

** Correlation is significant at the 0.01 level (2-tailed). + means positive correlation. - means negative correlation. (Note: PLAND = Percentage of Landscape, PD = Patch Density, LPI = Largest Patch Index,
LSI = Landscape Shape Index, AI = Aggregation Index, CONTAG = Contagion Index, COHESION = Patch Cohesion Index, SHDI = Shannon’s Diversity Index. VM = volume mean, VSD = Volume Standard
Deviation. 1 = Manmade coverage, 2 = Waterbody, 3 = Woodland, 4 = Grassland, 5 = Bare land).
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Table A3. SLR parameters of VM, VSD and class-level landscape metrics in industrial area.

2000 2012

VM VSD VM VSD

Landscape
Metrics

Standardized
Coefficients Tolerance VIF Standardized

Coefficients Tolerance VIF Landscape
Metrics

Standardized
Coefficients Tolerance VIF Standardized

Coefficients Tolerance VIF

LPI3 −0.390 ** 0.477 2.098 – – – COHESION2 – – – 0.573 ** 0.685 1.460
AI3 0.156 ** 0.517 1.936 – – – PLAND3 −0.454 ** 0.464 2.157 – – –

COHESION3 – – – 0.281 ** 0.854 1.171 PD3 0.281 ** 0.333 3.000 – – –
PD4 – – – −0.303 ** 0.476 2.100 PD4 0.325 ** 0.624 1.603 −0.447 ** 0.685 1.460
LPI4 – – – 0.324 ** 0.669 1.494 R2 0.22 0.82

COHESION4 −0.113 ** 0.411 2.433 – – –
PD5 0.688 ** 0.555 1.800 −0.366 ** 0.554 1.805
LPI5 −0.206 ** 0.279 3.582 – – –
AI5 – – – −0.247 ** 0.736 1.359

COHESION5 0.251 ** 0.308 3.244 – – –
R2 0.81 0.53

– means this variable is discarded. ** Correlation is significant at the 0.01 level. (Note: PLAND = Percentage of Landscape, PD = Patch Density, LPI = Largest Patch Index, LSI = Landscape Shape Index,
AI = Aggregation Index, CONTAG = Contagion Index, COHESION = Patch Cohesion Index, SHDI = Shannon’s Diversity Index. VM = volume mean, VSD = Volume Standard Deviation. 1 = Manmade coverage,
2 = Waterbody, 3 = Woodland, 4 = Grassland, 5 = Bare land).

Table A4. SLR parameters of VM, VSD and class-level landscape metrics in commericial area.

2000 2012

VM VSD VM VSD

Landscape
Metrics

Standardized
Coefficients Tolerance VIF Standardized

Coefficients Tolerance VIF Landscape
Metrics

Standardized
Coefficients Tolerance VIF Standardized

Coefficients Tolerance VIF

PD2 – – – 0.611 ** 0.769 1.301 PD2 – – – 0.491 ** 0.866 1.155
COHESION2 – – – 0.090 ** 0.578 1.730 AI3 −0.319 ** 0.664 1.506 −0.135 ** 0.628 1.593

PD4 – – – −0.226 ** 0.634 1.577 LSI4 −0.441 ** 0.604 1.657 −0.278 ** 0.705 1.419
AI4 −0.437 ** 1.000 1.000 – – – LSI5 −0.554 ** 0.565 1.770 – – –
LSI5 – – – −0.163 ** 0.632 1.583 AI5 0.248 ** 0.530 1.888 – – –
AI5 – – – −0.054 ** 0.805 1.242 R2 0.61 0.47
R2 0.19 0.59

– means this variable is discarded. ** Correlation is significant at the 0.01 level. (Note: PLAND = Percentage of Landscape, PD = Patch Density, LPI = Largest Patch Index, LSI = Landscape Shape Index,
AI = Aggregation Index, CONTAG = Contagion Index, COHESION = Patch Cohesion Index, SHDI = Shannon’s Diversity Index. VM = volume mean, VSD = Volume Standard Deviation. 1 = Manmade coverage,
2 = Waterbody, 3 = Woodland, 4 = Grassland, 5 = Bare land).
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Table A5. SLR parameters of VM, VSD and class-level landscape metrics in residential area.

2000 2012
VM VSD VM VSD

Landscape
Metrics

Standardized
Coefficients Tolerance VIF Standardized

Coefficients Tolerance VIF Landscape
Metrics

Standardized
Coefficients Tolerance VIF Standardized

Coefficients Tolerance VIF

PD1 – – – 0.429 ** 0.550 1.818 LSI3 −0.347 ** 0.646 1.548 – – –
LPI1 0.842 ** 0.185 5.416 – – – COHESION3 – – – 0.541 ** 0.811 1.233
PD3 – – – 0.157 ** 0.680 1.470 PLAND4 – – – −0.077 ** 0.990 1.010

COHESION3 0.194 ** 0.337 2.965 – – – AI4 −0.170 ** 0.746 1.340 – – –
PLADN4 −0.331 ** 0.210 4.769 – – – LPI5 – – – 0.530 ** 0.818 1.222

AI4 −0.094 ** 0.633 1.579 – – – LSI5 0.214 ** 0.642 1.557 – – –
COHESION4 – – – 0.190 ** 0.695 1.438 R2 0.08 0.83

LSI5 0.218 ** 0.475 2.104 0.226 ** 0.547 1.829
R2 0.80 0.63

– means this variable is discarded. ** Correlation is significant at the 0.01 level. (Note: PLAND = Percentage of Landscape, PD = Patch Density, LPI = Largest Patch Index, LSI = Landscape Shape Index,
AI = Aggregation Index, CONTAG = Contagion Index, COHESION = Patch Cohesion Index, SHDI = Shannon’s Diversity Index. VM = volume mean, VSD = Volume Standard Deviation. 1 = Manmade coverage,
2 = Waterbody, 3 = Woodland, 4 = Grassland, 5 = Bare land).
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