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Abstract: The presented work is part of the H2020 project SWEEPER with the overall goal to develop
a sweet pepper harvesting robot for use in greenhouses. As part of the solution, visual servoing is used
to direct the manipulator towards the fruit. This requires accurate and stable fruit detection based on
video images. To segment an image into background and foreground, thresholding techniques are
commonly used. The varying illumination conditions in the unstructured greenhouse environment
often cause shadows and overexposure. Furthermore, the color of the fruits to be harvested varies
over the season. All this makes it sub-optimal to use fixed pre-selected thresholds. In this paper we
suggest an adaptive image-dependent thresholding method. A variant of reinforcement learning
(RL) is used with a reward function that computes the similarity between the segmented image
and the labeled image to give feedback for action selection. The RL-based approach requires less
computational resources than exhaustive search, which is used as a benchmark, and results in higher
performance compared to a Lipschitzian based optimization approach. The proposed method also
requires fewer labeled images compared to other methods. Several exploration-exploitation strategies
are compared, and the results indicate that the Decaying Epsilon-Greedy algorithm gives highest
performance for this task. The highest performance with the Epsilon-Greedy algorithm (e = 0.7)
reached 87% of the performance achieved by exhaustive search, with 50% fewer iterations than the
benchmark. The performance increased to 91.5% using Decaying Epsilon-Greedy algorithm, with 73%
less number of iterations than the benchmark.

Keywords: reinforcement learning; Q-Learning; image thresholding; e-greedy strategies

1. Introduction

Agricultural robots exist to perform a variety of tasks, such as harvesting, trimming, transplanting
and cultivating. Recently, a lot of research has been done on harvesting robots due to the lack of skilled
workforce to do manual harvesting and an increase in salaries [1].

The EU H2020 project SWEEPER (G.A. 644313) (http:/ /www.sweeper-robot.eu) [2-4] aims at
brining the first generation of sweet pepper harvesting robots onto the market. Due to the dynamic and
unstructured nature of greenhouse environment, the fruit detection part is very challenging. Several
types of sensors and methods are suggested, see [5,6] for reviews. This paper proposes a new approach
for yellow pepper detection from images of greenhouse environments. The proposed approach does
not suffer from subjective tuning of parameters, and can therefore be used also in other application
domains involving dynamic environments. In the SWEEPER project the developed method is intended
to be used to detect sweet pepper fruits and to guide the arm towards the fruit using visual servoing.
Figure 1 shows a block diagram of how this work fits into the developed robotic harvesting system.
A pepper detection module outputs the location of all detected fruits in image coordinates to the visual
servoing routine, which selects one of the fruits and computes the Apose required to move the selected
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fruit to the center of the camera image. This value is added to the current pose and sent to a motion
planner that guides the arm to the desired position.
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Figure 1. The developed image segmentation technique is designed to be part of a robotic system that
guides the robotic manipulator towards a detected fruit using visual servoing.

Despite intense research on harvesting robots and recent improvements, the performance of
these robots are not sufficient compared to manual harvesting [7]. For fruit harvesting robots,
one bottleneck is the fruit detection algorithms; Bac et al. [8] reported state of the art detection rate
being 85% in their 2014 review. Fruit detection is a complex task due to the demanding agricultural
environmental conditions. Different light conditions, unstructured and dynamic surrounding
environments, and occlusions significantly affect the performance of detection algorithms. Image
segmentation is one of the most difficult low-level image analysis tasks [9,10] and a critical step
in many computer vision operations, such as feature extraction, object detection, and recognition.
The main objective of segmentation is separating background and foreground to extract the regions
of interest in the image. Despite the variety of existing methods for image segmentation with
promising performance, it is still not proven that these methods can be used in diverse applications [11].
In these methods, the key parameters are manually tuned by system designers using trial and errors
approaches, and the parameters cannot be adapted to environmental changes. Therefore, changes of
the environmental conditions result in degraded performance. Shadows, light intensity and occlusions
are some sources of changes in the environment.

A common method for segmentation is image thresholding. Considering the unstructured
environment in a greenhouse and that the background and foreground features are similar, it is
challenging to find the optimal threshold. Literature in computer vision demonstrate that pre-selected
thresholds fail to correctly segment the image in most applications [10,12]. Therefore, adaptive
thresholding has been used in many vision based agricultural applications, where the threshold is
changed adaptively based on illumination conditions [13-15].

This paper introduces a novel method for a global adaptive image thresholding based on
reinforcement learning (RL). Recently, RL has been used for a variety of image processing tasks
such as image thresholding and object recognition. RL is based on interaction with the environment
and analysis of a received numerical reward signal. It is different from supervised learning, which
uses training examples provided by an expert supervisor. In many applications it is not possible to get
enough examples to cover the entire parameter space, and it is more beneficial to learn from experience.

Shokri and Tizhoosh [16] trained an RL agent to learn the optimal weights of thresholds delivered
by several thresholding algorithms, and use the fused thresholds to segment the image. Bhanu
and Peng [17] introduced an image segmentation method that learns segmentation parameters
using connectionist reinforcement learning technique based on environmental conditions. Peng and
Bhanu [18] also used RL to create a mapping from input images to the parameters used for the
segmentation of corresponding images in training step. An RL agent was trained for threshold tuning
by Sahba and colleagues [19]. Additionally, RL has been used for maximum entropy thresholding,
with reduced computational concerns [20]. Moreover, it is shown that it is beneficial to use RL for
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classification of objects [18,21]. Reinforcement learning has also been used in many other applications,
such as web applications [22,23], control and management problems [24,25], and also in grid and cloud
computing [26,27].

The rest of this paper is organized as follows: Section 2 summarizes image thresholding and
segmentation quality measures; In Section 3 the proposed method is described; In Section 4 training and
testing procedures are discussed and the experimental results are presented in Section 5; Conclusions
and future work are presented in Section 6.

2. Image Thresholding

The goal of image segmentation is to divide an image into multiple segments in order to simplify
further image analysis such as feature extraction, object detection and object recognition. One of the
most common segmentation methods is thresholding, which splits an image into foreground and
background [28-30] where the foreground contains the object of interest. A common thresholding
technique is to first convert the RGB image to HSI or HSV color space [28] and then perform
thresholding [31,32]. This decreases the effect of illumination changes in the image. A lower and
upper threshold, different for hue and saturation images, determine which pixels are considered as
background or foreground. A pixels is regarded as foreground if it is within the threshold window of
both hue and saturation.

In this work, we use an RL-based technique to adaptively find thresholds for hue and saturation
images such that it results in an optimally segmented image.

2.1. Segmentation Quality

A critical part in RL is the reward function, which in our case reflects the segmentation
quality. To compute segmentation quality, two measures are introduced [33]: segmentation-overlap and
segmentation-efficiency as illustrated in Figure 2. Segmentation-overlap is defined as the ratio between
the number of pixels in the overlapped region (A) (i.e., pixels common to the segmented region
(D) and the labeled region (E)) and the total number of pixels in the labeled region (E). It indicates
how large area of the labeled pepper is segmented. For example, if the segmentation overlap is 0.9,
then 90% of the pixels labeled as pepper are also segmented. Segmentation-efficiency is defined
as the ratio between the number of pixels in the overlapped region (A) and the total number of
pixels in the segmented area (D). It indicates how large part of the segmented area is labeled as
pepper. For example, if the segmentation-efficiency is 0.8, then 20% of the segmented region covers
the background and not the pepper. The performance measurements are within the range [0, 1].
The average of segmentation-overlap and segmentation-efficiency is used as a measure of segmentation
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Figure 2. Segmentation-overlap and segmentation-efficiency is used to compute segmentation quality.
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The highest segmentation quality is achieved where both segmentation-overlap and
segmentation-efficiency are 1, meaning segmented and labeled regions overlapped completely.
High segmentation-overlap and low segmentation efficiency means that the segmented region covers
a large part of the pepper, while only a small part of the segmented region contains parts of the pepper.
Low segmentation-overlap and high segmentation-efficiency means that that the segmented region
covers only a small part of the pepper, while a large part of the segmented region contains parts of
the pepper.

3. Reinforcement Learning-Based Thresholding

A straightforward method to achieve optimal thresholds is to use trial and error. That is, testing
different thresholds until the objective level of similarity between segmented image and labeled image
is achieved. A problem with this is that it uses an excessive amount of computational resources [18].
Using reinforcement learning can speed up the process of finding the optimal threshold. Reinforcement
learning (RL) works through iterative interactions with the environment based on trial and error [34].
In RL, the learning environment is formulated as a Markov Decision Process (MDP) described by
a tuple (S, A, T, R) where S is the set of environment states, A is the set of possible actions, T is the
transition function specifying the transition probability of each state s by taking action a, and R is
reward function which defines the reward of transition from state s to a new state by taking action 4.

In this work Q-learning [34], a well-known algorithm in the class of Temporal Difference,
was chosen to be applied to the problem of adaptive image thresholding.

Since in this work transition and reward function are non-deterministic, it is essential to
represent the environment in a non-deterministic way. The agent updates state-action values in
a non-deterministic environment as follows:

Q(s,a) «— (1 - a)Q(s,a) +afr + ymax Q(s',a’)] @)
1
‘= 1+ Nsg (3)

where « is the learning rate and Q(s, ) is the learned state-action value for a given state s; and action
ar at time t. 7y € [0,1] is the discount factor that defines the importance of future rewards and r is the
reward value. If the discount factor is set to 0 the agent only considers the immediate reward, while if
the value approaches 1, the agent focus on the long term reward.

Equation (3) defines the learning rate (¢ in Equation (2)) in a non-deterministic environment [35]
where 1,4 is the total number of times the tuple (s, a) has been visited. Using Equations (2) and (3),
updates of Q-values are made more gradually than in the deterministic case [35]. If the value of «
in Equation (2) is set to 1 it would be a deterministic case. The & value in Equation (3) reduces as n
increases, therefore, update values get smaller as training continues.

In the proposed method for image thresholding, given an image, the transition function does not
give a new state but instead output a new form of the image. This is motivated by the n-armed bandit
problem [34]. In this framework, the current state in Q-table is affected only by the previous visits of
this state (first order MDP). Therefore, Equation (2) is modified as:

Q(s,a) +— (1—a)Q(s,a) —i—oc[r—l—'yn}lz;le(s,a’)]. 4)

In the rest of this section we describe our approach based on reinforcement learning for
image thresholding.

3.1. Proposed Algorithm

The pseudo-code of the method is presented in Figure 3. In this approach, for each input
image, initially hue and saturation features are extracted to find the state of the image. Then, an
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action (threshold) is selected and applied to the image to segment it. The process followed by
comparing the segmented image with the ground truth (labeled image) to measure the segmentation
quality. The quality measure g (Equation (1)) is used as a reward function to update the Q-table using
Equation (4). The whole process continues until it reaches the convergence condition (Equation (8)).
The structure of the proposed approach is also illustrated in Figure 4.

Adaptive thresholding
Set the learning rate and discount factor parameter
While the convergence condition has not been reached:
Retrieve the RGB image |
Convert image [ to HSV colour space
Extract the feature vector from the HSV image
Determine state §
Choose action @ among all possible actions for state § using an exploration-
exploitation strategy (e-greedy, decaying e-greedy, @-value difference)
Segment image [ using action a
Compute reward 1 using Eq. 1
Update the Q-table using Eq. 4

end

Figure 3. The proposed approach for adaptive image thresholding based on reinforcement
learning (RL).

- GE - rate @

Q-Learning

Figure 4. Illustration of the proposed algorithm for image segmentation using Q-learning. For each
image the state is determined and an action is selected to segment the image. Then the segmentation
quality function is used to compare the segmented image with the ground truth to compute the reward
and update the Q-table.

3.2. Image thresholding as an MDP
The tuple elements of the MDP (S, A, T, R) are described as follows in our approach.

3.2.1. States

In this work, states are the representations of images. There are different methods of defining
states using various image features. We converted the RGB image to HSV color-space, and then features
are extracted from hue H and saturation S histograms. Extracted features include mean 1, skewness s
and kurtosis k of both H and S. The result is a feature vector of 6 dimensions (H,,, Hs, Hy, S, Ss, Sk)
which can highly discriminate between images. The method used for feature extraction is shown



Robotics 2018, 7, 11 6 of 16

in Figure 5. We used a k-means clustering algorithm on the values of each feature in the feature
vectors and extracted centroids of feature clusters [18]. The state of MDP is defined by a 6-tuples
(CH,, CH,,CH,,Cs,,, Cs,, Cs,) where each element is the value of the cluster centroid associated with
the corresponding feature element in the feature vector. Therefore, centroids are used as the elements
of the state tuple instead of using the actual values of the features. The k value (number of clusters)
in k-means defines the the number of rows in Q-table and in this work k = 5 is used. The clustering
technique reduces the possible states of the system to discrete levels, reducing the size of Q-table and
thereby reducing the number of required iterations for exploration of the search space and accordingly
decreasing the training time.
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Figure 5. Feature extraction approach for state definition.

3.2.2. Actions

At each step of learning, the agent takes an action that affects the environment. The action set
must provide the ability of optimizing states of the environment [34]. In this work the goal of the agent
is to achieve the highest reward by finding the optimal hue and saturation threshold for an image.
Each action is a vector including four parameters: { Hy,in;, Hiax, Smin, Smax }, where Hyax > Hyip and
Swmax > Smin- Each parameter can have a value in the range [0,0.05,0.1, ..., 1] resulting in 210 possible
actions per image.

3.2.3. T Function

In RL the T function usually returns a new state s’ for a given state s and actiona (T : (s,a) — §').
However, in this work the T function instead returns a new representation of the image; a segmented
image. Applying the same action to different images at the same state (centroids of feature clusters)
results in different segmented images as shown in Figure 6, and consequently dissimilar rewards.
Therefore, in this work the T function is non-deterministic.

After applying the selected action, the process continues with comparing the segmented image
with the labeled image, then segmentation quality (reward) is computed, and lastly the Q-table is
updated. After this, a new iteration begins by taking a new image from the database.
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3.2.4. R Function

The RL agent learns to select the optimal action (threshold) which maximizes the reward for the
states of the environment (image features).

In this work, the reward function is defined as an objective function and returns a reward value
which represents the similarity between the binarized and the labeled image as described in Section 2.1.
The reward function is non-deterministic as it cannot be assumed that taking the same action for two
different images in the same state results in the same reward value [35]. As an example, Figure 6 shows
three different images within the same state resulting in different reward values when applying the
same action.

Labeled

Segmented

(c)

(e} ()

(h) (i)

Figure 6. Left (a,d,g): three different images from the database which belongs to the same state
(centroid); Middle (b,e,h): segmentation result of applying threshold (H,,;;;=0.1, Hy;;ax=0.2, 5,,,,,=0.5,
Smax=1) on the input images, resulting in segmentation quality g = 0.09, 0.12 and 0.15 for (b,e,/h),
respectively; Right (¢ f,i,): manually labeled images of yellow peppers used as ground truth.

3.3. Exploration-Exploitation Strategy

During the learning process there are mainly two strategies to select actions: exploration
and exploitation. With exploration strategy, the agent takes different actions randomly and with
exploitation, the agent takes the actions with the highest Q-value in the current state. An important
challenge in RL is balancing the ratio of exploration and exploitation to enhance the performance of
learning. The ratio has a large effect on learning time and RL algorithm performance.

Selecting an extreme number of actions based on exploration strategy may lead to not finding the
maximum short-term reward since the actions with the highest reward might not be discovered. On the
other hand, exploiting an undiscovered environment may also results to not finding the maximum
long-term reward, as the selected actions may not be optimal.

There are many different approaches to balance the ratio of exploration-exploitation in RL, e.g.,
utilize counters [36], model learning [37], reward comparison [38], softmax [34], and e-greedy [34,39].
Most often, e-greedy method is selected since it is not required to memorize any exploration specific
data and also in many applications it achieved near optimal results [40].

In this paper, we compared three different exploration-exploitation strategies including
epsilon-greedy algorithm, decaying epsilon-greedy algorithm and Q-value difference measurement,
which are described below.
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3.3.1. Epsilon-Greedy Algorithm

Epsilon-greedy (e-greedy) is a method for selecting actions which uses an extra value, epsilon.
At each step, a randomly generated value is compared with epsilon. If it is smaller than epsilon,
then a random actions is selected (exploration). Otherwise, the action with maximum Q-value is
chosen (exploitation). Q-learning continues learning until it reaches the convergence criterion or
reaches the bounded number of learning iterations. In this work the e-greedy algorithm is used with
€=02,05and 0.7.

3.3.2. Decaying Epsilon-Greedy Algorithm

Despite the fact that e-greedy is broadly used for action selection and results in high performance,
this method still lacks adaptation of the exploration-exploitation ratio during the learning progress.
Therefore, in this work, in addition to classical epsilon-greedy method with hand tuned epsilon value,
the decaying epsilon-greedy strategy was also tested for balancing the exploration-exploitation ratio.

Decaying e-greedy method starts with a high exploration rate and reduce it at each time step.
Thus, the agent is more favored towards exploring the environment at the beginning of learning. As the
agent gets more knowledge about the environment, the exploitation rate increases resulting in small or
no changes in Q-values. Figure 7 shows an example of the Q-values during the learning process.

Convergence
80 T T & T
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50}~ -
(]
=
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g
301~ .
201~ =
10II |
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0 5 10 15 20 25 30 35 40 45 50
Updates

Figure 7. Q-values during the learning process for a state-action pair using decaying e-greedy strategy.
Since at the beginning of the learning the number of exploration is high, changes of Q-values are large.
As the process continues the exploitation rate increases, which results in more stable trend in Q-values.

3.3.3. Q-value Difference Measurement

Rather than e-greedy and decaying e-greedy strategies, we propose a method to switch between
exploration and exploitation strategies adaptively.

Since in the beginning of a learning process the long term value of a state-action pair, Q*(s, a),
is unknown, thus we assume that the current Q-value of the selected action for the current state is
the estimated value (Q*(s,a) = Q(s,a)). If the difference of current and previous Q-values is small
enough, then it is near to the estimated value Q*(s, a).
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We use a measurement of Q-value difference, AQ, as a parameter for switching between
exploration and exploitation:

AQ(s,a) = |Qi(s,a) — Qi—1(s,a)| 5)

where i is the current iteration. We store AQ during the progress and analyze it for the current
state-action pair.

An ideal process reduces AQ for each iteration, however, sometimes it increases. Figure 8
demonstrates an example of AQ changes for a state-action pair in the learning process. To prevent from
switching between exploration and exploitation when AQ is small, we consider also the neighboring
AQ values by defining a sliding window with size m = 5.

If the average of current five consecutive AQ is larger than the average of previous five consecutive
AQ, then the strategy switches from exploration to exploitation. It means that the Q-values are not
getting closer to Q*(s, a), thus, we switch the strategy to exploitation to select the best action based
on the current knowledge of the environment for the current state. Then, similar to the e-greedy
algorithm, the action selection strategy switches to exploration. The whole progress continues until
the proposed convergence condition of the RL method is met.

30

25

e
o

Q-value difference
[
w

10

30 35 40 45 50

25
Iteration

Figure 8. Q-value differences AQ of a state-action pair as a function iteration numbers during the
learning process until it reached the convergence condition. AQ generally decrease as the process gets
closer to the convergence.

3.4. Convergence

In general, RL might require tens of thousands of iterations before converging. As an example,
Mitchell et al. [35] showed that the Tesauro’s TD-GAMMON needed 1.5 million of backgammon games
iterations before it converged. It has been proven that the RL converges faster by reducing the learning
rate « during the learning process. The choice of « in this work as in Equation (3), is proven by Watkins
and Dayan [41] to meet the convergence conditions. In this paper we propose to stop the training
when a criterion based on the expected return of the selected actions is satisfied.

One method to evaluate performance of the selected action in RL is to compute the difference
between the expected return of the selected action and the optimal action [42], called expected error.
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This attribute has been investigated by Littlestone [43] and Kaelbling [42]. Kaelbling defined the
expected error of an action 4 for a given state s, error(s, a), as:

error(s,a) = Q(s, ) — Q(s,) ©

) is the expected return of the optimal action and Q(s, ) is the expected return of the

/
opt

where Q(s, 5,

selected action a. The expected error, error(s,a), for selecting optimal action (2 = a
non-optimal action error(s,a) > 0.

During the learning process, the expected error of the selected actions decrease as it gets nearer to
the optimal action. This means that the difference of expected errors between consecutive iterations
will be reduced. We propose a convergence measurement to stop the training based on the difference
of expected errors in n consecutive iterations in a state:

)is 0, and for any

i
Y. lerror(s,aj_1) — error(s,a;)| < 6 (7)
j=i—n+2
where i is the current iteration in state s and 0 is a chosen threshold. Expanding and solving Equation (7),
results in:

i
Y. 1Q(s,a) — Q(s,a_1] <. ®)
j=i—n+2
If the condition in Equation (8) is satisfied, the training is stopped. In the proposed method we use
n = 10, to assure that the difference between expected error of selected actions is stable, and 6 = 0.2.

4. Training and Testing

An important characteristic distinguishing RL from other learning methods is that it uses the
results of the training process for evaluation of the selected actions rather than using pre-training
information about the correct action (output) [34]. This distinctive feature of RL creates the need of
searching for a suitable action.

In this work a dataset with 170 labeled images of peppers in a greenhouse environment was used.
The images were split into training and testing sets using 5-fold cross validation. For each image in
the training phase, we first extract features to determine state of the image (see Section 3.2.1). Then,
the agent using an exploration-exploitation strategy selects an action (threshold) and segments the
image. The process continues by comparing the segmented image with the ground truth to compute
the reward value (see Section 2.1). Afterward, the Q-table is updated using Equation (4), and the agent
checks if the convergence condition is met. Images in the training set are repeatedly fed into the system
until the convergence condition is met. At each time step in the training phase the action with the
highest Q-value for each state can be found, called greedy action [34].

The testing phase starts when the RL method has converged. It begins with extracting features of
an image to define the state in the Q-table. Then, the action with the highest Q-value for the defined
state is selected as the optimal threshold. So, in testing phase we are exploiting the knowledge of the
agent from action values by selecting the greedy action based on the input image.

In the next step, the segmented image using greedy action is compared with the ground truth to
determine how good is the selected threshold.

5. Experimental Results

The proposed RL-based method was evaluated using different exploration-exploitation strategies
as presented in Section 3.3. The performance of the proposed strategies was compared with each other,
to a benchmark, to a strategy which selects actions randomly, and also with a standard optimization
method. In this work, the benchmark is an exhaustive search on all actions to determine the best
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possible threshold for each image. Since 5-fold cross validation was used to split the data set
to training and testing sets, the results are presented as an average of performance on five sets
of test images. In Table 1 the average of the quality measurement (Equation (1)), g, normalized
performance, P,, and required number of iterations for each exploration-exploitation strategy are
shown. The normalized performance P5"" of a strategy str is computed as:

str

P = ©)
where ¢°*" and ¢""* are the measure of segmentation quality from Equation (1) for a strategy str and

the benchmark bmk respectively. Figure 9, demonstrates the normalized performance of each fold of
test images for all strategies.

Performance Comparison of Exploration-Exploitation Strategies
100
20 o Q 2] o

60

Performance (%)

40

20

Decaying Epsilon-Greedy  Q-value Difference  Epsilon = 0.2 Epsilon = 0.5 Epsilon = 0.7 Benchmark

Figure 9. Normalized performance P, (Equation (9)) of different exploration-exploitation strategies for
each fold of cross validated test data. For comparison, the normalized performance of the benchmark

(100%) is also presented. The same color of circles in different methods shows that they belong to the
same fold of the test images.

Table 1. Average performance of the proposed method with different exploration-exploitation strategies

and required number of iterations. g is the quality measurement (Equation (1)) and P, is the normalized
performance (Equation (9)).

Exploration-Exploitation Strategy q P, #Iterations
Decaying Epsilon-Greedy 634%  91.5% 9567

Q-value Difference Measurement  55.7%  80.3% 8947
Epsilon-Greedy (e = 0.2) 52.2%  75.3% 4122
Epsilon-Greedy (e = 0.5) 56.7%  81.8% 9081
Epsilon-Greedy (e = 0.7) 60.3%  87.0% 17,751

Randomly Selected Actions 39.6%  57.1% 9567
Optimization Method 53.6%  77.4% 9567

Benchmark (Exhaustive search) 69.3%  100.0% 35,700

In this work we consider number of iterations as the computation cost for an exploration-

exploitation strategy. However, to select the best strategy we have to also consider performance
of a strategy.
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As depicted in Table 1, the novel exploration-exploitation strategy, Q-value difference
measurement (QM), reached 80.3% of the performance achieved by the exhaustive search, with 75%
less number of iterations than the benchmark. The performance increased to 87.0% using e-greedy
algorithm (€=0.7), with 50% fewer required iterations compared to exhaustive search. Despite the fact
that the performance increased by 6.7 percentage point (p.p), the e-greedy needs twice the number of
iterations for convergence in comparison to the QM algorithm.

Decaying e-greedy strategy enhanced the performance to 91.5% of the benchmark, with 73% fewer
iterations. This algorithm improved the performance by 11.2 p.p in comparison to the QM strategy,
with similar number of iterations. It had slightly better performance than the e-greedy strategy (e = 0.7)
while requiring 46% fewer iterations.

Comparing the QM strategy with the e-greedy algorithm with € = 0.2, indicates that QM
method increased the performance by 5%, however, the e-greedy algorithm converged with 54%
less iterations. The QM strategy and e-greedy with € = 0.5 had both similar performance and number
of iterations. The QM strategy reached 92.0% of the performance of the best e-greedy (¢ = 0.7) with
50.0% fewer iterations.

Considering only the computation cost, e-greedy with € = 0.2 converged using the least number of
iteration, while also having the lowest performance of the proposed exploration-exploitation strategies.
On the other hand, since decaying-e-greedy strategy has similar computation cost as QM and e-greedy
with € = 0.5, lower cost in comparison to e-greedy with € = 0.7 and the benchmark, and also providing
the highest performance among all strategies we select it as the best strategy in this work.

To check whether the RL methods is performing better than chance, we randomly selected actions
for the same number of iterations as the best exploration-exploitation strategy. The results showed that
randomly selected actions performed lower than any of the proposed RL methods.

Further, for the evaluation purpose, we compared the RL results with an optimization method by
Jones [44]. This optimization approach is designed for finding the global minimum using Lipschitzian
optimization which works without derivatives. We used a MATLAB implementation by Bjorkaman [45]
for the tests. The optimization algorithm selected thresholds for the same number of iterations as the
decaying e-greedy algorithm. As it is shown in Table 1, the optimization method results to 14.1 p.p
lower performance than the decaying e-greedy algorithm and comes in fifth place, beating only
e-greedy (¢ = 0.2) and random search.

With an input image of size 1600 by 1200 pixels, each iteration of the proposed algorithm took
on average 85 ms with an Intel(R) Core(TM) i7 CPU, 3.40 GHz, 16 GB RAM computer. Each iteration
includes, RGB to HSV conversion, extracting features and computing the centroid, selecting a threshold
based on the exploration-exploitation strategies, measuring the segmentation quality, updating the
Q-table and computing the convergence measurement.

For illustration, the results of applying an optimal threshold which is selected by decaying
e-greedy algorithm and exhaustive search respectively to three different images which belongs to the
same state (centroid) are presented in Figure 10 (see Figure 6 for the result of applying a non-optimal
threshold to the same images). The optimal threshold selected by decaying e-greedy algorithm was
{Hpin = 0.1, Hyax = 0.2, Spyiyy = 0.35, Spuax = 1} with normalized performance P, = 87%, 92% and 96%
for (b), (e), and (h) respectively.
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Segmented (Decaying s-greedy) Benchmark (Exhaustive search)

¢

(i)

Figure 10. The result of applying the optimal threshold selected by decaying e-greedy (middle column
(b,e,h)) and the benchmark (right column (c,{,i)) algorithms to three different input images (a,d,g))
which belongs to the same state (centroid). Normalized performance P, = 87%, 92% and 96% for
(b,e,h) respectively.

6. Conclusions and Future Work

Reinforcement learning is a promising method for autonomic solutions in many problems.
In this work we present a reinforcement learning-based method for image thresholding. Besides
the conventional exploration-exploitation strategies, a new strategy based on Q-value differences
is introduced. Additionally, a convergence method based on the difference of expected errors in n
consecutive iterations in a state is presented. The performance of the proposed method with different
exploration-exploitation strategies are compared to the benchmark, an exhaustive search on actions
(thresholds) for each image, and also to an optimization algorithm.

The highest performance was achieved by using the decaying e-greedy algorithm. The results
showed that the performance was 91.5% of the exhaustive search with 73% fewer iterations
(computation cost). The best e-greedy method (e = 0.7) decreased the performance and converged
slower. The proposed Q-value difference measurement method achieved 80.3% performance of the
benchmark with 7% fewer iterations than the decaying e-greedy algorithm. This shows that the method
needs further improvements to outperform conventional exploration-exploitation strategies.

Results of comparing the segmented images using the proposed segmentation quality method,
show that it is capable of determining the difference between segmented images based on the overlap
with background and foreground areas. It verifies that the proposed algorithm is an accurate method
to compute the reward values in this work. Moreover, comparing results of the decaying e-greedy,
Q-value difference measurement and e-greedy (¢ = 0.5) methods to the optimization algorithm
demonstrated that RL methods achieved higher performance with similar number of iterations.
It shows that the proposed RL algorithm is a reliable approach for adaptive image thresholding.

Convergence of Q-learning in a non-deterministic environment, like in this work, is expensive.
Results demonstrated that the proposed method for convergence reduced the required number of
iterations by a significant number (73% for decaying e-greedy).

The system is designed to adaptively segment images of yellow peppers and results of the
proposed RL method indicate that it is capable of selecting a near optimal threshold for each image
from varying environmental conditions of real working scenes. The system can be trained to adaptively
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segment images of fruits with any color and not only yellow peppers. The fruit segmentation
algorithms presented in this work can be integrated in the the sweet pepper harvesting robotic
system developed in the SWEEPER project to enhance the fruit detection capabilities, especially during
the visual servoing phase.

As future work, a neural network will be incorporated into the proposed method for learning
the Q-values. The integrated network will be trained for each state, in which the inputs are the state
actions, and the output is the set of generated Q-values for each state-action pair. In other words, the
neural network will be used instead of a Q-table for storing the Q-values. It will considerably reduce
the search time inside the Q-table when the size of Q-table is large. Also, Improving the performance
of Q-value difference measurement algorithm using different methods of comparing the neighboring
AQ for switching between exploration and exploitation will be subject to future studies. Moreover,
we will define an additional RL algorithm to determine the best set of features to be extracted from the
segmented images. In this method, states would be a definition of the segmented images and actions
can be described with different feature sets that would be used for classification of the segmented
objects. Furthermore we intend to compare the method to existing methods for local thresholding.
The efficiency of RL as search method will also be compared with stochastic gradient methods.
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