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Abstract: In the rapidly evolving domain of conversational agents, the integration of Large Language
Models (LLMs) into Chatbot Development Platforms (CDPs) is a significant innovation. This study
compares the efficacy of employing generic and fine-tuned GPT-3.5-turbo models for designing
dialog flows, focusing on the intent and entity recognition crucial for dynamic conversational inter-
actions. Two distinct approaches are introduced: a generic GPT-based system (G-GPT) leveraging
the pre-trained model with complex prompts for intent and entity detection, and a fine-tuned GPT-
based system (FT-GPT) employing customized models for enhanced specificity and efficiency. The
evaluation encompassed the systems’ ability to accurately classify intents and recognize named
entities, contrasting their adaptability, operational efficiency, and customization capabilities. The
results revealed that, while the G-GPT system offers ease of deployment and versatility across various
contexts, the FT-GPT system demonstrates superior precision, efficiency, and customization, although
it requires initial training and dataset preparation. This research highlights the versatility of LLMs
in enriching conversational features for talking assistants, from social robots to interactive chatbots.
By tailoring these advanced models, the fluidity and responsiveness of conversational agents can be
enhanced, making them more adaptable and effective in a variety of settings, from customer service
to interactive learning environments.

Keywords: large language model; dialog model design; conversational agents; chatbot; chatbot
development platform; intent classification; entity recognition

1. Introduction

In this modern era marked by significant strides in artificial intelligence, the emergence
of virtual assistants, chatbots, and conversational agents has fundamentally altered the
engagement with digital platforms. These technologies, which are characterized by their
ability to deliver immediate and personalized responses, have greatly enhanced user
interactions. The development of such systems typically falls into two distinct categories:
rule-based systems and those that harness the power of artificial intelligence, particularly
through machine learning algorithms [1].

Among the variety of tools available for crafting these conversational interfaces, third-
party Chatbot Development Platforms (CDPs) are particularly noteworthy. These platforms
skillfully blend machine learning techniques, including intent and entity recognition, with
rule-based frameworks to facilitate sophisticated Natural Language Understanding (NLU).
Despite their utility, reliance on third-party solutions often introduces constraints that
hinder flexibility and autonomy in chatbot development [2].

1.1. Background

In the realm of conversational AI solutions, prominent CDPs, such as DialogFlow
(https://cloud.google.com/dialogflow. Last accessed: 26 March 2024) (Google), IBM
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Watson Assistant (https://cloud.ibm.com/catalog/services/watson-assistant. Last ac-
cessed: 26 March 2024), Microsoft Bot Framework (https://www.botframework.com/.
Last accessed: 26 March 2024), and Amazon Lex (https://aws.amazon.com/es/lex/. Last
accessed: 26 March 2024) stand out as potent NLU platforms. These platforms, being third-
party systems, provide user-friendly interfaces for the creation, design, and deployment
of chatbots, conversational agents, and virtual assistants. They are acclaimed for their
comprehensive features, facilitating the construction of interactive and efficient virtual as-
sistants applicable in various sectors, including education [3], healthcare [4,5], early disease
detection [6], and addressing recommendations, support queries, and other services [7,8].
Their adaptability and integration capabilities render them favorable options for entities
aiming to develop conversational interfaces across diverse channels, industries, and fields.
Similar open-source platforms are available for this purpose, for example Rasa [9], which
has been used in areas such as e-healthcare support [10,11] and workflow management
systems [12].

As the fundamental foundation of social assistants, from chatbots to interactive avatars
and social robots, the ability to carry on conversations and verbal communication plays a
key role. This capability not only improves accessibility and usability, but also enriches the
user experience, enabling more natural and human interactions. In particular, the integra-
tion of advanced language models and third-party CDPs has proven to be fundamental
to equip these assistants with communicative skills for social assistance. For example,
chatbots integrate these kinds of platforms for providing conversational support in health
care issues [6,11], or making clothes recommendations [7]. Social robots also incorporate
these conversational skills, especially in home health assistance and companionship [5,13].
Other types of talking assistants, such as voice and virtual assistants, use their dialog
capabilities to help users with common, everyday tasks, such as preparing for exams [3] or
paying in online stores [8]. In all these contexts, the assistants social component is critical
to perform their tasks and interact with their users.

1.2. Motivation

In this regard, third-party CDPs provide a framework for creating conversational
experiences. These platforms facilitate the rapid deployment, customization and integration
of conversational skills into social assistants. However, despite their extended use and
their advantages, these platforms have limitations such as dependency on specific intent
recognition providers, leading to potential vendor lock-in situations, especially concerning
the natural language engine and its training constraints. Additionally, these platforms
often lack the necessary abstraction mechanisms for seamless integration with external
platforms that an organization might need to engage with [14]. They are designed to
provide non-expert, user-oriented tools for rapid chatbot deployment, which might render
them rigid (https://www.chatbots.org/dialogflow. Last accessed: 15 September 2023) and
inadequate for expert developers.

Parallel to CDPs, pre-trained Language Models (PLMs) (based on transformer archi-
tectures) have proven effective in natural language processing (NLP) tasks. In particular,
groundbreaking advancements in the field of AI have emerged in recent years with the
introduction of Large Language Models (LLMs). LLMs are large PLMs that demonstrate
powerful capabilities owing to their scale-up [15]. They represent a significant leap for-
ward, with models such as the Generative pre-trained Transformer (GPT) developed by
OpenAI [16], showcasing exceptional capabilities in text generation, translation, document
summarization, etc. Their ability to understand and produce human language by pro-
cessing a vast corpus of text makes them invaluable in various NLP applications [17,18].
Given their proficiency in NLP tasks, LLMs such as GPT could be instrumental in craft-
ing chatbot dialog flows, highlighting their potential as powerful tools in the domain of
conversational AI.

In response to third-party CDPs limitations, and taking advantage of LLMs, this study
explores the potential of leveraging LLMs, specifically GPT-3.5-turbo, as an alternative
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foundation for CDPs. GPT-3.5-turbo, with its advanced natural language processing (NLP)
capabilities, offers a promising avenue for designing conversational flows that are both
dynamic and adaptable. The goal is to create a development platform that not only meets
the diverse linguistic requirements of various applications, but also empowers developers
with greater control over the system’s configuration. This approach seeks to deviate from
the opaque black-box nature of existing third-party CDPs, helping to achieve a more
transparent and customizable solution.

Through a detailed exploration of the use and effectiveness of GPT-3.5-turbo in dialog
flow design, this study aims to showcase the potential of LLMs in revolutionizing the
landscape of conversational AI. By harnessing the power of GPT-3.5-turbo, it is aimed to
develop a CDP that not only enhances the flexibility and adaptability of chatbot devel-
opment but also offers a more developer-centric approach, ultimately contributing to the
advancement of conversational technology. To further enrich this exploration, two distinct
system bases are proposed for this platform: one utilizing fine-tuning of GPT models and
the other employing the pre-trained model without modification. The fine-tuning approach
involves customizing the GPT model on specific datasets, allowing it to adapt to particular
conversational nuances and domains, thereby enhancing its relevance and effectiveness in
targeted scenarios. This method offers the advantage of tailoring the model’s responses
to better align them with the desired conversational tone and content, leading to more
accurate and contextually appropriate interactions. However, utilizing the pre-trained GPT
model without modification leverages extensive and diverse training of the model across a
wide range of topics and styles. This approach offers broad applicability and generalization
capability, making it suitable for a wide array of conversational contexts without the need
for additional training. This study aims to examine the comparative strengths and potential
applications of both methodologies, providing insights into their practical implications in
the field of conversational AI.

1.3. Related Work

To the best of our knowledge, prior research has not explored the integration of
LLMs for specific functionalities within CDPs. While most existing studies focus on LLMs
powering entire chatbot systems (where the conversational agent is entirely comprised
of an LLM like ChatGPT, as in [19]), there is minimal exploration into their integration
with other conversational components. However, there is some emerging research that
seeks to leverage both rule-based systems and LLMs, which attempts to take advantage of
the potentials of both rule-based intelligent chatbots and LLMs to create a kind of hybrid
conversational system [20].

In terms of comparing the performance of generic versus fine-tuned LLMs within
conversational systems, the literature shows some analysis in other domains. For instance,
studies have comparisons of generic and fine-tuned BERT [21] models for tasks like analyz-
ing humanitarian data in an ethically conscious manner [22] and predicting stock prices [23].
There are also discussions on the methodologies of fine-tuning LLMs, comparing various
approaches and their outcomes against other fine-tuned LLMs [24]. However, there is a lack
of direct comparisons between generic pre-trained models and their fine-tuned versions in
the context of NLP tasks for creating domain-specific conversational agents. This absence
suggests a significant opportunity for investigation into how these two approaches could
be tailored to enhance conversational AI.

1.4. Organization

The document is organized as follows: Section 2 introduces the three primary stages of
the system and the methodologies applied. In Section 3, the findings are displayed and their
importance with respect to the objective is discussed. Section 4 provides a comprehensive
interpretation of these results and their wider implications. The document concludes with
Section 5, which summarizes the research objectives and significant contributions.
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2. Materials and Methods

Most of the most commonly used CDPs includes three basic components for crafting
dialog flow:

• Intents : These are the underlying objectives behind a user’s query or message, essen-
tially driving the assistant’s responses and steering the direction of the conversation.

• Entities: These refer to specific concepts, objects, or pieces of information relevant
to the model derived from the user input. Recognizing entities allows for tailored or
more nuanced services.

• Dialog Nodes: Often represented as graphs or trees, these nodes shape the route,
progression, or framework of the conversation. They are usually represented by
conditional statements that include intents and entities, and, if met, the response
contained in the node is returned.

Together, these elements form the backbone of dialog flows, empowering developers
to craft complex conversational sequences by linking user inputs to corresponding outputs.
CDPs leverage Natural Language Processing (NLP) and machine learning to discern
user intents, extract entities, and navigate through dialog nodes to formulate appropriate
responses (Figure 1).

Figure 1. Process of response generation in a Chatbot Development Platform. In the system, the
objective is to perform intent classification and entity recognition via GPT models. It differentiates
between two approaches, V1 utilizing a generic pre-trained GPT and V2 employing two fine-tuned
GPT models. Both versions are compared and discussed in this paper.

Thus, to design a chatbot development platform, three main processes are required:
intent detection, entity extraction, traversal, and evaluation of dialog node conditions to
generate a response.

Several solutions arise to address this problem by using LLMs, the most straight-
forward of which is to utilize the substantial context power of GPT models to store the
conversational tree and let the LLM itself perform intention detection, entity extraction,
dialog node traversal. However, this is not a viable solution, given that conversational
trees in practice can have a substantial size; the context of GPT models would quickly “lose
memory”, forgetting nodes when its context capacity becomes full. Furthermore, regardless
of the number of nodes, this would inevitably occur, as user requests also begin to become
part of the context. On the other hand, the base GPT-3.5-turbo models have an associated
cost and a maximum number of tokens in the requests; therefore, it is not advisable to
perform inference and requests with too much context, both because of the time and cost
involved in each query.
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In fact, considering the flow described in Figure 1, the most complex natural language
processing tasks in this type of system are intent detection and entity extraction. The
remainder is essentially a graph traversal in which certain conditions are evaluated (based
on the detected intent and entities), and a predefined response from the dialog tree is
returned. Therefore, the decision was made to dedicate the use of the LLM to the intent and
entity detection processes, whereas the hosting of the conversational tree and its traversal
were performed locally on the machine. Thus, the context and number of tokens in requests
for the GPT models are significantly reduced.

In the forthcoming sections of this paper, the approaches of intent detection and
entity extraction are compared through two distinct methodologies: employing pre-trained
generic GPT models as they are, and fine-tuning GPT models for specific applications (as
shown in Figure 1). For the design of both systems (especially for the list of intentions and
entities to detect, as well as the preparation of the datasets) it is assumed as an example
that the chatbot system will be for a Spanish store, so the intentions and entities to extract
will be related to that subject (appointments, calendars, reservations, events, etc.).

Initially, the utilization of pre-trained generic GPT models without any modifications is
explored. This approach leverage the broad and diverse training of these models, enabling
them to perform intent detection and entity extraction with a high degree of versatility.
Following this, the fine-tuning process is examined, in which GPT models are specifically
adapted to cater to particular datasets.

2.1. Generic GPT Based System (G-GPT)

Pre-trained GPT models are undeniably powerful natural language processing tools,
offering plug-and-play functionality that enables seamless integration into various applica-
tions. These generic models can be leveraged directly with an accurate prompt, thereby
obviating the need for additional training. However, the efficacy of these models relies
heavily on the precision and quality of the prompts used to query them. A well-constructed
prompt not only ensures accurate responses but also enhances the model’s ability to discern
user intent and extract relevant entities effectively.

2.1.1. Prompt Engineering

Crafting a precise prompt for a pre-trained GPT model entails several key aspects to ensure
its effectiveness in fulfilling the intended tasks of intent classification and entity extraction.

• System Context: Begin describes the purpose of the model within the broader system
context, making it clear that the model functions as both an intent classifier and an
entity extractor.

– Intent Classification: Enumerate all possible intents that the model should clas-
sify, ensuring that it outputs exactly one intent.

– Entity Extraction: Specify the entities that need to be extracted. Additionally,
details of any format aspect, such as date representation (modified ISO 8601 for-
mat [25] with the month represented by three letters for enhanced comprehension
and disambiguation).

• Date and time stamp: This includes a date and time stamp within the prompt to
provide a temporal context for dynamic entity extraction. For instance, the model
should understand references like “tomorrow” relative to the current date and time.

• Desired Output Format: Define the desired output format, preferably structured as a
JSON object containing the extracted intents and entities. This format choice aimed to
facilitate the subsequent analysis of the model’s outputs.

• Example of Correct System Functioning: Provide an illustrative example within the
prompt to demonstrate the expected behavior of the model. This example serves as a
reference point for the model to understand its tasks and desired output.
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Leveraging the innate language-understanding capabilities of GPT models, these as-
pects need not be exhaustively explained, allowing for concise yet comprehensive prompts
tailored to the model’s requirements.

Considering these aspects, the final prompt is shown in Listing 1 (552 tokens (https:
//platform.openai.com/tokenizer. Last accessed: 26 March 2024)).

Listing 1. Prompt for the Generic GPT system.

1 Given the user input , a c c u r a t e l y e x t r a c t the s i n g l e most r e l e v a n t i n t e n t from the fol lowing
options : Yes , No, Thanks , Make_Appointment , Know_Operation_Hours , Know_Location , Help ,
Greet ings , Goodbye , Connect_to_agent , or s e l e c t I r r e l e v a n t i f none of the i n t e n t s apply .
In addi t ion to determining the i n t e n t , i t i s c r u c i a l to i d e n t i f y any and a l l e n t i t i e s
present within the query with utmost p r e c i s i o n . The e n t i t i e s to look f o r include ’ sysdate
’ in the format YYYY−Mon−DD ( where ’Mon’ i s abbreviated as Jan , Feb , e t c . ) , ’ systime ’ in
the format hh :mm, and ’ holiday ’ , which r e f e r s to the names of hol idays . The expected
output format i s :

2
3 {
4 " i n t e n t " : " Intent_Here " ,
5 " e n t i t i e s " : {
6 " syst ime " : [ " Time1 " , " Time2 " , . . . ] , // Include mentioned times
7 " sysdate " : [ " Date1 " , " Date2 " , . . . ] , // Include mentioned dates
8 " holiday " : [ " Holiday1 " , " Holiday2 " , . . . ] // Include mentioned hol idays
9 }

10 }
11
12 Each e n t i t y type ( systime , sysdate , holiday ) can have none , one , or mult ip le i n s t a n c e s . I t i s

e s s e n t i a l to capture every i n s t a n c e mentioned in the input . For example , the input [now :
2024−Feb−11 ; 11 : 35 ] with the query ’ are you open tomorrow at 15 : 00 l i k e on halloween ? ’
should y i e l d the fol lowing c o r r e c t output :

13
14 {
15 " i n t e n t " : " Know_Operation_Hours " ,
16 " e n t i t i e s " : {
17 " sysdate " : [ " 2024−Feb−12 " ] ,
18 " syst ime " : [ " 15 : 00 " ] ,
19 " holiday " : [ " Halloween " ]
20 }
21 }
22
23 Use the ’now’ timestamp provided f o r contex t in i n t e r p r e t i n g time − r e l a t i v e terms l i k e ’

tomorrow ’ , ’ yesterday ’ , e t c . This r e f e r e n c e helps in a c c u r a t e l y convert ing r e l a t i v e dates
and times to t h e i r absolute counterpar ts . The current date and time f o r r e f e r e n c e are [

now : 2024−Mar−20 ; 09 : 59 ] .
24
25 Pay s p e c i a l a t t e n t i o n to c o r r e c t l y i d e n t i f y i n g and formatt ing a l l i n s t a n c e s of dates , t imes ,

and hol idays mentioned in the query , as missing any d e t a i l w i l l r e s u l t in incomplete or
i n c o r r e c t e n t i t y e x t r a c t i o n . Ensure t h a t every e n t i t y i s captured in the provided output
format , adhering to the s p e c i f i e d types and formats f o r systime , sysdate , and holiday .

26
27 For example , f o r the input " December 31 s t i s New Year ’ s Eve , we w i l l t o a s t to the new year a t

00 : 01 am" , the c o r r e c t output should include the sysdate ’ 2024−Dec−31 ’ , the holiday ’New
Year ’ s Eve ’ , and the systime ’ 00 : 01 ’ , r e f l e c t i n g the comprehensive i d e n t i f i c a t i o n of a l l
e n t i t i e s mentioned :

The GPT queries use a temperature value of 0. Temperature in natural language
processing controls the randomness of generated text. A temperature of 0 makes the
model deterministic, always producing the same output for a given input, ensuring
consistent results.

2.1.2. Data Preparation

Once the prompt is established, the next step involves creating a dataset to validate the
performance of the model. Two datasets were created to validate the functionalities of both
intent classification and entity extraction within the model (these datasets also serve later as
resources for validating fine-tuned models for the Fine-Tuned GPT-based system, allowing
for a comparison between the two systems). The intent dataset comprises 212 entries, each
containing various user queries paired with their corresponding intent labels (Table 1). The
entity dataset consists of 50 entries containing user queries along with their date and time
stamps, as well as the extracted entities (Table 2). Both datasets are structured in JSONL
format, a choice made to facilitate their reuse in the fine-tuning process of the FT-GPT, as
outlined in Section 2.2.

https://platform.openai.com/tokenizer
https://platform.openai.com/tokenizer
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Table 1. Intent dataset excerpt.

User Query Intent

of course Yes

of course not No

thanks for everything Thanks

farewell Goodbye

can I speak to an agent online? Connect_to_agent

I love Star Wars films Irrelevant

Table 2. Entities dataset excerpt.

Datetime Stamp User Query Entities

2023-Dec-23; 16:30 we meet at 3 a.m. on christmas {‘holiday’: [‘christmas’],‘systime’: [‘03:00’]}

2024-Feb-29; 12:00 tomorrow is Friday {‘sysdate’: [‘2024-Mar-01’]}

2024-Jan-26; 16:00 on Australia Day we go on vacation {‘holiday’: [‘day_australia’]}

2019-Apr-07; 08:00 the party is on the 9th at 3:35 a.m. in the park {‘sysdate’: [‘2019-Apr-09’],‘systime’: [‘03:35’]}

2028-Feb-14; 07:00 in 2030, on March 7, we will be in a flying car like the ones
in Back to the Future {‘sysdate’: [‘2030-Mar-07’]}

2.2. Fine-Tuned GPT Based System (FT-GPT)

In this system version, fine-tuning and few-shot learning are applied. Fine-tuning
is a process by which a pre-trained model is further trained on a specific task or dataset.
The advantage of fine-tuning is that it allows us to leverage the vast knowledge that these
models have already learned from training on a large amount of data, while still adapting
the model to specific tasks or domains. The fine-tuning process involves continuing the
training of the model on a new dataset or task, allowing the model to adjust and optimize its
parameters to perform well on this specific task. In addition, after being trained on a large
corpus of data, few-shot learning is an approach in which the model can generalize and
perform well on a new task after seeing only a few new examples. This approach provides
an effective way to quickly adapt the model to new tasks without extensive training.

To modularize and separate both tasks for better performance, two GPT models were
trained: an intent classifier and entity recognizer.

2.2.1. Intent Classifier

This model operates similarly to a natural-language classifier, identifying different in-
tentions within a text as its categories. In the context of a store assistant chatbot’s dialog, the
recognizable intentions include Yes, No, Thanks, Make_Appointment, Know_Operation_Hours,
Know_Location, Help, Greetings, Goodbye, and Connect_to_agent. Additionally, an Irrelevant
category is included to cover requests that do not fit the aforementioned intentions.

Data Preparation

The initial phase of training the model involved the creation of a training dataset. This
dataset is structured as a JSONL file, containing approximately 100 textual instances for
each intent, as illustrated in Listing 2. Each entry (called ‘message’) is a dictionary in the
conversational chat format since it is required to fine-tune GPT-3.5-turbo models. It consists
of a list of three dictionaries, each corresponding to a specific role:

1. System (“role”: “system”). This role is used to provide instructions or contexts that
guide the interaction between the user and the assistant. Instructions under this role
are for the assistant, not the user, and define how the assistant should behave in the
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conversation in general terms. In the intent classification model, the system content
corresponds to the following sentence:

Classify text intents from the given set: [‘Yes’, ‘No’, ‘Thanks’,
‘Make_Appointment’, ‘Know_Operation_Hours’, ‘Know_Location’, ‘Help’,
‘Greetings’, ‘Goodbye’, ‘Connect_to_agent’, ‘Irrelevant’]. The
model should accurately identify the sole intention present in the
input text.

2. User (“role”: “user”). Represents the inputs or questions posed by the user. These are
the queries or comments to which the assistant must respond.

3. Assistant (“role”: “assistant”). This corresponds to the responses generated by the
assistant (the chatbot) in response to the user’s questions or comments. The assistants’
responses should follow the instructions defined in the system messages. For the
intent classification model, the assistant’s content corresponds to the intent class.

Listing 2. JSONL intent dataset excerpt (PROMPT has been omitted for better readability).

1 { " messages " :
2 [ { " r o l e " : " system " , " content " : SYSTEM_PROMPT} ,
3 { " r o l e " : " user " , " content " : " of course " } ,
4 { " r o l e " : " a s s i s t a n t " , " content " : " Yes " } ]
5 }
6 { " messages " :
7 [ { " r o l e " : " system " , " content " : SYSTEM_PROMPT} ,
8 { " r o l e " : " user " , " content " : " of course not " } ,
9 { " r o l e " : " a s s i s t a n t " , " content " : "No" } ]

10 }
11 { " messages " :
12 [ { " r o l e " : " system " , " content " : SYSTEM_PROMPT} ,
13 { " r o l e " : " user " , " content " : " thanks f o r everything " } ,
14 { " r o l e " : " a s s i s t a n t " , " content " : " Thanks " } ]
15 }

This dataset was created applying the “RetroTrain” [26] process, in which an advanced
model is used (GPT-4 model) to generate a training set for an earlier version in a semi-
automated way. The model is provided with a set of basic examples and tasked with
generating similar sentences according the given structure. These generated examples are
meticulously evaluated by a domain expert, who eliminates any examples that are either
not representative or incorrect.

Furthermore, a second version of the dataset was created, in which label encoding
was used to encode the target labels, assigning a numerical value to each label (from 0 to
num_classes − 1). This second dataset will be used to fine-tune a model for the same intent
classification purpose, checking whether the model uses semantic information from the
intent classes for training. Table 3 shows examples of the two types of dataset labels.

Table 3. Examples of label-encoded and full-label strings dataset versions.

User Entry Example Full Label Encoded Label

I’m stuck, can you help me? Help 6

tell me how you can help me Help 6

see you later Goodbye 8

farewell Goodbye 8

I love star wars films Irrelevant 10

I would like to learn how to ride a horse Irrelevant 10

Fine-Tuning

The dataset was divided into training and testing subsets, with 80% (848 entries)
allocated for training and 20% (212 entries) allocated for testing.
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2.2.2. Named Entity Recognizer

This model focuses on identifying specific types of information, namely sysdate for
recognizing dates, systime for specific times, and holiday for identifying festive occasions
such as Christmas, Halloween, and New Years among others.

Data Preparation

The training dataset is structured as a JSONL file with 250 text examples, each poten-
tially featuring a variety of entity combinations as outlined in Listing 3.

1. System (“role”: “system”). The context information for the system is as follows:

[now:yyyy-Mon-dd;HH:mm] Your task is to extract dates, times, and
holidays from the user’s query and present them in a structured
JSON format. Follow the output structure: “systime”: [“Time1”,
“Time2”], “sysdate”: [“Date1”, “Date2”], “holiday”: [“Holiday1”,
“Holiday2”].

First, the date (yyyy-Mon-dd) and time (HH:mm) stamps of the query are specified by
the now mark. This date and time reference can be considered for extracting named
dynamic entities, which are moment-dependent. This is necessary because the GPT
model cannot know the date and time by itself and usually struggles to deal with
dynamic entities [26].
Second, the output JSON format is specified, as it is important to be consistent with
the output of the model for use in other systems.

2. User (“role”: “user”). This represents examples of inputs, with entities to be extracted.
3. Assistant (“role”: “assistant”). It details the entities extracted in the specified JSON format.

Listing 3. JSONL entities dataset excerpt (PROMPT has been omitted for better readability).

1 { " messages " : [
2 { " r o l e " : " system " , " content " : " [now : 2023−Dec−23 ; 16 : 30 ] PROMPT" } ,
3 { " r o l e " : " user " , " content " : "we meet a t 3am on chris tmas " } ,
4 { " r o l e " : " a s s i s t a n t " , " content " : " { ’ holiday ’ : [ ’ christmas ’ ] , ’ systime ’ : [ ’ 03 : 00 ’ ] } " } ]

}
5 { " messages " : [
6 { " r o l e " : " system " , " content " : " [now : 2024−Feb−29 ; 12 : 00 ] PROMPT" } ,
7 { " r o l e " : " user " , " content " : " tomorrow i s Friday " } ,
8 { " r o l e " : " a s s i s t a n t " , " content " : " { ’ sysdate ’ : [ ’ 2024−Mar−01 ’ ] } " } ]
9 }

10 { " messages " : [
11 { " r o l e " : " system " , " content " : " [now : 2024−Jan −26 ; 16 : 00 ] PROMPT" } ,
12 { " r o l e " : " user " , " content " : " on A u s t r a l i a Day we go on vacat ion " } ,
13 { " r o l e " : " a s s i s t a n t " , " content " : " { ’ holiday ’ : [ ’ day_austra l ia ’ ] } " } ]
14 }
15 { " messages " : [
16 { " r o l e " : " system " , " content " : " [now : 2019−Apr−07 ; 08 : 00 ] PROMPT" } ,
17 { " r o l e " : " user " , " content " : " the party i s on the 9 th a t 3 : 35 a .m. in the park " } ,
18 { " r o l e " : " a s s i s t a n t " , " content " : " { ’ sysdate ’ : [ ’ 2019−Apr−09 ’ ] , ’ systime ’ : [ ’ 03 : 35 ’ ] } "

} ]
19 }
20 { " messages " : [
21 { " r o l e " : " system " , " content " : " [now : 2028−Feb−14 ; 07 : 00 ] PROMPT" } ,
22 { " r o l e " : " user " , " content " : " in 2030 , on March 7 , we w i l l be in a f l y i n g car l i k e the

ones in Back to the Future " } ,
23 { " r o l e " : " a s s i s t a n t " , " content " : " { ’ sysdate ’ : [ ’ 2030−Mar−07 ’ ] } " } ]
24 }

“RetroTrain” was also employed during the creation of this dataset (semi-automatic
process with GPT-4 to generate initial examples, followed by manual review and refinement).

In general, ISO 8601 has been adopted as the standard format for date notation because
of its superior performance in fine-tuning OpenAI models (https://community.openai.
com/t/handling-current-date-and-time-for-GPT-3-5/301607/4. Last accessed: 18 March
2024). However, a slight modification was introduced wherein the month is represented
by three letters instead of two numbers. This alteration serves to enhance and ensure the
model’s comprehension as well as to distinguish between days and months, particularly
in cases where date formats vary with the arrangement of the day and month. By incor-

https://community.openai.com/t/handling-current-date-and-time-for-GPT-3-5/301607/4
https://community.openai.com/t/handling-current-date-and-time-for-GPT-3-5/301607/4
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porating this variation, the clarity and accuracy of the date representation are augmented,
thereby facilitating more effective processing and understanding of the model.

Fine-Tuning

The dataset was divided into training and testing subsets, with 80% (200 entries)
allocated for training and 20% (50 entries) allocated for testing.

3. Results

In this section, the evaluation results of intent classification and entity recognition for
both systems (G-GPT and FT-GPT) is shown.

3.1. Generic GPT Based System (G-GPT)
3.1.1. Intent Classification

The performance of the system was initially evaluated in terms of its intent classifica-
tion capabilities using a dataset comprising 212 entries. This evaluation yielded an accuracy
rate of 83.96%. The confusion matrix is shown in Figure 2. It clearly depicts a tendency to
classify entries as ‘Irrelevant’.

Figure 2. Intent classifier confusion matrix (Generic GPT based system).

3.1.2. Named Entity Recognizer

To evaluate this model, a dataset consisting of 50 sample entries showing a variety of
entity combinations was used. The evaluation metrics employed are:
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• Row-Level Accuracy: A “row” is considered correctly classified only if the model
identifies all entities in that specific row, without introducing any additional entities
beyond those present in the actual data. To calculate this metric, the number of rows
in which the model’s predictions are in complete agreement with the actual data is
divided by the overall number of entries in the dataset.

• Entity-Level Accuracy: This metric assesses the accuracy with which the model iden-
tifies individual entities across various occurrences within the dataset. The accuracy
of each entity type is determined by dividing the number of times the model accu-
rately identifies an entity by the total number of occurrences of that entity throughout
the dataset.

These calculated metrics are shown in Table 4.

Table 4. Named Entity Recognizer model accuracies.

Row-Level Accuracy

Correct Rows Accuracy

29/50 0.580

Entity-Level Accuracy

Entity Accuracy

systime 0.821

sysdate 0.610

holiday 0.833

no_entities 1.000

It is important to note that in this entity extraction model, a specialized post-processing
step is employed to ensure the consistency of the predicted holiday entities. Because of
the vast array of holiday values with potential variations in format, such as accents or
underscores, and the fact that not all possible holiday entities are explicitly specified in the
training dataset, standardizing the output format is crucial for accurate evaluation. This
post-processing involves the removal of accents and underscores as well as converting
all characters to lowercase. In addition, the cosine similarity function (https://www.
sciencedirect.com/topics/computer-science/cosine-similarity. Last accessed: 26 March
2024) is used. If the cosine similarity score between the predicted holiday entity and the
actual one exceeds a threshold of 0.6, it is considered a match. For instance, variations
like “San Valentines Day” and “San Valentines” would be correctly identified as matching
entities, even if the format in the model output differs slightly from that in the validation
dataset. This comprehensive approach enhances the robustness and accuracy of the entity
extraction model for handling diverse holiday entities.

3.2. Fine-Tuned GPT Based System (FT-GPT)
3.2.1. Intent Classifier

This model was evaluated on the test subset of the dataset, which comprises 212 of the
1060 total entries. After the fine-tuning phase, the resulting model achieved an accuracy
rate of 97.642%. The corresponding confusion matrix is shown in Figure 3a. Additionally,
another model was trained using the same dataset, but with label encoding applied (intent
classes encoded with numbers), reaching an accuracy of 89.622%. The confusion matrix for
this model is shown in Figure 3b.

https://www.sciencedirect.com/topics/computer-science/cosine-similarity
https://www.sciencedirect.com/topics/computer-science/cosine-similarity
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(a) Full label dataset

(b) Label encoded dataset
Figure 3. Confusion matrices for the Intent classifier (Fine-tuned GPT based system).

3.2.2. Named Entity Recognizer

Again, the row and entity-level accuracies of this model are depicted in Table 5.
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Table 5. Named Entity Recognizer model accuracies.

Row-Level Accuracy

Correct Rows Accuracy

47/50 0.940

Entity-Level Accuracy

Entity Accuracy

systime 0.964

sysdate 0.976

holiday 1.000

no_entities 1.000

Once again, a specialized post-processing step to ensure consistency in predicted
holiday entities is applied.

4. Discussion
4.1. Generic GPT Based System (G-GPT)

In this system, it is explored the use of a generic, pre-trained GPT-3.5-turbo model
intent classification and entity extraction, employing a substantial prompt to guide the
model’s responses (Listing 1). The intent classification and entity recognition processes
were separately evaluated.

The confusion matrix of intent classification for this generic system reveals a notable
predisposition for the model to classify inputs into the ‘Irrelevant’ category, which is a
default classification for instances where no other categories are matched (Figure 2). This
tendency can be attributed to the model’s lack of specific contextual understanding or
domain knowledge, as it operates without the benefit of fine-tuning or training tailored
to the task at hand. Despite this limitation, the generic model demonstrates a reasonable
accuracy of 83.96%. However, this level of performance, while impressive for a model
not specialized through training, may not meet the stringent requirements of applications
demanding higher precision, where the cost of misclassification, particularly into a broad
’Irrelevant’ category, could be significant.

For the entity extraction component, the challenges become more pronounced, as
shown in Table 4. While the model again shows an impressive ability to perform with-
out bespoke training, achieving commendable accuracy, it encounters specific hurdles in
accurate entity recognition and formatting.

• Formatting Specific Entities: The model’s difficulty in converting entities to a speci-
fied format, such as transforming ‘7PM’ to ‘19:00’, underscores its reliance on direct
text extraction without the capability of applying contextual transformations or un-
derstanding the desired output format. This issue can be attributed to the model’s
fundamental design, which focuses on reflecting the input text as closely as possi-
ble in its outputs, rather than interpreting or converting the text based on external
conventions or specific task requirements.

• Dynamic Entities: The challenge with non-explicit dynamic entities like “tomorrow”,
“yesterday”, or “the next Monday” highlights a gap in the model’s contextual under-
standing. While incorporating the date and time stamp in the prompt can sometimes
anchor the model’s responses, its inherent lack of real-time awareness and inability
to interpret temporal phrases dynamically leads to inconsistencies in detecting such
entities, or even not detecting them in some cases.

• Region-specific Holidays: The omission of certain holidays, such as Carnival, from
the extracted entities may stem from the model’s generalized training data, which
may not encompass the rich diversity of regional and country-specific holidays. This
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limitation reflects the model’s broader challenge of adapting to localized contexts
without targeted training data or fine-tuning to guide its understanding.

These aspects underscore the necessity of supplementary techniques to compensate
for the inherent limitations of using a generic pre-trained model for tasks that demand
nuanced understanding and specific contextual knowledge.

In the context of using generic GPT models, it is essential to take into account poten-
tial risks and biases from the pre-training data. Since these models are trained on vast,
diverse datasets from third parties, managing specific biases is challenging. The data,
which often includes broad internet content, can reflect societal biases, affecting the fairness
and inclusiveness of responses. Although this study mainly examines technical perfor-
mance, it is important to take into account that biases in the pre-trained data, specially in
future deployments.

4.2. Fine-Tuned GPT Based System (FT-GPT)

In this system, GPT-3.5-turbo is used as the base model to develop specialized models
for intent classification and entity extraction. The intent classification model was fine-tuned
in two dataset configurations to explore the impact of label representation on performance:

1. Label-Encoded Version: The first variant utilized a dataset in which each intent class
is represented by a numerical label. This approach was hypothesized to economize
on token usage within each query, potentially leading to cost and time efficiency of
the model.

2. Full Label Strings Version: The second variant employed at complete textual repre-
sentation of each class label, embracing the inherent natural language characteristics
of the dataset.

The comparative analysis, illustrated in Figure 3a,b reveals a marked disparity in
performance between the two fine-tuned models. The full-label string model achieved a
significantly higher accuracy of 97.64%, compared to 89.62% for the label-encoded counter-
part. This divergence underscores the fine-tuning process’ capacity to harness the semantic
meaning embedded in full textual labels. By operating with the complete linguistic context
of each label, the fine-tuned model can more effectively align its pre-trained knowledge
with the specific nuances of the intent classification task. This synergy between the model’s
inherent language understanding and the explicit semantic cues provided by the full labels
likely contributes to the superior performance observed, highlighting the importance of
leveraging natural language representations within the fine-tuning process for nuanced
tasks, such as intent classification.

The entity extractor model presents impressive accuracy (see Table 5). In particular, its
performance on holiday entities, further exemplifies the strengths of fine-tuning. The model
demonstrates exceptional accuracy, correctly identifying every instance of holiday entities,
including those not explicitly covered in the training data. This success is attributed to the
model’s ability to generalize and recognize new entities based on learned patterns and
contextual clues.

Furthermore, the model’s proficiency in discerning date and time entities is particularly
noteworthy. By incorporating a date and time stamp as a reference within the training data,
the model leverages this contextual anchor to enhance its understanding and handling
of temporal expressions (solving the issues related to handle calendar-dependant entities
that provide these kinds of GPT approaches [26]). This approach enables the model to
adapt to the complexities of calendar-dependent phrases such as ‘the next Monday’ or ‘last
Tuesday’. The inclusion of a diverse range of training examples encompassing various
temporal expressions is critical. Through exposure to these examples, the model learns
to apply its underlying natural language understanding capabilities with specific date
and time references. This allows the model to recognize, accurately interpret, and resolve
complex temporal entities relative to the reference timestamp. As a result, the fine-tuned
model demonstrates remarkable performance in extracting and accurately identifying
date and time entities, even in complex scenarios that demand deep understanding of
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the calendar and temporal dynamics. This capability underscores the model’s advanced
comprehension and application of contextual information, thereby setting a high standard
for entity extraction performance.

The FT-GPT system presents the risk of introducing new biases or perpetuating
existing ones from its generic model base. While fine-tuning allows customization to
specific contexts, it can also has human biases from the training data creation. Though this
data was carefully compiled and reviewed by domain experts to reduce some risks, the
possibility of inadvertent biases, either from the original base model or newly introduced
data, persists. The presence of both inherited and introduced biases emphasizes the need
for a comprehensive approach to bias detection and mitigation in future developments,
since this is out of the scope of this study.

4.3. Comparative Analysis between Both Systems

The comparative analysis between the generic and fine-tuned GPT-based systems
for intent classification and entity extraction reveals distinct advantages and challenges
associated with each approach.

4.3.1. Handling Dynamic Entities

• G-GPT. This system utilizes a very detailed and large prompt to provide context
and reference for dynamic entities, such as dates and times. However, its ability to
accurately interpret and extract calendar-dependent entities is limited by the lack of
specific training. The model relies heavily on the prompt’s context to approximate the
current date and time but struggles with complex temporal expressions and specified
output formats, leading to inconsistent performance.

• FT-GPT. The fine-tuned system shows a marked improvement in handling dynamic,
calendar-dependent entities. By including date and time stamps as contextual ref-
erences in the training data, along with diverse examples of temporal expressions,
the fine-tuned models develop a nuanced understanding of how to interpret and
extract such entities accurately, demonstrating impressive performance even with
complex expressions.

4.3.2. Operational Efficiency and Customization

• G-GPT. This system offers a “plug and play” convenience, eliminating the need for
a training process and dataset creation. However, needing large, detailed prompts
to achieve decent results increases token usage lead to higher costs. Moreover, the
system’s inability to guarantee correct performance in all cases, particularly with
specified output formats, highlights its limitations despite its notable overall accuracy.

• FT-GPT. Although creating a dataset for fine-tuning can be tedious, the process does
not require a vast dataset, owing to the fine-tuning nature of the task. The fine-tuned
system offers significant advantages in terms of accuracy, reduced latency, and cost
savings by not requiring large, specific prompts. It also allows for the specification
of output formats, ensuring more reliable and customizable results. The system’s
flexibility extends to detecting less-known entities, such as regional holidays, by
learning from provided examples, making it less constrained by the original pre-
training dataset limitations.

4.3.3. Adaptability and Versatility

• G-GPT. This system boasts easier adaptability to new situations or languages, and
offers a versatile solution that can be quickly implemented without the need for
additional training or datasets.

• FT-GPT.While also adaptable, the fine-tuned system requires the creation of a new (but
small) dataset for fine-tuning to new contexts or languages, which might introduce
some overhead but allows for more tailored and effective solutions.
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4.3.4. Resource Implications and Maintainability

• G-GPT. It uses generic pre-trained models that do not require local fine-tuning or
extensive computational resources for deployment. These models are continuously
updated and maintained by their developers (e.g., OpenAI), thus alleviating the need
for local expertise and computational overhead.

• FT-GPT. While more resource-intensive due to the fine-tuning process, it relies on the
computational power and servers of OpenAI, rather than local resources. Although
initial training and updates require significant computational efforts, these processes
are managed remotely on OpenAI’s servers. Maintaining and expanding the FT-GPT
involves human expertise to periodically update and retrain the model with new data,
although the frequency of updates depends on the model and its application context.
The fine-tuning of already fine-tuned models is made more efficient by incorporating
new examples and retraining only on these, avoiding the exponentially growing
training demands typical of building large models from scratch.

Finally, it is also important to consider that the subject matter associated with the
data (a store, in this case) also could influence the conclusions obtained. Although it is
true that both systems are generalizable, if the subject had been different (for example,
cooking), other issues would have arisen, but of the same nature (for example, with units
of measurement and calculation of quantities). This underlines a key limitation of this
study. While providing detailed insights within the retail context domain, the question
arises as to how these findings might translate to different conversational contexts with
other challenges and requirements. Thus, while the methodology framework shows
potential across general conversational agent applications, more experiments are needed to
extrapolate these results to sectors or contexts beyond retail, where different operational
dynamics might affect the performance and applicability of the proposed solutions.

Even so, to address potential disparities and biases, extensive efforts were made to
ensure the diversity and quality of the datasets used in training the models. The datasets
were carefully curated to represent a variety of user interactions by including data from
multiple sources within the retail domain, ensuring a broad spectrum of customer intents
and entity types. Additionally, to mitigate biases that could affect intent classification and
entity recognition, several strategies were employed, including the use of balanced datasets
(created and reviewed by domain experts), to ensure no single category or demographic
disproportionately influenced the model’s learning.

Table 6 summarizes the comparison between the G-GPT and FT-GPT systems. The
choice between these systems depends on the specific requirements and constraints of
the conversational AI application in development, the balance between ease of use and
deployment, and the need for high precision and customization.

Table 6. Comparative Analysis: Generic vs. Fine-Tuned GPT-Based Systems.

Feature Generic GPT-Based System Fine-Tuned GPT-Based System

Handling Dynamic,
Calendar-Dependent Entities

Utilizes date and time stamps in context
as references, but struggles with complex
calendar-dependent expressions due to
lack of fine-tuned contextual
understanding.

Excellently handles complex
calendar-dependent expressions by
leveraging date and time stamps in
context, enhanced by training examples
specific to these scenarios.

Ease of Deployment
High–Operates as a plug-and-play
system without the need for a training
process or dataset creation.

Lower–Requires the creation of a training
dataset for fine-tuning, though not as
extensive as training from scratch.

Prompt Specificity and Token Cost

Requires specific, often large prompts to
achieve decent results, leading to higher
token costs. Not guaranteed to always
perform correctly, especially with
format-specified entities.

Requires less specific prompts due to
learning from training examples,
resulting in lower token costs and
guaranteed output formats.
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Table 6. Cont.

Feature Generic GPT-Based System Fine-Tuned GPT-Based System

Accuracy and Performance
Notable but not exceptional. Tends to
default to broad categories like
‘Irrelevant’ for unclear cases.

Impressively accurate, showing
significant improvements in entity
extraction and intent classification.

Flexibility and Adaptability

More easily adapted to different
scenarios or languages, but might require
larger or more specific prompts for each
new context.

Offers high flexibility in detecting
nuanced or less-known entities by
including them in the training examples.
Adapting to new languages or scenarios
may require creating a new, albeit small,
dataset for fine-tuning.

Resource Implications and
Maintainability

Utilizes pre-trained models with no need
for ongoing local tuning, reducing the
need for local computational resources
and expertise. Updated and maintained
by OpenAI.

More resource-intensive, leveraging
OpenAI’s computational power for
fine-tuning. Requires human expertise
for periodic updates, but maintainability
is facilitated by retraining only with new
examples.

Ideal Use Case
Suited for applications where ease of
deployment and versatility are
prioritized over precision.

Best for scenarios where high accuracy,
specific output formats, and efficiency in
token usage are critical, despite the initial
investment in dataset creation and model
fine-tuning.

5. Conclusions

In summary, this study critically analyzed the use of Generic and Fine-tuned GPT
models within conversational agent systems, revealing the distinct advantages and limita-
tions inherent to each approach. The Generic GPT-based system (G-GPT) demonstrates
broad applicability and ease of implementation, making it an attractive option for applica-
tions requiring quick deployment across diverse domains without extensive customization.
However, it falls short in scenarios demanding high precision and contextual specificity.

On the other hand, the Fine-tuned GPT-based system (FT-GPT) shows superior perfor-
mance in terms of accuracy, efficiency, and adaptability to specialized domains. Investment
in dataset preparation and model fine-tuning pays off with enhanced conversational agents
capable of nuanced understanding and interaction.

The decision to employ a G-GPT or FT-GPT system depends on the specific require-
ments of the conversational application, including the desired balance between deployment
speed, accuracy, and the need for customization. This choice is fundamentally influenced
by the specific needs and trade-offs required for the application in question. For instances
where high precision, customization, and efficiency are paramount, the fine-tuned approach
is more suitable, albeit at the cost of the initial setup and dataset creation. Conversely,
the generic GPT system offers ease of deployment and broad versatility, and is ideal for
applications where immediate implementation and flexibility across various contexts or
languages are paramount. Each approach has its merits, and decisions should be guided
by the desired balance between training investment and operational efficiency, precision,
and adaptability in the conversational AI application being developed.

While the current study provides a foundational methodology for employing Large
Language Models in a specific conversational agent domain, this suggests a pathway for
future research. Expanding this research to encompass various industries and contexts
would not only validate and possibly enhance the generalizability of the proposed solutions
but also tailor the conversational agents more effectively to meet diverse user expectations
and needs. Future work will aim to adapt this framework to different domains, thereby
broadening its applicability and impact.



Robotics 2024, 13, 68 18 of 20

It is also considered doing an analysis in terms of latency and response times of both
proposed systems. In addition, a comparison with other local LLMs (different from GPT)
and third-party systems will be conducted to further explore and validate the findings.

Furthermore, the research shown in this study and the importance of conversational
systems, emphasize their applicability at the forefront of social robotics, especially in
initiatives such as SHARA. SHARA is a social robot in development (derived from work [5])
that stands out for its ability to engage in self-initiated conversations and perform proactive
actions with users. Implementation of the techniques discussed in this study within
SHARA’s conversational system would not only enrich user-robot interaction and allow for
maximum flexibility in its conversational design, but also demonstrate the transformative
potential of these approaches for creating broader, humanized communication experiences
with robots. Thus, it is considered the integration of comprehensive user experience
assessments into this research. While this study has focused on comparing the performance
of two approaches using Large Language Models for intent and entity recognition processes
specific to CDPs, future research will aim to explore user satisfaction and interaction quality
more thoroughly. These evaluations are crucial as it is aimed to integrate these models
within the SHARA platform [5].
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