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Abstract: The rapidly growing research on the accessibility of digital technologies has focused on
blind or visually impaired (BVI) users. However, the field of human–robot interaction has largely
neglected the needs of BVI users despite the increasing integration of assistive robots into daily life and
their potential benefits for our aging societies. One basic robotic capability is object handover. Robots
assisting BVI users should be able to coordinate handovers without eye contact. This study gathered
insights on the usability of human–robot handovers, including 20 BVI and 20 sighted participants. In
a standardized experiment with a mixed design, a handover robot prototype equipped with a voice
user interface and haptic feedback was evaluated. The robot handed over everyday objects (i) by
placing them on a table and (ii) by allowing for midair grasping. The usability target was met, and
all user groups reported a positive user experience. In total, 97.3% of all handovers were successful.
The qualitative feedback showed an appreciation for the clear communication of the robot’s actions
and the handover reliability. However, the duration of the handover was seen as a critical issue.
According to all subjective criteria, the BVI participants showed higher variances compared to the
sighted participants. Design recommendations for improving robotic handovers equally supporting
both user groups are given.

Keywords: human–robot interaction; robot handover; accessibility; usability; user experience; blind
or visually impaired users

1. Introduction

Research on the accessibility of digital technologies has rapidly grown in recent years.
In 2022, about 330 million people worldwide were estimated to be blind or have moderate
to severe vision impairment, and the projections show that this number will rapidly grow
within the next 30 years due to aging societies [1]. Assistive technologies are expected
to greatly impact the lives of BVI people [2]. Almost half of the published studies on
accessibility have BVI users as the main group of interest; nevertheless, the research focus
has remained on fields like web browsing, education, mobility, and technical categories
like interaction with mobile screens or access to traditional graphical user interfaces [3].

In contrast, the BVI user group is widely neglected in the research on human–robot
interaction (HRI). Soon, service robots will be part of our daily lives, being employed
in shared/public spaces and carrying out tasks like assistance, cleaning and inspection,
transporting objects, and guiding in unfamiliar environments. Hence, interactions with
very diverse users are to be expected [4], also including humans with impairments. One
instance is the shortage of staff and skills in the healthcare industry. This issue could be
addressed by introducing assistive robots, which would benefit individuals with various
impairments. To ensure that, besides non-disabled users, BVI users can also benefit from
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assistive robots, accessibility research has to take into account the special needs of this user
group. This paper focuses on one specific interaction: robotic object handover.

1.1. Robotic Object Handover

Object handover is a basic capability of assistive robots that seems simple and com-
monplace to humans but remains a complex task with major challenges for robots [5]. This
complexity also includes the requirements of diverse user groups. For an overview of the
current research and the core concepts of robotic object handover, refer to [6]. They also
describe the basic characteristics of human-to-human handover and define handover as
“a joint action between a human giver and a human receiver” (p. 1856). There are two
possible handover directions: robot-to-human and human-to-robot. As the robot-to-human
direction is especially relevant to robot applications assisting diverse users, e.g., a robot
delivering beverages to patients in a hospital or a robot vending food at a train station, we
will go into more detail below.

The handover process between humans can be divided into two distinct exchange
phases, which can also be used for robotic object handover: (1) the Prehandover phase
and (2) the Physical Handover phase [6]. They can be further divided into subphases.
(1) The Prehandover phase begins with the Inaction subphase. This is followed by the
Initiation subphase, which starts when one agent initiates the handover by either making
a handover request or assigning a task that naturally involves an object handover. The
Prehandover phase progresses to the Preparation subphase, in which the giver grasps the
object and transports it to the receiver. Subsequently, (2) the Physical Handover phase
starts with the Physical Transfer subphase, beginning with the receiver’s initial contact
with the object and ending when the giver withdraws their hand, and the object is securely
in the receiver’s grip. The Physical Handover phase ends with the Performance subphase,
where the receiver uses the object. The handover phases are shown in Table 1 (adapted
from [6]), along with the relevant user requirements for robotic object handover, which are
described subsequently.

When planning a robotic handover, there are several important factors to consider in
order to ensure a successful grasp. These are, for example, the shape of the object and its
function, the safety of the user [7], and the object orientation [8], while dynamics [5] and
the subsequent task the receiver performs after handover [6] represent crucial situational
factors. Previous studies have indicated that in robotic handovers, people generally prefer
the object to be oriented in a manner consistent with conventional human practices [8].
An example of this preference for easy handling is termed the “etiquette factor”, where a
convenient grasp, such as presenting a cup horizontally with the handle first, is emphasized
in robot-to-human handovers [9].

Some object surfaces pose a risk of injury during handover, possibly due to pointed
edges or sharp contours [10]. These objects require even greater adherence to social
conventions to prevent injury to the receiver, such as covering hazardous surfaces and
orienting hazardous parts of objects away from the receiver [6,9,11].

The physical handover of an object can take two forms: direct or indirect [6]. A direct
handover involves passing the object directly from the giver’s hand into the receiver’s hand.
Such midair passing of an object is the most immediate and practical method in certain
scenarios, e.g., when a mechanic beneath a car requests a tool. Direct handovers reduce
the effort for the receiver in terms of the motions needed to obtain the object [12]. They
also reduce the risk of touching hazardous object surfaces when the object is handed over
with a predefined orientation and covered hazardous surfaces [11]. Conversely, during
an indirect handover, the giver places the object on a surface, such as a table. Indirect
handovers offer more flexibility to the receiver regarding timing and the grasp type for
acquiring the object [6]. With indirect object handover, in addition, particularly in HRI, the
robotic giver is provided greater flexibility in selecting its grasping strategy because it does
not have to consider the areas on the object that must be left free for the human to grasp,
and therefore, it has more surfaces available for a stable grip [11].
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The success of a joint action like an object handover relies heavily on coordination [6].
Planned coordination originates from shared visions of desired outcomes, individual
tasks, and goals. This includes, for example, a shared representation of both partners,
which object will be handed over, where it will happen, and what task the receiver will
subsequently perform with the object. In contrast, emergent coordination is not tied
to predefined joint plans, but arises from the interplay between perception and action.
Active, coordinating gaze behavior is an example of an emergent coordination mechanism
and is regarded as a prerequisite for effective HRI [13]. For a seamless robotic object
handover, it is therefore recommended that the robot check for human eye contact as it
approaches [14]. Accordingly, technical sensor concepts detect human eye contact as a
prerequisite for starting the interaction to ensure safe HRI, e.g., [15]. Integrating gaze
into robotic handovers yields positive effects, including faster object reaching and a more
naturally perceived interaction by human receivers [6]. Moreover, gaze can influence
cooperation by reducing human response times [16].

In contrast, individuals with visual impairments face inherent challenges as they
cannot establish eye contact with the robot, and thus have been excluded from potential
user groups. This exclusion is further exacerbated in scenarios like constrained working
postures during a production task [17], highlighting a critical need for more inclusive
research involving BVI and sighted users. We will subsequently describe current research
regarding accessibility in robotic object handover as well as special needs of BVI users in
more detail.

1.2. Accessibility of Human–Robot Handover

Requirements of non-disabled users might differ from or even be opposed to those
of disabled users [18]. Moreover, disabled users are a heterogeneous group differing
individually, e.g., in abilities, use cases, and preferences, whose combination causes indi-
vidually unique challenges [18]. Apart from that, disabled users prefer interfaces designed
as close as possible to the norm and feel uncomfortable being dependent on special so-
lutions [19]. Hence, despite differing requirements, design should always consider the
inclusion aspect [19].

Research on accessible HRI is scarce despite extensive studies on human–robot handovers.
Literature often focuses on robots designed for specific user groups, such as educational robots
for children with learning disabilities [20] or healthcare robots [21,22]. For instance, ref. [12]
explored robotic handovers with patients diagnosed with Amyotrophic Lateral Sclerosis (a
neurodegenerative disease that leads to motor impairment), reporting high success rates and
satisfaction. So far, no comparable study has included non-disabled or visually impaired
users for comprehensive comparisons. Such studies, tailored to specific user groups, may not
address the broader context of diverse user interactions. Furthermore, accessibility research
often lacks comparisons with non-disabled users, e.g., [23,24], or does not even include the
disabled target user group, e.g., [25].

BVI users wish to employ robots to locate and transfer objects to aid them in their daily
activities [24]. Against this, specific handover requirements of BVI users can be derived
from a limited number of studies focusing on robot-to-BVI user interactions. Additionally,
it is necessary to supplement this information with insights from the accessibility literature
addressing other technologies or human-to-human handovers.

Studies investigating robot-to-human handovers with sighted users primarily con-
centrated on a restricted set of handover subphases rather than the complete process. In
the context of research involving robot-to-human handovers with BVI users, early stages
within the Prehandover phase were identified as particularly crucial for BVI users and are
supported by a Voice User Interface (VUI) [26]. These stages, namely ‘welcoming and start
of interaction’ and ‘obtaining order information’, can be assigned to the Inaction and Initia-
tion subphases, respectively. Due to the verbal nature of these stages, vital preconditions
that facilitate the handover process later on can be captured in advance. For instance, the
verbal welcoming and introduction of the robot by name can assist BVI users in locating
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the robot and establishing a social connection with it. The latter is especially important,
as handovers are joint actions [6], and BVI users can only perceive anthropomorphic cues
through verbal support provided by VUI. Hence, a robotic system should actively provide
them with ongoing status updates or enable retrieval of this information through voice
commands at any given time [27]. Furthermore, access to active and precise auditory status
information becomes especially critical at crucial points in the handover process where
BVI users wish to actively control the process themselves, e.g., to confirm when they have
safely grasped the object before the robot opens its gripper [26]. During the performance
subphase, the robot should return to a known base position to avoid becoming a dangerous
obstacle after handover [26].

These preferences align with specific strategies employed by BVI individuals in ev-
eryday handovers between humans [28]: (1) the expectation of verbal information about
the type, orientation, and position of the object, along with potential sources of harm; (2) a
preference for only one partner to move at a time during the handover process; and (3) a
desire to remain passive during delivery but actively engage in grasping the object during
the physical handover phase. Hence, the robot’s movement should alternate with BVI
users, allowing them to remain passive during delivery but to actively control physical
handover. Additionally, if possible, BVI users tend to avoid midair handovers and instead
favor indirect handovers with contact on a stable surface, such as a table, providing haptic
support for better orientation [28]. Consequently, during midair handovers, providing
haptic support for better orientation should be considered to facilitate the process. For
example, an airflow could help to determine the object’s position.

Some additional requirements can be derived from studies that included sighted
participants simulating blindness, e.g., by wearing an eye mask. For example, one study
found that blinded participants performed handovers more carefully and much more
slowly than sighted participants [29]. Hence, the robot should be capable of accommo-
dating waiting times, considering that BVI users may execute certain processes slower
than sighted users. Additionally, ref. [11] developed and evaluated a robotic grasping
strategy for object handover with potentially hazardous and non-hazardous objects and
found that object orientation and grasp planning along human conventions resulted in a
high success rate and high satisfaction for blinded and sighted participants. Hence, the ori-
entation of delivered objects should adhere to the social conventions observed in everyday
human handovers, particularly when dealing with potentially hazardous items. However,
those requirements should be taken with some caution because engaging nondisabled
participants as a replacement for disabled users should be performed only in the early
stages of development rather than in late evaluation cycles, as disabled users have different
education, knowledge, and mental representations [30].

Despite the specific needs of BVI users, the design of the robot should aim for equal
support for both BVI and sighted users, mitigating any potential for stigmatization [19]. To
determine whether the handover robot fulfills those user needs and is equally proficient
in assisting both BVI and sighted users, we require a theoretical foundation for selecting
evaluation methods to assess robot-to-human handovers.
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Table 1. Handover phases (adapted from [6]) and relevant user requirements.

Handover Phase General User Requirements BVI User Requirements

Throughout all phases

apply emergent coordination arising
from the interplay between perception
and action [6], e.g., active, coordinating

gaze behavior [13]

design the interface as close as possible to
the norm [19]

coordinate handovers without eye contact
[26]

allow only one partner to move at a time
[28]
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1.3. Methods for Evaluating Robot-to-Human Handover

Due to the diverse taxonomies in HRI and a broad array of evaluation metrics, there
is no universal method for the assessment of HRI [31]. ISO 9241-11:2018 [32] seems to be
an appropriate foundation to assess whether a robot can equally support interaction with
BVI and sighted users. It is the common standard for the evaluation of human–system
interaction in general and has also been applied to the ergonomic evaluation of HRI [31].
Its core concept is usability, but it further explicitly addresses accessibility. In the ISO
norm [32], usability is defined as “the extent to which a product can be used by specified
users to achieve specified goals with effectiveness, efficiency, and satisfaction in a specified
context of use” (p. 11). Accessibility is seen as a goal of system design to make the system
available to a wide range of people in diverse contexts of use. According to the standard,
usability and accessibility are an outcome of interaction rather than an inherent property of
a product.

To assess usability according to ISO 9241-11:2018 [32], it is essential to establish a
context of use and have users engage in tasks within this context, whether in a real or
simulated environment. Table 2 presents the definition of usability subcomponents, namely
effectiveness, efficiency, and satisfaction, along with potential metrics for their evaluation
according to ISO 9241-11:2018 [32]. The standard does not prescribe a general rule for
the selection or combination of metrics, but the selection should be derived from the task
objectives, the specific context, and/or the perceived outcomes. Nonetheless, usually, at
least one metric per usability component is used, and combining objective and subjective
measures is seen as valuable to measure usability entirely. One example of subjective
evaluation of usability in its entirety is the System Usability Scale (SUS) [33], for which
interpretative normative data have been established [34,35].

Specifically for the evaluation of robotic handovers, ref. [6] recommends a minimal
set of metrics and suggests incorporating a specific number of objects into each handover
study. This standardization should facilitate fair comparisons across various studies. The
review of [6] was just about to be published when this study was conducted. Still, it is
obvious that both frameworks critically overlap in metrics. Table 2 compares the suggested
metrics of [6] to ISO 9241-11:2018 [32].

ISO 9241-11:2018 [32] also considers other desired results of an interaction, the so-
called human-centered quality components: user experience and possible user-related
damage. User experience is more clearly defined in ISO 9241-210:2019 [36] as “A person’s
perceptions and responses that result from the use and/or anticipated use of a product,
system, or service” (p. 11). Consequently, user experience encompasses all the impacts
that interacting with an interactive system has on the user, covering the period before,
during, and after use. Ref. [37] refers to this as hedonic quality aspects, describing it as the
contribution of perceived fun and enjoyment to user satisfaction. Hence, user experience
and satisfaction are closely related. It can be assessed by standardized surveys, like the
User Experience Questionnaire [38]. In ISO 9241-11:2018 [32], possible user-related damage
is characterized as negative results that could arise from inappropriate usability. These
damages can relate to the user, the using organization, or the developing organization of an
interactive system. This study addresses possible damages to the user, which is associated
with interaction effectiveness.
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Table 2. Comparison of possible metrics for the evaluation of robot-to-human handovers.

Subcomponent of
Usability According to ISO
9241-11:2018 [32]

Metrics in ISO Norm Metrics in [6]

Effectiveness

“accuracy and completeness with
which users achieve specified
goals” (p. 18)

objective
success rate

number of errors

objective task performance
success rate 1

errors occurred

subjective
perceived level of target

achievement

subjective
robot relative contribution

Efficiency
“resources used in relation to the
results achieved” (p. 19)
e.g., time, effort, costs, materials

objective
task completion time

physical effort

objective task performance
(receiver’s) task completion time 1

interaction force
total handover time 1

reaction time
fluency (concurrent activity vs.

idle time)

subjective
perceived time
perceived effort

subjective
workload (NASA-TLX)

HR-fluency 1

Satisfaction
“extent to which the user’s
physical, cognitive and emotional
responses that result from the use
of a system [. . .] meet the user’s
needs and expectations” (p. 20)

objective
repeated use of a system

(long-term)

objective task performance
psycho-physiological measures

subjective
satisfaction with task completion
overall impression of the system

subjective
improvement

preference

Additional concepts
trust in the robot 1

working alliance 1

positive teammate traits
safety

1 metrics belong to the ‘minimal set’ of metrics suggested by [6].

1.4. Research Objectives and Paper Structure

The research objective of this paper is to evaluate whether a handover robot designed
to meet specific user needs is equally proficient in assisting BVI and sighted users. To
investigate this, the following assumptions are derived based on ISO 9241-11:2018 [32] and
the previously outlined user requirements:

Overall usability:

Hypothesis 1. As the handover robot is an early prototype, we adhere to [34] and aim for a
System Usability Scale (SUS) score above 70, which is considered acceptable. There is no discernible
difference in overall usability ratings between BVI and sighted users.

Effectiveness:

Hypothesis 2. The handover success rate is consistently high in both groups, with low failure rates
independent of the user group.

Hypothesis 3. Objects handed over are equally easy to grasp for BVI and sighted users, regardless
of whether the objects are potentially hazardous or nonhazardous.
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Hypothesis 4. In everyday situations, BVI users prefer indirect handovers on a table. Therefore,
BVI users perceive objects as easier to grasp in indirect handovers, while sighted users find objects
easier to grasp in the more immediate direct handover in midair.

Efficiency:

Hypothesis 5. BVI users may exhibit slower actions during active physical handover stages,
resulting in longer time measures compared to sighted users.

Hypothesis 6. Subjective appropriateness of handover time is independent of the user group.

Hypothesis 7. Since direct handover in midair requires more coordination steps, time measures are
higher compared to indirect handover on a table.

Hypothesis 8. Higher duration of direct handover in midair might lead to lower ratings of the
appropriateness of handover time for direct handover in midair compared to indirect handover on
a table.

Hypothesis 9. There is no difference in handover time between potentially hazardous and non-
hazardous objects.

User Experience and Satisfaction:

Hypothesis 10. There is no difference in user experience ratings between BVI and sighted users.
Open feedback is positive and reflects instances where the interaction met the requirements of both
user groups. Haptic feedback aids BVI users in locating the object.

Hypothesis 11. In line with Hypothesis 4, BVI users choose indirect handover on a table more
often, whereas sighted users choose direct midair handover more often.

2. Materials and Methods
2.1. Sample

Overall, 40 participants were involved in the evaluation study (26 female, 14 male), of
which 20 belonged to the sighted and 20 belonged to the BVI user group. Mean age was
M = 41.2 (SD = 17.5), ranging between 18 and 71 years. Both groups did not differ in age
(t = −0.34, p = 0.736) or prior experience with robots (X2 = 2.06, p = 0.151) and showed the
same gender distribution.

BVI individuals are diverse; individual capabilities cannot be solely determined by vi-
sual test results. In this study, BVI participants are included based on legal definitions. This
includes “blind” individuals with less than 2% remaining sight (14 participants), “strongly
visually impaired” individuals with up to 8% (2 participants), and “visually impaired”
individuals with up to 30% remaining sight in the less impaired eye (1 participant). The
remaining 3 participants stated another kind of visual impairment, e.g., homonymous
restriction of their visual field to 3%. Regarding the duration of impairment, 9 participants
in the sample were congenitally blind, 9 participants were visually impaired for at least
14 years, and 2 participants did not specify. Regarding remaining abilities, 12 participants
stated being able to visually differentiate colors, 8 participants said shapes, and 5 partic-
ipants were able to identify people (multiple answers possible). BVI participants were
acquired by distributing invitation letters through local Associations for the Blind.



Robotics 2024, 13, 43 9 of 30

2.2. Materials and Context of Use

A Universal Robots UR10 collaborative robotic arm [39] was used for object handover.
It was installed on an Automated Guided Vehicle platform, which stayed stationary during
the study. The robot’s end effector was equipped with a stereo camera system, although
real-time vision was not employed during this experiment. Moreover, a flexible three-
finger gripper type BH8 280 of the brand BarrettHandTM (Barrett Technology, Newton,
MA 02460, USA) was attached to the robot’s end effector. The three fingers of the gripper
can be flexibly oriented and combined to achieve a wide variety of gripping poses. In
addition, tactile sensors are built into the finger surfaces and the palm of the gripper,
which enable sensory monitoring of the grip. Robotic grasping strategies for the different
objects were implemented according to [11]. A decision tree was utilized to determine the
robot’s grasping strategy, evaluating the appropriateness of a standard grasp. If deemed
appropriate for the given object category, this grasp was executed; otherwise, the system
assessed the next prioritized grasp until a feasible one was identified. Grasp suitability was
gauged based on estimations of user safety in line with human conventions, grasp stability,
and applicability across various objects. Object category and orientation were preset by an
experimenter before the robot grasping phase. The robot arm moved autonomously along
a free path, with trajectory limitations imposed only by furniture in the testing environment
and a safety space around the participants. However, the algorithm designed to estimate
human posture and hand position, based on processing and segmenting face features
compared with face and palm color matching, proved unreliable when users wore an
air-filtering facepiece respirator, mandatory during the study due to pandemic restrictions.
Therefore, a fixed handover position was established as the target for the robot’s trajectory.
A VUI was implemented as described in [26]. The handover phases were delineated using
specific predefined sentences or questions for robot–user interaction. These prearranged
speech outputs were recorded digitally using the synthetic voice ‘Claudia’ from the acapela
group repertoire (https://www.acapela-group.com/de/voices/repertoire/, accessed on
19 July 2022). The Voice User Interface (VUI) was independently developed, utilizing
Voice over IP (VoIP) technology through PhonerLite freeware (https://lite.phoner.de/
index_de.htm, version 3.23, accessed on 19 July 2022). It encompassed a greeting and
introduction by the robot, followed by a brief manual, voice dialogue for handover tasks,
and additional short commands like “status” and “continue.” Short commands were
prioritized and, when used, interrupted ongoing dialogue, confirmed by a tone upon user
input processing. Integrating the VUI into the robot necessitates functional alignment
of hardware, software, and user interfaces, achieved through an event-based distributed
state machine linking all robot subcomponents. To help users locate the object for physical
handover, the robot was equipped with a simple haptic feedback system. It was realized
through a seamless airflow mechanism attached to the gripper, generating an airflow
of 550 L per hour and an additional buzzing sound. Due to pandemic restrictions, this
feedback system was a preliminary prototype that could not be evaluated and improved in
an iterative User-Centered Design process. It was implemented to obtain initial exploratory
insights into robot handovers for BVI users, incorporating an additional sensory channel
for haptic information. All of the robot’s subcomponents were interlinked through an
event-based distributed state machine. The entire process of the robot can be subdivided
into the processes ‘ordering’ (supported by VUI), ‘searching for the object’ inside the room,
‘grasping the object’, ‘delivery’ towards the user, ‘handing over’, and ‘parking’ by relocating
to a predefined home position. An overview of the experimental setup with the robot for
handover tasks is given in Figure 1.

https://www.acapela-group.com/de/voices/repertoire/
https://lite.phoner.de/index_de.htm
https://lite.phoner.de/index_de.htm
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Building on ISO 9241-11:2018 [32], a context of use was defined. It corresponds to
the one described in [26]. A use case was defined for each user group, establishing the
necessary criteria for interaction strategies and user interfaces. Also, the handover objects
were determined based on these use cases. One use case involved the hospitalization of a
blind person, where the robot delivered various objects, including potentially hazardous
ones such as a knife, to the bedside. The benefit of such a robot for BVI users lies in
providing support in an unfamiliar environment and offering additional autonomy and
independence. In that use case, the robot’s task is to hand over an object, but additionally,
the robot has to relocate to a predefined home position to ensure that the robot is not an
obstacle for the blind person. Hence, the robot task is only completed when the robot
arrives at the home position. Another use case focused on sighted users, specifically a
mechatronics technician working in an unfavorable position. In this scenario, the robot
delivered tools, such as a spanner, to the technician. The benefit of such a robot for the
sighted person in this context lies in locating awkwardly positioned objects and avoiding
inefficient work steps, such as groping or standing up. The hazardousness of the objects
handed over to the users by the robot in this study were classified equivalently to that
in [11]; the knife was categorized as hazardous, the spanner as unhazardous, and the cup
as neutral.

2.3. Design, Procedures and Measures

Design. The evaluation study was conducted as a standardized quasi-experiment
with a 2 × 3 × 2 mixed design. The first independent variable was the user group (BVI
vs. sighted), which was assessed between groups. The second independent variable
was object (knife vs. cup vs. spanner), which was assessed within groups. The third
independent variable was handover modality (direct midair handover vs. indirect handover
by placing the item on a table), which was assessed within groups. The experimental design
resulted in 6 experimental conditions. With the research aim of an integrated evaluation,
subjective measures (perceived easiness and perceived efficiency) and objective measures
of effectiveness (success rate, joint action failure rate, robotic failure rate), efficiency (task
completion time and handover time), and satisfaction (objective preference for modality)
were examined for all six experimental conditions. Additionally, subjective measures of
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overall usability and user experience were collected once at the end of the evaluation study.
Audio and video recordings were used.

Procedure. Before commencing the experiment, participants received detailed infor-
mation about the study procedure and privacy policy via written participant information
sheets and provided consent by signing a declaration. All documents were compatible with
screen readers. Participants were categorized into either the BVI or the sighted group based
on their visual abilities. Experimenters greeted participants in an anteroom and ensured
their compliance with hygiene protocols necessitated by the pandemic. Participants were
compensated for their time and completed a pre-survey on demographics. To maintain
consistency, all surveys were read aloud, with participants verbally responding while
experimenters digitally recorded answers. Once inside the experimental room, partici-
pants were encouraged to familiarize themselves with the robot by tactile exploration,
accompanied by verbal explanations of its functions. Initially, the robot did not engage
in communication. Subsequently, participants were seated and provided with a headset
microphone for speech input. The robot then introduced itself, explained its capabilities,
and instructed participants on speaking clearly and the short commands available (see [26]
for further details). Experimenters directed participants to request objects from the robot
(cup, knife, spanner), choosing between ‘midair handover’ or ‘placing objects on the ta-
ble’ (block 1). In a subsequent block (block 2), participants repeated the process with
the opposite handover modality. The order of handover objects was predetermined for
each participant and randomized. Each trial encompassed the entire robotic process, from
object ‘ordering’ to the robot’s return to a predefined home position (‘parking’). In the
case of handover on the table, participants were instructed to pick up the object from the
table to fulfill the handover task. After each trial, participants answered questionnaires on
perceived easiness and perceived efficiency. In the end, participants verbally completed a
post-experimental survey covering subjective overall usability and user experience mea-
sures. After all handover trials, a post-experimental survey and interview were performed
with the participants. Further measures were assessed during the course of the study, such
as evaluation of the VUI used (see [11] for further details on VUI evaluation) and trust
in robots (to be published), which are not within the scope of this paper. For the robotic
subtasks ‘object identification’ and ‘object grasping’, the methodology of Wizard of Oz
was applied. The second experimenter placed the predefined object within the robotic
gripper and manually sent the command to close the gripper. The sighted participants
were not able to see the manual actions of the experimenter behind a partition wall. Owing
to pandemic-related restrictions, the permitted test duration was restricted to 90 min per
participant. Consequently, in certain instances, specific handovers could not be executed.
Additionally, in consideration of these constraints, the study opted for the most efficient
survey instruments available.

Measures. In the pre-survey, demographic information regarding gender, age, prior
experience with robots, and sight impairments was captured. If participants did receive
the specific ordered object, this was defined as a success. Several trials could not be fully
or partially performed due to technical issues with the robot (e.g., problem of opening
the robotic gripper or server performance) or constrained test duration. Overall, for
40 participants performing 6 experimental trials each, 240 trials were planned during
the experiment, but only 220 trials (further denoted as ‘total number of trials’) could be
performed. Objective time data were read out based on a script from the robot logfiles.
Success rate for the human–robot interaction was measured by summing up all successful
handover trials and dividing it by the total number of all trials. Failures led to unsuccessful
trials, classified as either ‘joint action failures’ or ‘robotic failures.’ A joint action failure
was defined as a failure in coordinating the handover or a misunderstanding between
the human and the robot during the physical exchange phase, for instance, if the user
commanded the robot to open its gripper before they had actually grasped the object. In
addition, robotic failures were defined as failures purely resulting from the robot, e.g., the
gripper losing an object while approaching the user during the preparation phase. The
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Supplemental Material to this article includes a video showing excerpts from handovers to
BVI participants, including examples of joint action failures and robotic failures. The video
is linked at the end of the article. Subjective measures (perceived easiness and perceived
efficiency) and objective measures of effectivity (success rate, joint action failure rate, robotic
failure rate), efficiency (task completion time, handover time), and satisfaction (objective
preference for modality) were examined following all six experimental conditions. As
unsuccessful trials sometimes did not have a predefined endpoint (e.g., because trials had
to be stopped during handover), these were excluded in some measures (see Table 3).
Section 2.4 gives further information about the analysis of objective measures. For post-trial
measurement of subjective effectivity and efficiency, two single-item measures were used.
Participants verbally rated their answers on a ten-point Likert scale. The effectiveness item
was adopted from [17]. At the end of the evaluation study, the System Usability Scale
(SUS) [33] was used as a subjective measure of overall usability. Standardized Cronbach’s
alpha showed α = 0.76, which is lower than the reliabilities found in other studies [35].
The User Experience Questionnaire [38] in its short version (UEQ-S) [40] was used as a
subjective measure of user experience. The UEQ-S contains 8 items scored on two subscales:
pragmatic quality (4 items) and hedonic quality (4 items). Standardized Cronbach’s alpha
showed αpragmatic = 0.47 and αhedonic = 0.72. Due to the poor reliability of the pragmatic
quality subscale, user experience was analyzed overall across 8 items. Cronbach’s alpha
showed αUEQ-Soverall = 0.72. Satisfaction with the interaction was additionally subjectively
evaluated by several open questions regarding the HRI: ‘What did you particularly like
and what did you dislike?’, ‘Could you find an adjective describing the entire interaction
process with the robot?’, ‘During midair handover, an airflow indicated the position of the
object. How did you experience the airflow? How did it support the handover?’. Following
the results of [28], BVI participants were additionally asked, ‘Which handover modality
did you prefer: at the table or midair? Please explain why’. An overview of dependent
measures can be found in Table 3.

Table 3. Measures for dependent variables.

Variable s/o 1 Measure Description Unit Time
Assessed

Overall
usabil-
ity

s SUS System Usability Scale (SUS) [33],
10 items

from 1 = strong
disagreement to 5 =
strong agreement

End of study

effectiveness o success rate

ratio of successful trials
(participants successfully received
the object independent of their
grasping behavior) and the total
number of trials (see Section 2.3)

Percent Across all trials

joint action
failure rate

number of unsuccessful trials
caused by failures during joint
actions of the human and the robot
divided by the total number of
trials (see Section 2.3)

Percent Across all trials

robotic
failure
rate

number of unsuccessful trials
caused by robotic failures divided
by the total number of trials (see
Section 2.3)

Percent Across all trials

s perceived
easiness 2

single item ‘getting the object was
easy’ [17]

from 1 = strongly
disagree to 10 = strongly

agree
After each trial 2
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Table 3. Cont.

Variable s/o 1 Measure Description Unit Time
Assessed

efficiency o
task
completion
time

the time period between the robot
asking for participants’ order and
the robot arriving at home position
again after handing over the object

Minutes Each trial 2

handover
time
(in minutes)

the time period between the robot
requesting handover readiness of
participants and the final opening
of the robotic gripper

Minutes Each trial 2

s perceived
efficiency

single item ‘the duration of the
object handover was acceptable’

from 1 = strongly
disagree to 10 = strongly

agree
After each trial 2

User
Experi-
ence

s UEQ-S User Experience Questionnaire [38]
in its short version [40], 8 items

semantic differential
rated on a 7-point scale

(scale range −3 to 3)
End of study

Satisfaction o
Objective
preference for
modality

proportion of chosen handovers
with modality direct handover
‘midair’ and indirect handover ‘on
table’ during block 1

First 3 trials

s qualitative
feedback Open questions - End of study

1 objective (o) or subjective (s) assessment. 2 unsuccessful handovers excluded from measure.

2.4. Data Analysis

For analysis of quantitative evaluation data, statistics software R [41] version 4.2.2
was used.

Bayes analyses were used for inference statistics. Therefore, the R package ‘BayesFac-
tor’ [42] was used for group comparison and to create Bayes Models containing all inde-
pendent variables of interest. According to [42], a parameter value of 0.707 for ‘rscale’ is
defined as medium. Yet, with the aim of equivalence testing, in this paper, ‘rscale’ was set
to 0.3 for all analyses to test the null hypothesis against a rather small effect. BF01 represents
the relative likelihood of the null hypothesis over the alternative hypothesis. If BF01 > 1, the
null hypothesis is more likely than the alternative. In contrast, BF10 represents the relative
likelihood of the alternative hypothesis over the null hypothesis. Both measures are con-
vertible by calculating the inverse value of 1/BF01 and 1/BF10, respectively. For example, a
BF01 = 2 shows that the null hypothesis is two times likelier than the alternative hypothesis.

For the calculation of Bayes Models covering the design of the experiment, missing
data were imputed. The imputation method ‘MissForest’ [43] was applied. The capabilities
of ‘MissForest’ under various conditions were demonstrated and recommended by [44],
based on a simulation study. The R package ‘missForest’ [45] was used. The relative
number of imputed data per measure is given in the results sections.

To analyze the qualitative data, inductive and deductive category formation were
applied. Therefore, qualitative data were audio and/or video recorded to enable a ret-
rospective in-depth analysis. The relevant sense of the conversations was summarized
directly while listening and later from audio data. For interviews, participants’ answers
were directly assigned to the pre-defined category of interest from the interview guide-
line (deductive).

3. Results

Results showed acceptable overall usability (Section 3.1) and high effectiveness (see
Section 3.2), shortcomings regarding efficiency (Section 3.3), but interestingly also high
satisfaction (Section 3.4). For an overview of the results, the table in Appendix A gives
descriptive statistics for all dependent variables for BVI and sighted participants.
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3.1. Overall Usability

Figure 2 visualizes the results on usability as well as Bayes Factors for comparison of
groups (for a description of the Bayes Factor, see Section 2.4). Data showed relatively small
variances, but in group ‘BVI’, one outlier is visible. The Bayes Factor was calculated for
the groups ‘BVI’ (MBVI = 70.25) and ‘sighted’ (Msighted = 72.50). For the SUS Score, a value
of BF01 = 1.74 ± 0% resulted, showing the null hypothesis to be 1.7 times likelier than the
alternative. Therefore, data support Hypothesis 1 of equal usability for both user groups.
Additionally, means of both groups exceeded the target value of 70, which is acceptable
usability according to [34].
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3.2. Effectiveness

Table 4 summarizes descriptive statistics of effectiveness measures dependent on object
and modality for both groups as well as Bayes Factor comparison results between groups.

Table 4. Descriptive statistics for dependent variables of effectiveness.

Variable Handover
Modality Object BVI

M (SD)
Sighted
M (SD) BF01

success rate midair cup 100% 100% -
knife 90% 100% 1.06 ± 0.01%
spanner 89% 100% 1.05 ± 0.01%

on table cup 100% 100% -
knife 94% 100% 1.37 ± 0.00%
spanner 94% 100% 1.37 ± 0.00%

joint action
failure rate 1 midair cup - - -

knife 5% - -
spanner 5% - -

on table cup - - -
knife - - -
spanner - - -
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Table 4. Cont.

Variable Handover
Modality Object BVI

M (SD)
Sighted
M (SD) BF01

robotic failure
rate 1 midair cup - - -

knife 5% - -
spanner 5% - -

on table cup - - -
knife 6% - -
spanner 6% - -

perceived
easiness 2 midair cup 7.75 (2.40) 8.16 (2.17) 1.71 ± 0.0%

(scale range 1
to 10) knife 6.35 (3.35) 9.35 (0.75) 0.06 ± 0.0%

spanner 6.58 (3.34) 8.84 (2.06) 0.67 ± 0.0%
on table cup 9.65 (0.70) 9.68 (0.67) 1.80 ± 0.0%

knife 9.06 (2.19) 9.78 (0.55) 1.40 ± 0.0%
spanner 8.82 (2.40) 9.72 (0.58) 1.26 ± 0.0%

1 no group comparison performed due to rare events and as data are included in measure ‘success rate’. 2 unsuc-
cessful handovers excluded from measure.

3.2.1. Success Rate

Across conditions, a high success rate for all handover trials resulted. Only six trials
out of two hundred and twenty were classified as unsuccessful, resulting in an overall
success rate of 97.3%. In the group ‘sighted’, no unsuccessful trials occurred, resulting in a
success rate of 100%. Against this, the success rate in group ‘BVI’ was 94.55%. The resulting
Bayes Factor was BF01 = 0.74 ± 0%, showing that the alternative hypothesis was 1.3 times
likelier than the null hypothesis and showing a higher success rate in the group ‘sighted’.

In group ‘BVI’, the success rate varied with object and modality. The lowest success
rate occurred during midair handovers of the spanner, still showing a success rate of 89%.
For both modalities, handing over the cup was more successful than the spanner and knife.

A Bayes Model was created based on 7.1% imputed missing data. The Bayes Model
showed a mean effect for the group (BF10 = 3.08), whereas object (BF01 = 2.57) and modality
(BF01 = 3.49) favored the null hypothesis. Therefore, data support Hypothesis 2 but do not
support Hypothesis 3. Additionally, an interaction effect of group × object (BF10 = 1.22)
occurred. Therefore, first, ‘BVI’ participants experienced a lower success rate than ‘sighted’
participants, and second, the success rate was especially low for some objects (knife and
spanner) in group ‘BVI’.

3.2.2. Joint Action Failure Rate

In group ‘BVI’, a total of two failures in joint actions occurred, resulting in an overall
joint action failure rate of 1.81%. These failures occurred during midair handovers of
the knife and the spanner (see Table 4). In contrast, in the group ‘sighted‘, no failures
occurred in joint actions. Due to the low incidence rate of failures in joint actions, as these
are also included within the measure ‘success rate’, no Bayes Factors were calculated for
group comparison.

3.2.3. Robotic Failure Rate

In group ‘BVI’, a total of four robotic failures occurred, resulting in an overall robotic
failure rate of 3.63%. These failures occurred during handovers of knives and spanners
in both handover modalities (see Table 4). In contrast, in the group ‘sighted’, no robotic
failures occurred. As robot failures did not include HRI, errors occurred randomly within
the group of ‘BVI’ participants, and therefore, Bayes Factors are not calculated.
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3.2.4. Perceived Easiness

Figure 3 and means in Table 4 show that modality ‘on table’ was rated as being easier
in both groups, showing values only slightly below the scale maximum. Still, variances in
group ‘BVI’ were higher. Table 4 also shows Bayes Factors for between-group comparison.
Overall, mean values were high for all objects, and both modalities remained far above
the theoretical scale mean. The cup handed over ‘midair’ and all objects handed over ‘on
table’ showed BF01 values in favor of the null hypothesis, showing no difference between
the ‘BVI’ and ‘sighted’ groups. In contrast, Bayes Factors for objects knife (MBVI = 6.35,
Msighted = 9.35, BF10 = 17.71) and spanner (MBVI = 6.58, Msighted = 8.84, BF10 = 1.49) handed
over ‘midair’ showed the alternative hypothesis to be likelier. Therefore, BVI participants
perceived less easiness during these handovers compared to sighted participants, and data
showed higher variances in this group.
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A Bayes Model was created based on 7.1% imputed missing data. The Bayes Model
showed a mean effect for group (BF10 = 363.31) and modality (BF10 = 951,280.60), whereas
object (BF01 = 7.20) favored the null hypothesis. The main effect of modality does not
support Hypothesis 4. Additionally, interaction effects of group × object (BF10 = 51.73),
group × modality (BF10 = 1,104,519,191.00), and object × modality (BF10 = 135,560.40)
occurred. Therefore, first, ‘BVI’ participants perceived less easiness during handovers than
‘sighted’ participants. Second, ‘midair’ handovers were perceived as less easy than ‘on
table’ handovers. Third, group ‘BVI’ experienced less easiness during the handover of the
objects knife and spanner. Fourth, group ‘BVI’ experienced less easiness during ‘midair’
handovers, and fifth, easiness was lowest during ‘midair’ handovers of the objects knife
and spanner.

Figure 3 does not include unsuccessful handover trials. For group ‘BVI’, six unsuccess-
ful handover trials occurred. All six participants answered the scale with 1.

3.3. Efficiency

Table 5 summarizes descriptive statistics of efficiency measures dependent on object
and modality for both groups, as well as results of between-group comparisons.
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Table 5. Descriptive statistics for dependent variables of efficiency.

Variable Handover
Modality Object BVI

M (SD)
Sighted
M (SD) BF01

task
completion
time 1

midair cup 5.09 (0.73) 5.17 (0.69) 1.76 ± 0.0%

(in minutes) knife 5.98 (0.76) 5.97 (1.36) 1.82 ± 0.0%
spanner 6.29 (0.97) 6.19 (0.87) 1.74 ± 0.0%

on table cup 4.31 (0.51) 4.89 (1.23) 0.82 ± 0.0%
knife 4.67 (0.66) 4.92 (0.87) 1.43 ± 0.0%
spanner 4.78 (0.73) 4.96 (0.98) 1.62 ± 0.0%

handover
time 1,2

(in minutes)

midair cup 1.39 (0.40) 1.31 (0.47) 1.65 ± 0.0%
knife 1.93 (0.62) 1.66 (0.55) 0.71 ± 0.0%
spanner 2.07 (0.90) 1.72 (0.43) 0.79 ± 0.0%

perceived
efficiency 1 midair cup 5.85 (2.66) 6.21 (2.74) 1.77 ± 0.0%

(scale 1 to 10) knife 5.65 (2.96) 6.50 (2.40) 1.65 ± 0.0%
spanner 5.47 (3.04) 5.74 (2.16) 1.80 ± 0.0%

on table cup 6.41 (2.85) 6.63 (2.52) 1.78 ± 0.0%
knife 6.41 (2.85) 6.28 (2.47) 1.77 ± 0.0%
spanner 5.88 (3.12) 6.83 (2.20) 1.56 ± 0.0%

1 unsuccessful handovers excluded from measure. 2 no comparison for modality ‘on table’ as time differences
only resulted from technical variance.

3.3.1. Task Completion Time

Figure 4 shows the overall task completion time dependent on object, modality, and
group. On average across groups and objects, task completion time was 5.76 min for ‘midair’
handovers and 4.76 min for handovers ‘on table’. Task completion time was composed
of ordering (M = 67 s), searching for the object (M = 49 s), grasping the object (M = 43 s),
delivery (M = 32 s), handing over (M = 87 s), and parking (M = 42 s). In the Prehandover
phase, this equates to a total average of 202 s, consisting of 67 s for the Initiation subphase
and 135 s for the Preparation subphase. In the Physical Handover phase, the total average is
102 s, with 87 s for the Physical Exchange subphase and 42 s for the Performance subphase.

Bayes Factors for group comparison favored the null hypothesis for all objects and
modalities, except for the object cup handed over ‘on table’ (MBVI = 4.31, Msighted = 4.89,
BF10 = 1.22). Trials with ‘midair’ handovers showed that task completion time was lowest
for the cup.

A Bayes Model was created based on 12.1% imputed missing data. The Bayes Model
showed a mean effect for object (BF10 = 734.81) and modality (BF10 = 7.71 × 1013), whereas
group (BF01 = 3.66) favored the null hypothesis. Additionally, interaction effects of group
× object (BF10 = 224.08), group × modality (BF10 = 2.61 × 1013), and object × modality
(BF10 = 1.54 × 1018) occurred. Therefore, first, different objects resulted in different task
completion times. Second, handing over objects ‘on the table’ was faster than ‘midair’.
Third, the highest task completion times resulted for group ‘BVI’ during handovers of
the knife and the spanner. Fourth, the highest task completion times resulted for group
‘BVI’ during ‘midair’ handovers, and fifth, the object spanner resulted in the highest task
completion time during ‘midair’ handovers.
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3.3.2. Handover Time

Figure 5 shows handover times dependent on object, modality, and group. Handover
times varied with modality, where midair handovers took longer than handovers on the
table except for the object cup. On average, ‘midair’ handover time varied between 1.31 min
(‘sighted’—‘cup’) and 2.07 min (‘BVI’—‘spanner’). Handover times ‘on the table’ resulted
in about 1 and a half minutes. As handovers on the table did not include HRI, Bayes Factors
were not calculated for modality ‘on the table’.
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Bayes Factors for group comparison favored the null hypothesis for the cup, but
favored the alternative hypothesis for objects knife (MBVI = 1.93, Msighted = 1.66, BF10 = 1.41)
and spanner (MBVI = 2.07, Msighted = 1.72, BF10 = 1.26) handed over midair.

A Bayes Model was created based on 14.2% imputed missing data. The Bayes Model
showed a mean effect for object (BF10 = 6543.86) and modality (BF10 = 15,104.78), whereas
group (BF01 = 2.20) favored the null hypothesis. The missing main effect of group supports
Hypothesis 5, while the main effect of modality supports Hypothesis 7. On the contrary,
the main effect of object does not support Hypothesis 9.

Additionally, interaction effects of group × object (BF10 = 3220.36), group × modality
(BF10 = 7445.15), and object × modality (BF10 = 489,762,237) occurred. Therefore, first,
different objects resulted in different handover times. Second, handing over objects ‘on
the table’ was faster than ‘midair’. Third, for group ‘BVI’, handing over the knife and the
spanner resulted in especially higher handover times. Fourth, the highest handover times
resulted from ingroup ‘BVI’ during ‘midair’ handovers. Fifth, the highest handover time
resulted for objects knife and spanner during ‘midair’ handovers.
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3.3.3. Perceived Efficiency

Figure 6 shows the subjective measures of efficiency and perceived efficiency, de-
pendent on object, modality, and group. In comparison to perceived easiness, mean and
especially median values are lower. Mean values remained above the theoretic scale center
for both groups, but median values (see Figure 6) in group ‘BVI’ even fell below the theo-
retical scale center. Additionally, high variances are visible in both groups. Bayes Factors
for group comparison (see Table 5) favored the null hypothesis for all conditions.
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Figure 6. Subjective ratings of perceived efficiency (subjective efficiency) (unsuccessful trials ex-
cluded).

A Bayes Model was created based on 7.1% imputed missing data. The Bayes Model
did not show main effects (BF01 ≥ 2.29) nor interaction effects (BF01 ≥ 6.04). The missing
main effect of the group supports Hypothesis 6. On the contrary, the missing main effect of
modality does not support Hypothesis 8.

Figure 6 does not include unsuccessful handover trials. For group ‘BVI’, six unsuccess-
ful handover trials occurred. Three participants answered the scale with 1, one participant
with 5, one participant with 6, and one participant with 8.

3.4. User Experience and Satisfaction

Figure 7 shows group comparisons for user experience for UEQ-Soverall. Visually, user
experience was higher for group ‘BVI’ compared to ‘sighted’ participants.
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Figure 7. Results of user experience ratings for UEQ-Soverall. The circles denote outlier values. A
value is considered an outlier if it exceeds 1.5 times the interquartile range above the third quartile or
falls below 1.5 times the interquartile range from the first quartile.

For UEQ-Soverall (MBVI = 1.79, Msighted = 1.27), the Bayes Factor showed BF01 = 0.49 ± 0%,
showing the alternative hypothesis to be two times likelier than the null hypothesis. Therefore,
the data do not support Hypothesis 10, with higher ratings of ‘BVI’ participants compared to
sighted participants.
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Data of objective satisfaction (objective preference for modality) were analyzed over
time, as participants were free to choose a modality for the first three handovers. Hence, we
report the relative proportion of direct handover ‘midair’ and indirect handover ‘on table’
trials during block 1 (trial numbers 1 to 3; see Procedure in Section 2.3). Overall, 0.5% of
trials in block 1 were performed using the modality ‘midair’, while 19.5% were performed
‘on the table’. Preferences for modality dependent on group are given in Appendix A.
A Bayes Model was created with the objective preference of modality as the dependent
variable, based on 1.6% imputed missing data. The Bayes Model did not show main effects
for group (BF01 ≥ 3.20), trial number (BF01 ≥ 4.52), object (BF01 ≥ 1.75), nor interaction
effects for group x order (BF01 ≥ 14.85) or order x object (BF01 ≥ 8.02). The missing main
effect of group contradicts Hypothesis 11.

In the following, we present the qualitative satisfaction feedback among the different
user groups. When queried about aspects of the interaction they particularly liked or
disliked, some sighted participants commended the positive communication with the robot,
while others praised the reliability of the handovers. However, some sighted participants
negatively pointed out that trajectories during object handovers are ambiguous, and a
few noted that the overall process duration was too lengthy. Nevertheless, most sighted
participants perceived their interaction with the robot positively. They characterized the
robot by using adjectives such as ‘interesting’, ‘exciting’, ‘pleasant’, and ‘helpful’, with
only a minority of interactions feeling ‘boring’ and ‘inflexible’. BVI participants expressed
preferences and concerns regarding the handover and voice interaction features. Some
BVI participants were satisfied with the handover process, describing it as ‘effective’,
while others perceived it as ‘generally safe’. Positive feedback was also received for the
robot’s voice recognition, with a few participants appreciating the clear communication
of the robot’s actions, providing them with a sense of awareness. Some participants
specifically praised the robot’s quiet operation and friendly voice. On the flip side, certain
BVI participants highlighted challenges, noting that not all handovers were successful.
For instance, one participant mentioned an extended period of time searching for the
item during a midair handover. One participant reported difficulty in distinguishing the
metal material of the robot gripper from the spanner by touch. Dissatisfaction with the
robot’s speed was raised by a few participants who found it ‘too slow’. Additionally,
some BVI participants expressed problems with the voice interaction, citing occasional
misunderstandings of speech inputs and perceiving the interaction as ‘excessively time-
consuming’. A few participants were dissatisfied with the inability to process voice input
in complete sentences. Some were also unsure about the appropriateness of speaking
loudly and vigorously to the VUI in certain environments, such as hospitals. A few
participants also felt that the robot’s volume was too low. Despite these challenges, the
overall interaction with the robot received positive feedback from most BVI participants.
They described the experience as ‘interesting’, ‘exciting’, ‘pleasant’, and ‘supportive’.
However, a minority found the interaction ‘tedious’, ‘tiring’, and somewhat ‘unreliable’.

The airflow from the haptic feedback system went largely unnoticed by most sighted
participants, providing little to no assistance during the handover process. However, some
found the use of an airflow for orientation during robotic object handover to be a good idea.
The BVI participants were also not or hardly supported by the airflow during the handover.
The position of the airflow in relation to the object was not communicated clearly enough
for them. Some BVI participants noticed the airflow, which was perceived as partially
supportive. Others stated that they had perceived little or no airflow, and therefore, it
provided them with little or no support. A few participants stated that the airflow was
irritating rather than supportive. For example, they described the position as unfavorable,
as the airflow was not close enough to the object. One participant found the idea of the
airflow ‘interesting’.

BVI participants were also asked about their preferred handover modality. Almost all
BVI participants (18 out of 20) preferred indirect handovers on the table. Some stated that
during indirect handovers on the table, they knew where to search for the object, which
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gave them a sense of security. Two participants preferred direct midair handover. One of
these participants emphasized the immediacy of receiving the object, while the other stated
that searching for the object located on the robot was safe and not a problem. However, for
some other BVI participants, midair handover generated a sense of insecurity. They did not
know where they could grasp the object or whether they had grasped it correctly. In general,
they were concerned that the handover would not work smoothly in all circumstances.

3.5. Relationship between Dependent Variables

Table 6 shows the results of descriptive correlational analyses. First, relationships
between overall usability ratings and measures of usability subcomponents were assessed.
The System Usability Scale values did not correlate with success rate (effectiveness), indi-
cated by the rank correlation coefficient Kendall’s tau.

Table 6. Relationships between dependent variables.

Relationship
Repeated
Measures

Correlation 1

Kendall’s
Tau z p-Value

overall usability and specific measures
SUS × success rate 2 - −0.006 −0.045 0.964
SUS × UEQ-S overall - 0.302 2.61 <0.001

objective and subjective measures
effectiveness:
success rate × perceived easiness 2 0.544 - 8.33 <0.001
efficiency:
task completion time × perceived efficiency 2 −0.242 - 3.41 <0.001
handover time × perceived efficiency 2 −0.191 - 2.69 0.007
human idle time × perceived efficiency 2 0.076 - 1.06 0.287

1 repeated measures correlation coefficient due to dependent data. 2 imputed data used for correlational analysis.

Since the perceived easiness (a subjective measure of effectiveness) and time-related
objective measures of efficiency varied across experimental conditions, calculating a cor-
relation between overall usability and means of those measures was omitted. Between
the System Usability Scale values and the overall user experience, the rank correlation
coefficient Kendall’s tau indicated a positive relationship.

The two subcomponents of usability, effectiveness, and efficiency were assessed using
objective and subjective measures. These correlated for effectiveness, but for efficiency,
only the objective measures of active stages of the handover process showed significant
negative correlations with subjective measures.

4. Discussion

This study provides important insights into the usability of robot-to-human handovers
for differing user groups, namely BVI and sighted users. We evaluated whether a handover
robot designed to meet specific user needs is equally proficient in assisting BVI and sighted
users. This section discusses the study’s results, examining how various measures relate to
each other and findings from other studies. However, as highlighted by the authors in [6],
comparing results across different studies on robotic object handover is challenging due to
the absence of established standards regarding the objects used, metrics employed, and
handover phases considered.

4.1. Overall Usability

First, we evaluated overall usability, aiming to determine if the robot could be equally
effectively used by both BVI and sighted users for object handover. We anticipated no
significant difference in overall usability ratings between both groups (Hypothesis 1). The
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data from the System Usability Scale ratings supported this expectation, confirming the
achievement of the primary goal of our study.

We also aimed to achieve a minimum usability quality for both groups. Since the
handover robot is an early prototype and not a market-ready product, setting expectations
based on consumer software products, typically used in System Usability Scale evaluations,
was not sensible. Therefore, we aimed for an SUS score above 70, which is considered
acceptable usability according to [34]. This goal was met, as means of both groups exceeded
the predefined value of 70. However, the robot requires several enhancements to fully
meet user requirements and be considered a product with good usability for supporting
everyday life, necessitating a minimum SUS score of 80 or higher [35]. The extent to which
these requirements are already met and where there is room for improvement is explored
in more detail in the following sections.

4.2. Effectiveness

Effectiveness as a subcomponent of usability describes the extent to which goals are
achieved. The goals were equally successful handovers and easy grasping for BVI and
sighted users. Overall, the effectiveness of the robot handover can be described as high.

The handover success rate was expected to be consistently high in both groups, with
low failure rates independent of the user group (Hypothesis 2). The success rate for all
handover trials across conditions was high, with an overall success rate of 97.3%. This
aligns with findings from other handover studies, such as [17], which reported an overall
success rate of 94%, or [12], which observed a success rate of 97% for indirect handover
and 78% for direct handover. If participants did not receive the specifically ordered object,
the trial was defined as unsuccessful. The few cases without a successful handover only
occurred in the group of BVI users. They occurred due to errors by the robot (a total of four
out of one hundred and ten (3.6%) handovers in this group) or failures in joint action (a
total of two out of one hundred and ten (1,8%) handovers). Other studies have documented
similar failures, such as those outlined in [12], where the robot misinterpreted user inputs or
failed to open its gripper. From failures, negative results can arise for the user, characterized
as possible user-related damage in ISO 9241-11:2018 [32]. For example, if BVI users have to
pick up objects lost by the robotic gripper or due to failures in joint actions, this can lead
to injuries on unexpected obstacles. An accessible handover robot should, therefore, have
the functionality to provide precise information about the error and the ability to pick up
lost objects.

Despite the high success rate, Bayes analyses indicated a higher likelihood of a differ-
ence between the two groups than no difference, as errors were exclusively observed in the
BVI group. However, it is important to note that two-thirds of the observed errors were
caused by the robot and were independent of user actions. Therefore, this result should
be viewed with caution. Additionally, the Bayes Model revealed an interaction effect with
an increased probability of errors in the BVI group for specific objects, particularly narrow
ones like the knife or spanner, suggesting a need for improvement in the robot’s grasping
strategy for such objects.

Also, perceived easiness was expected to be consistently high in both groups inde-
pendent of the user group (Hypothesis 3). Corresponding with results regarding success
rate, ratings of perceived easiness were high, remaining far above the theoretical scale
mean. Similarly, ref. [9] reported high ratings for a comparable item assessing comfortable
handover, particularly when the handle of the object handed over was oriented towards
the user, mirroring the implementation of object handover in our study. However, in detail,
our results show a more differentiated picture. Contrary to expectations and despite the
high average ratings, BVI participants rated the handover as less easy than sighted partici-
pants. In addition, the assessment of BVI participants was significantly more heterogeneous
than that of sighted participants. It should be noted that unsuccessful handovers are not
included in this measure. This means that the expectations of BVI users regarding the
easiness of receiving the object from the robot were only partially met.
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An explanation for this outcome can be derived by examining the results of the other
test conditions. Initially, for the handover modality, we anticipated an interaction effect
wherein BVI users would rate indirect handover on the table as easier, while sighted users
would find direct handover in midair easier (Hypothesis 4). Surprisingly, both groups
perceived indirect handover on the table as easier. However, this difference was more
pronounced among BVI users, partially aligning with expectations. This was evident
in a considerable main effect identified by the Bayes analysis for the group factor and a
substantial interaction effect for the group x modality factors. Consequently, the findings
of [28], indicating that visually impaired individuals tend to avoid midair object handovers
in daily life and prefer indirect handovers on a table for better orientation, can be extended
to robotic handovers.

Our expectation was that the objects, regardless of their potential risk of injury, would
be equally easy to grasp (Hypothesis 3). This assumption was based on the robot’s grasping
strategy, which adhered to social conventions in human object handover, ensuring that
potentially hazardous surfaces were covered by the gripper and handed over oriented away
from the receiver. Surprisingly, the hazardousness of the objects did not influence perceived
easiness ratings. However, two interaction effects revealed by Bayes analysis indicated that
both the knife and spanner were rated as more challenging to receive, both for BVI users
and in the case of midair handover in general. This could be attributed to difficulties some
BVI users faced in distinguishing the gripper’s material from the object. Additionally, the
success rate indicated that robotic failures occurred most frequently with these two objects,
suggesting that although the transfer might have been successful overall, the gripper did
not grasp the object very stably. Unfortunately, this stability was not separately measured.
However, similar issues with narrow objects were already highlighted in the results of [11]
during the development of the applied robotic grasping strategy.

Discussed results regarding perceived easiness so far did not include unsuccessful
handover trials. In all unsuccessful trials, participants consistently rated the perceived
easiness with the lowest possible value. This serves as an effective control, indicating that
participants based their ratings on objective success.

4.3. Efficiency

Efficiency, as a component of usability, refers to the effort needed to accomplish a goal.
In summary, the efficiency of the robot handover must be deemed to require improvement.

Time-related measures were used to objectively assess efficiency. We expected higher
times for BVI users in active handover phases than sighted users, as they potentially
perform their movements more slowly and cautiously and have to invest more effort in
localizing the object (Hypothesis 5). This was not confirmed. The data showed no group
difference in the task completion or handover time. These are encouraging results for the
goal of equally good assistance of the handover robot for BVI and sighted users. However,
this initial impression is diminished if we take a closer look at the results of the other test
conditions.

For handover modalities, we expected higher times for midair handover compared
to indirect handover on the table, as direct handovers require more coordination effort
(Hypothesis 7). This expectation was very clearly confirmed. On average, across all objects,
the task completion time for midair handovers was 5 min and 46 s. Indirect handovers
were around 1 min faster than direct handovers. This difference was also evident in the
Bayes analysis of all three time-related measures, which revealed a main effect for modality,
which was particularly high for handover time. The findings contrast with those of [12],
which found direct handover to be quicker, with a mean total time of 2 min and 26 s,
compared to indirect handover, which averaged 4 min and 39 s. However, comparing the
studies is challenging. In [12], participants had Amyotrophic Lateral Sclerosis, leading
to motor impairment, not BVI users. Also, differences exist in the handover phases. For
example, in [12], initiation involved laser pointer ordering, with durations of 14 s for direct
handover and 12 s for indirect, unlike our verbal ordering, averaging 63 s. Moreover,
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ref. [12]’s Preparation did not involve searching and grasping but included calculation time,
resulting in transport times of 98 s for direct handover and 184 s for indirect, compared
to our mean total time of 135 s. Further, transport times are influenced by setup distances.
In the Physical Exchange subphase, ref. [12] included different robot steps. For instance,
placing or handing time was 31 s for direct and 66 s for indirect handover in [12], including
calculating handover position and grasping time, whereas we did not differentiate those
times, and our timing included VUI processing for verbal coordination, averaging 102 s.
This timing might increase if a system had to perform both calculations, making the robot
slower. Additionally, our time measure included the Performance subphase with parking
time, unlike [12].

In addition, the Bayes analyses of the time-related measures revealed interaction
effects between group and modality. This was again particularly pronounced for handover
time. Here, it was shown that in midair handovers, blind or visually impaired participants
took significantly longer to receive the object than sighted participants. The values of the
BVI group also varied much more widely for midair handovers than in the sighted group.
This can be seen as confirmation of the previously discussed Hypothesis 7, which is limited
to midair handovers. Once again, this shows that midair handovers are challenging for
BVI users.

As with the effectiveness measures, we did not expect any differences between the
different objects for the time-related efficiency measures (Hypothesis 9). Similar to the
effectiveness measures, this expectation was not confirmed by the data, and interaction
effects of objects were found, both for BVI users and for the midair handover modality. BVI
users took longer to complete the task and receive the object when handed over directly
midair. In addition, handing over the knife and the spanner in midair took longer than
handing over the cup.

Subjective efficiency was also measured with reference to time by asking whether
the time required for the handover was perceived as acceptable. This is where the results
showed the greatest weakness of the interaction with the handover robot. Across all
conditions, the mean rating of time acceptability was significantly lower than the subjective
easiness rating and close to the theoretical center of the scale. In some conditions, the
median was even below the theoretical scale center. The overarching conclusion is that the
handover by the robot was perceived as unacceptably slow. However, the participants were
very divided in their ratings; the values varied very widely in all conditions, often across
the entire scale range. This cannot be explained by the variance of the objectively measured
times but can only be explained by different user expectations. As with the other dependent
variables, we did not expect any difference between the groups (Hypothesis 6). However,
we expected lower values of subjective efficiency for direct handover midair compared
to indirect handover on the table, as the latter should be faster due to less coordination
effort (Hypothesis 8). As reported in the discussion of objective efficiency measures, direct
handover to the table was indeed faster. However, this did not affect whether this time
was perceived as more acceptable. Instead, the Bayes analysis showed no difference for
any experimental condition, which was certainly due to the generally poor mean rating of
perceived efficiency combined with the broad variance in all conditions.

4.4. User Experience and Satisfaction

In simple terms, user experience represents the contribution of perceived fun and
enjoyment to user satisfaction. Overall, the user experience of the robot handover can be
described as good and largely satisfying.

User Experience: We expected no difference in user experience ratings between BVI
and sighted users. Therefore, the data do not support Hypothesis 10 for overall user
experience, with BVI participants rating user experience higher than sighted participants.
This difference could be attributed to the infrequent need for assistance in daily tasks
among sighted users, as opposed to BVI individuals, who often require such support.
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Consequently, BVI users may hold different expectations of the robot, potentially resulting
in higher ratings for the hypothetical benefits compared to sighted users.

Satisfaction: Repeated preference for one modality was meant to serve as a short-term
objective measure of satisfaction. Hence, we expected BVI users to choose more often indi-
rect handover on a table, whereas sighted users were expected to choose more often direct
midair handover. However, in around 80% of cases, users chose direct handover midair
when given the choice, regardless of user group and trial number. This result contradicts
our hypothesis but should be taken cautiously. Participants were only allowed to choose
the modality three times, and the object handed over changed each time. Therefore, the
few repetitions may have been unsuitable as an objective measure of satisfaction, and the
choice may have been overridden by curiosity about the novelty of the next delivery. This
assumption is supported by the qualitative results on the users’ preferred modality. As
expected, most BVI users stated they prefer indirect handover on a table. This aligns with
handover strategies employed by BVI individuals in everyday handovers between humans,
as documented by [28].

We expected positive overall subjective satisfaction in qualitative feedback, reflecting
instances where the interaction met the requirements and preferences of the user groups
but also where it did not. As expected, users reported a positive experience with the
robot’s handover interaction and expressed satisfaction with its performance. However, the
feedback from BVI participants exhibited more variability than that of sighted participants.
This also aligns with our findings on overall usability, showing positive SUS values in both
groups, but at the same time, some significant outliers in the BVI group, corresponding
to a substantial portion of negative feedback from this group. BVI users also provided
suggestions for improving object location and distinguishability of objects from the gripper.
Nevertheless, across all participants, common issues arose regarding the performance of
the VUI. Users in both groups encountered challenges where their speech inputs were not
accurately understood, necessitating repetition or correction of processed order information.
This issue is particularly significant for the BVI user group, as they rely heavily on acoustic
coordination and status information [27]. Additionally, a consensus emerged across all
participants that the robot’s speed was perceived as too slow.

Contrary to our expectations, haptic feedback did not aid BVI users in locating the
object. This was mainly due to the haptic feedback system’s air flow being too weak
to be noticeable. However, when noticed, it was mostly rated as helpful. This can be
explained by the fact that the haptic feedback system was an initial prototype, lacking
iterative development and improvement in a user-centered design process.

4.5. Relationship between Dependent Variables

We had no specific assumptions in advance about the relationships between the
dependent variables in this study. The results should, therefore, be considered exploratory.

On the one hand, our design followed the recommendation of ISO 9241-11:2018 [32] to
combine objective and subjective measures with regard to effectiveness and efficiency. ISO
9241-11:2018 [32] also points out that the results of these measures can correspond with
each other, but can also differ from each other. This had to be checked for the measures of
effectiveness and efficiency used in this study. For effectiveness, findings of objective and
subjective measures corresponded to each other in many respects: high overall effectiveness,
but more challenges in the BVI group as well as with the narrow objects knife and spanner.
This aligns with relationship analysis, indicating a high relationship between both measures.
On the contrary, data are not so clear for the efficiency measures. Here, the objective time-
related measures showed a common pattern, namely that the indirect handover on the
table was faster, whereas for direct midair handover, the BVI group and the objects knife
and spanner showed longer times. This pattern was not reflected in the subjective efficiency
ratings, which can be explained by their wide variance. However, the relationship analysis
revealed a correlation between task completion time and handover time, respectively, with
the subjective ratings of the time required. The longer the objective time measure, the less
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acceptable it was rated, which could indicate that interaction times have an influence on
the perception of efficiency.

The various measures of usability and its subcomponents also revealed recurring
patterns that cannot be represented by correlation measures, but which contribute to the
overall evaluation of the interaction. There was a broad consensus among the participants
that the robot took too long to hand over objects. This was reflected in the subjective
assessment of efficiency and was also reflected in the qualitative data on satisfaction.
Nevertheless, this had little impact on the overall assessment of the participants, which
was reflected in an acceptable rating for usability overall and a predominantly good rating
for user experience and satisfaction. The users in the BVI group experienced more failures
than the sighted group, some of which could negatively affect them. This may also partly
explain the greater variation in the subjective assessments of this group. However, this
is certainly also due to the greater heterogeneity of the BVI group. Nevertheless, their
subjective assessment of the interaction in terms of effectiveness and satisfaction and the
user experience was good. Furthermore, across various measures of effectiveness and
efficiency, it was shown that the direct midair handover posed more challenges for BVI
users than for sighted users and that the direct midair handover posed more problems for
the objects knife and spanner.

4.6. Limitations and Future Research

This study is limited to accessibility for BVI users compared to sighted users. As
most research on accessibility exists for this user group in general [3], this study could
build on extensive previous findings in this research field. However, future studies on the
accessibility of robotic handovers should be extended to other user groups with disabilities.
Another limitation is its short-term perspective. The few assessed interactions in this study
do not allow inferences about the long-term development of user perception of the robotic
handover. The level of novelty could have boosted user ratings in a positive way. Therefore,
future research should assess long-term use of accessible handover robots in everyday
settings. In addition, there remains the exciting question of the extent to which interaction
strategies for HRI that meet the needs of users with disabilities can also be helpful for users
under temporarily restrictive conditions, such as poor lighting or temporary limitations
due to illness.

This study was carried out before the release of the review on robotic object handover
by [6], and as such, the subjective and objective performance measures employed here do
not align with the minimal set proposed by their review. However, our chosen method
systematically aligns with ISO 9241-11:2018 [32] as a widely established and coherent
theoretical basis. Accordingly, the objects for handover in this study were selected based
on the use cases for the two user groups. It remains to be seen whether the methodology
proposed by [6] can prove itself in a similar way, for which its embedding in a coherent
theoretical foundation would be helpful. Despite differing in metrics and object selection,
we endorse the goal of achieving greater comparability across studies on robotic object
handover, whose current challenges also became clear in the discussion of our results.
Hence, we recommend future research to reconsider the accessibility of robotic object
handover, also incorporating the measures and object classes proposed by [6].

Although conventions for Bayes Factors exist [42], the absolute height of results
depends on the priors set. Our assumptions were mainly equivalence hypotheses according
to the study objective for equal support for BVI and sighted users. Therefore, the parameter
‘rscale’ was set to a low value when calculating the Bayes Factors in all analyses of this
study (for details, see Section 2.4). In the case of testing null hypotheses, high Bayes Factors
are difficult to achieve in general and a higher priors set would have resulted in Bayes
Factors showing higher evidence for the null hypothesis. Therefore, conventions for Bayes
Factors should be used with caution when interpreting the results of this study.

Moreover, SUS-Scale received lower reliability values than reported in previous re-
search [35]. For the UEQ-S, no reliability values for comparison are available in [40].
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However, its subscale for pragmatic quality exhibited very poor reliability. This diminished
reliability of both scales may result from an oral presentation of items and the method of
answering chosen for this study, which was done for equal accessibility reasons. Future
research should investigate how this method of presentation and answering influences
the reliability metrics of these generally approved scales. Regarding the measurement
of user experience, future research can avoid this problem by using the long version of
the UEQ [38], which was not used in this study due to the time constraints imposed by
pandemic regulations.

From the results, the potential for improving the handover robot and for future
research can be derived. Overall, the time required for the processes was repeatedly rated
negatively by all groups. This is especially problematic, as Wizard of Oz was applied in
this study for object recognition and object grasping, reducing the task completion time
for all participants. There are technical challenges here to speed up various autonomous
robot actions. However, the high safety standards applied were also partly responsible
for the time required. It is, therefore, an interesting question for future research. To what
extent are users willing to accept uncertainty in favor of a faster process? Ethical, legal, and
technical criteria will also need to be examined in the future. Integrating object and hand
recognition into the robot could prevent incorrect or perceived threatening path planning
and avoid cases in which blind people have difficulties locating objects. In this respect,
the results on tactile feedback also hold potential for future research. The airflow must be
technically amplified to be more perceptible and fulfill the intended orientation function. It
also needs to be positioned more precisely in relation to the object. With regard to the Voice
User Interface, the accuracy of speech recognition should be technically improved, e.g., to
avoid repeated inputs. Further technical improvements are needed in the robotic grasping
strategies to prevent narrow objects from falling out of the robot’s hand. In addition, in
case the object and the gripper consist of the same material, it should be made easier for
BVI users to distinguish between the robot hand and the object, e.g., by embossing the
material of the gripper in a distinctive way.

5. Conclusions

The presented research contributes to the goal of more accessibility of handover robots.
Robots are expected to play a crucial role in aging societies, e.g., through automated object
handovers. While extensive research has focused on robotic object handover, the literature
addressing the specific needs of BVI users is scarce. This study aimed to address this
gap by exploring the usability of robot-to-human handovers involving BVI and sighted
users. The evaluation was conducted with a handover robot prototype featuring a Voice
User Interface and haptic feedback. The interaction concept developed for robotic object
handovers with BVI and sighted users can be rated as successful. The usability ratings
reflected this success by meeting the set target across all groups. Almost all handovers
were completed successfully. This confirms the implemented grasping strategy with
averted or concealed hazardous surfaces. Additionally, the applied VUI seems sufficient
to support the handover process. A high user experience was also attested, and the
interaction was predominantly perceived as ‘pleasant’, ‘interesting’, and ‘helpful’. This
confirms the process and information content applied in the interaction concept, with
specific position details and instructions for action. However, concerns were raised about
the time required for handovers, and feedback from BVI participants varied more compared
to sighted participants.

The key takeaway is to design the interface of collaborative robots for BVI users as
close as possible to the norm. This includes planning object orientation and grasping based
on human conventions, coordinating handovers without eye contact using a Voice User
Interface, and offering direct and indirect handover options. Providing haptic support
enhances orientation during midair handovers. Ensuring that the robot returns to a known
base position post-handover prevents safety issues. Additionally, considering the needs
of BVI users in interface design can improve interactions for sighted users as well. These
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findings highlight opportunities and challenges in enhancing assistive robots, making a
valuable contribution to more accessible and broader applicable robotic assistance.

Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/robotics13030043/s1, Video S1: excerpts from handovers to
BVI participants.
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Appendix A. Overview on Descriptive Statistics for all Dependent Variables

Table A1. Descriptive statistics for overall dependent variables of the evaluation study.

Variable BVI
M (SD)

Sighted
M (SD)

Overall
SUS (scale range 0 to 100) 70.25 (16.68) 72.50 (11.47)

Effectiveness
success rate 94.55% 100%
joint action failure rate 1.81% 0%
robotic failure rate 3.63% 0%
perceived easiness (scale range 1 to 10) 1,2 7.95 (2.83) 9.25 (1.43)

Efficiency
Task completion time 1,2 (in minutes)
—midair
—on table

5.75 (0.96)
4.58 (0.66)

5.78 (1.10)
4.92 (1.03)

Handover time 1,2,3 (in minutes)
—midair 1.78 (0.71) 1.56 (0.51)
perceived efficiency (scale range 1 to 10) 1,2 5.93 (2.87) 6.36 (2.39)

Satisfaction/User Experience
Objective preference for modality
(midair vs. table)

81.7% vs.
18.3%

79.3% vs.
20.7%

UEQ-Soverall (scale range −3 to 3) 1.79 (0.81) 1.27 (0.67)
1 measures averaged across either objects and modality or across objects. 2 unsuccessful handovers excluded from
measure. 3 no comparison for modality ‘on table’ as time differences only resulted from technical variance.

https://www.mdpi.com/article/10.3390/robotics13030043/s1
https://www.mdpi.com/article/10.3390/robotics13030043/s1
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