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Abstract: Robotic surgery involves significant task switching between tool control and camera
control, which can be a source of distraction and error. This study evaluated the performance of a
voice-enabled autonomous camera control system compared to a human-operated camera for the
da Vinci surgical robot. Twenty subjects performed a series of tasks that required them to instruct
the camera to move to specific locations to complete the tasks. The subjects performed the tasks
(1) using an automated camera system that could be tailored based on keywords; and (2) directing
a human camera operator using voice commands. The data were analyzed using task completion
measures and the NASA Task Load Index (TLX) human performance metrics. The human-operated
camera control method was able to outperform an automated algorithm in terms of task completion
(6.96 vs. 7.71 correct insertions; p-value = 0.044). However, subjective feedback suggests that a voice-
enabled autonomous camera control system is comparable to a human-operated camera control
system. Based on the subjects’ feedback, thirteen out of the twenty subjects preferred the voice-
enabled autonomous camera control system including the surgeon. This study is a step towards
a more natural language interface for surgical robotics as these systems become better partners
during surgery.

Keywords: robotic surgery; automated camera; da Vinci system; natural language processing

1. Introduction

Robotic surgery has revolutionized the field of minimally invasive procedures, offering
improved precision and flexibility to surgeons. The motivation behind this research is to
address the unique challenges of teleoperating a surgical robot using remote video views.
This paper aims to address these challenges, particularly in camera control, and compares
our current implementation of two camera control systems: (1) voice-enabled autonomous
camera control (VACC); and (2) human-operated camera control (HOCC). To evaluate the
performance and user interface of VACC as compared to HOCC, a comprehensive human
factors study was conducted involving twenty subjects. In addition, the paper discusses
the implications of these findings and explores potential avenues for future research such
as extended language capabilities.

Medical errors are the third leading cause of death in the US [1], with many errors
during surgery being caused by poor visualization, decision-making, and inadvertent tool
movements. The Centers for Disease Control and Prevention (CDC) estimates that more
than 2 million laparoscopic surgeries (which could potentially be undertaken using surgical
robots as the technology matures and becomes more affordable) are performed each year
just in the US [2]. The World Health Organization states that surgical safety should now be
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a substantial global public health concern because of the high death and complication rates
of major surgical procedures [3].

Robot-assisted minimally invasive surgery (RAMIS) has achieved widespread global
clinical adoption, primarily due to reduced trauma to the patient as well as improved
precision, dexterity, and visualization for the surgeon [4]. RAMIS heavily relies on the use
of real-time imaging through an endoscopic camera. The camera provides a high-resolution
video stream of the surgical site and offers wide-angle visibility. The surgeon manipulates
robotically articulated instruments through a surgical console, also known as a human–
machine interface (HMI), which relies on the video stream for guidance. The combination
of minimally invasive techniques and robotic assistance has significantly contributed to the
rapid growth of RAMIS over the past decade [5]. The most widely adopted RAMIS system
to date is the da Vinci surgical system developed by Intuitive Surgical Inc. in Sunnyvale,
CA, USA [6].

During robotic surgery, the surgeon lacks the sensory feedback present in traditional
surgical operations, resulting in reduced situational awareness and a high mental workload.
Since the surgeon is expected to control most aspects of the remote interaction, reacting
effectively to irregular events in the surgical environment can be taxing and error prone. To
ensure safe operations, a well-designed user interface for robotic surgical tasks is essential.
Managing the camera viewpoint is one key element of a user interface. During both
robotic and traditional laparoscopic surgery, the surgeon must continually control the
camera’s position to ensure that they have sufficient visibility of the tools while performing
precise procedures. However, camera-related tasks are sources of considerable distraction
and divert the operator’s attention from performing the surgery [4]. Achieving optimal
visualization in a dynamic environment is challenging, and robotic tool movements initiated
without an appropriate view of the operating environment or tool can have unintended
and potentially dangerous consequences. The current state of the art in robotic surgery
provides only manual solutions (e.g., clutch to move the camera) for assisting with the
challenging task of dynamic camera positioning.

To perform successful surgery, uninterrupted and seamless visualization of the operat-
ing field and the surgical tools is essential. This enables surgeons to monitor instrument–
tissue interactions while treating patients. The surgical interface must minimize task
switching; for example, switching between moving the camera and tools or using the clutch
and keypad interface. The surgeon’s time within the console observing the surgical site
must be maximized, not infringed upon by constantly adjusting robot parameters using
the keypad or clutch. Poor visualization and continuous task switching can reduce surgical
precision and compromise patient safety by enabling risky tool movements [5]. There-
fore, advanced user interface techniques with safe low-level automation that seamlessly
integrates with the surgeon’s tool gestures and voice commands are needed in order to
improve control issues in robotic surgery. Additionally, a voice interface that allows for
snapshots of pictures, videos, and recordings of surgical tool movements would be ideal
for clear documentation of surgical procedures for the patient and for the potential training
of surgical residents.

It is clear from the research that camera control is a complex and demanding task
for the surgeon [7,8]. The studies cited indicate that the surgeon may need to reposition
the camera frequently during surgery and that this can result in a higher workload for
the operator, both physically and cognitively. This can lead to longer operation times,
decreased visual quality, and a higher probability of errors [9–11]. These findings highlight
the need for more advanced user interfaces with some automation (e.g., camera control
systems) to alleviate the surgeon’s workload and enhance surgical outcomes [7,12,13].

Various camera control methods (for example, eye gaze tracking and segmentation
algorithms), as well as systems such as AESOP (Automated Endoscopic System for Optimal
Positioning) and EndoAssist, have been developed for use during laparoscopic and robotic
surgery. Reactive and proactive automated camera control approaches have also been
developed as reported in [7].
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Several autonomous camera systems have been developed to facilitate minimally inva-
sive surgical procedures, as referenced in the range of publications [14–23]. These systems
primarily employ image processing or kinematics to determine the tool tip positions in
relation to the camera for tracking purposes. Typically, these systems rely on a set of prede-
fined rules to determine the camera’s target position and zoom level. Another study which
used an autonomous camera system on an ex vivo animal neobladder reconstruction study
showed promising results [24]. The literature on voice control for laparoscopic camera
manipulation is scant. No researchers that we have found compare an automated system
that uses voice with a human operator in the laparoscopic domain.

In our case, we have integrated a rule-based approach on our da Vinci platform,
directing the camera towards the midpoint of two tracked tool-tips and adjusting the zoom
level as required to maintain the tool-tips within the camera’s frame. These systems are
relatively simplistic, as they primarily focus on the tool-tips without considering other
factors. We have already shown that these autonomous camera systems far out-perform the
current clutch-and-move systems. In addition, user studies have revealed that users often
require customization of the autonomous camera’s behavior to accomplish their specific
tasks, as discussed in [25].

To enable seamless adjustments to autonomous camera behavior, we previously in-
troduced a system that incorporates a voice assistant, allowing users to modify the base
behavior of the autocamera system using voice commands, such as tracking the left or right
tool with a specific voice command [26]. The current paper assesses the performance of the
previously developed VACC system in comparison to the HOCC system within the context
of our user study.

2. Materials and Methods
2.1. Test Platform Development
2.1.1. Hardware and Software Implementation Architecture

Our test platform is primarily comprised of a da Vinci standard surgical system that
has been modified to work with the da Vinci Research Kit (dVRK) [27]. The instrument cart
shown in Figure 1a contains five control boxes, one to interface with each of the master tool
manipulators (MTMs) (2×), the patient-side manipulators (PSMs) (2×), and the endoscopic
camera manipulator (ECM) (1×). The control boxes also serve as the interface between
the hardware and the software. Under normal circumstances, the operator controls the
da Vinci from the surgeon console in Figure 1b using the video feed, MTMs, and foot
pedals. Figure 1c depicts the patient-side system, which serves as the location for the
testbed placement and interaction with the subjects. The primary components of the dVRK,
aside from the robot, are hardware control boxes that have field-programmable gate array
(FPGA) boards and amplifiers, and open-source software that facilitates computerized
control of the arms.

1 

 

 
Figure 1 

 

 

 
Figure 4 

 

 

Figure 1. The da Vinci surgical system: (a) the instrument cart with dVRK control boxes; (b) the
surgeon console with foot pedals and MTMs; (c) the patient-side system with labeled PSMs and ECM.
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The dVRK software employs the open-source robot operating system (ROS) frame-
work, the computer-integrated surgical systems and technology (CISST), and surgical
assistant workstation (SAW) libraries created by Johns Hopkins University [27]. The soft-
ware framework relies heavily on ROS, a system that enhances interprocess communication,
enabling seamless interaction among processes on the same or different computers via a net-
work of nodes. Within this software framework, the interface entails the exchange of data
among a network of ROS nodes, the da Vinci hardware, the surgeon, and our automated
camera software. The fundamental objective of this system is to harness the capabilities
of the ROS network to retrieve manipulator joint values from the patient-side hardware,
process these data to determine the desired camera orientation, and subsequently configure
the joint values for the camera arm, thereby establishing an autonomous camera platform.

2.1.2. Baseline Autocamera Algorithm

The autocamera algorithm developed by Eslamian et al. serves as the base for more
refined methods of camera control [25]. Autocamera tracks the midpoint of the two PSMs
and ensures that this is always in the field of view via zoom adjustment. The positions
of the PSMs are calculated via forward kinematics and the midpoint of the two tools are
projected on to the image plane, which is used to calculate the camera arm position so that
it points towards the centroid of the tools. The system relies on accurate camera calibration
and optimization of the transformations between the three robot arms of the system (the
camera arm and the two tool arms).

Another feature of the baseline autocamera algorithm is a zone/time-based gesture.
The zoom level of the camera is determined by the projection of the tools into the 2D view.
To facilitate this, the camera image is partitioned into three areas: the inner zone, dead
zone, and outer zone. The algorithm zooms in when the tools are in the inner zone and
zooms out when they are in the outer zone, until both tools are situated in the dead zone.
The zooming process will only commence if the tools remain motionless in either the inner
or outer zone for at least 100 milliseconds. This simple method ensures that the tools can
be zoomed in or out without interfering significantly with the task [25].

2.1.3. Natural Language (Keyword) Interface

A natural language (keyword-based) interface was added to the autocamera algorithm
to provide more control of the camera movement to the user [26]. The Vosk speech
recognition API, based on the Kaldi toolkit, was used to integrate the interface [28]. Vosk
offers an API that works offline and allows for the limiting of the existing vocabulary to
certain keywords. The natural language interface allows the user to specify the required
camera movements such as tracking the left or the right tool, tracking the midpoint, keeping
a point in the field of view, etc. Based on feedback from a robotic surgeon, two additions
were made to the existing list of functions—“record video” and “take picture”. This allows
the user to record a video or take a picture of a procedure (or sub procedure) from the
endoscopic camera, which can be used for documenting or teaching purposes. Table 1
shows the list of commands that the da Vinci responds to.

Table 1. This is the list of commands for voice recognition. Note that each command on the left must
be preceded by the keyword “da Vinci”.

Command Action

Start/Stop Start/stop autocamera algorithm
Track middle Track midpoint of the tools
Track left/right Track the left/right tool

Keep left/right Keep the point at which the left/right tool is at currently,
in the field of view for future movements

Find my tools Move camera to have both tools in the field of view
Take picture Save an image from the endoscopic camera
Begin/end recording Start/stop the video recording
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2.2. Human Subject Testing Protocol

A study involving twenty subjects (including one robotic surgeon) using two different
camera control methods—VACC and HOCC—was performed. Each subject underwent a
series of trials during which video and kinematic data were systematically documented to
enable a comparative analysis of the two camera control methods. Additionally, participants
were administered a NASA-TLX questionnaire, and their performance data underwent
a comprehensive evaluation. The comprehensive testing protocol is explained in the
following sections.

2.3. Test Setup

Our human factors study received approval from Wayne State University’s Insti-
tutional Review Board (IRB) under the reference number IRB #22-03-4453. The study
comprised twenty participants, consisting of nineteen novices in the 20–40 age range, rep-
resenting the engineering department and medical school communities. It is important to
note that novices in this context refer to participants without any prior surgical experience.
Additionally, one participant was identified as an experienced robotic surgeon. The trials
for each participant lasted approximately 90 min. Throughout the study, each subject
repeatedly performed a specific task while the camera control was alternated between the
voice-enabled automated camera system and a single trained camera operator utilizing
a joystick, as detailed in Figure 2. Both the autonomous camera system and the joystick
operator had access to the same movement parameters of the camera. A yaw, pitch, or
zoom of the camera were allowed by both (for simplicity, a rotation of the camera was
not allowed).
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Figure 2. Joystick used to control the camera (HOCC). The joystick operator moves the joystick left
and right (from the back view) to yaw the camera and pushes the joystick forwards and backwards
(from the side view) to pitch the camera up or down. The toggle button at the top physically moves
the camera in or out for a zooming motion.

The subjects were allowed to give freeform commands to the joystick operator. Typical
commands included “zoom in/out”, “follow my left/right tool”, and “start/stop moving
the camera”. This allowed for more flexibility in camera movements, and this approach
also ensured that the operator had the ability to respond to the unique requirements of
each task while maintaining consistency in camera operation. The reason for one joystick
operator was to not confound the results with multiple operators. The joystick operator
proficiency was hence the same for all subjects and was not a variable for the study. In
addition, the operator was instructed to just follow the voice commands of the participant
and not add any extra movements from knowledge of the scene.
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2.4. Data Collection Methodology

For the task mentioned previously, we used two printed images displaying circuit
breadboards. The task entailed the precise placement of cable ends into designated holes on
these two boards, as illustrated in Figure 3. The procedure required participants to transition
the wire from their left hand to their right hand and then insert it into a predefined hole on
the breadboard indicated in the task sheet (e.g., G17) using specialized tools. This process
necessitated the navigation of the wire around the breadboard, guided by the coordinates
provided on the task sheet. This particular task was chosen due to its significant camera
movement requirements and its similarity to suturing motions, while being more accessible
in terms of the learning curve. Participants were instructed to conduct a preliminary five-
minute practice run followed by ten separate three-minute trials, each featuring a random
arrangement of ten distinct patterns. The camera control methods were counterbalanced
and rotated between the two test conditions—VACC and HOCC.
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2.4.1. Score

The created punctures in the paper (with the printed images of the circuit breadboards)
provided a means to assess the advancements made during the task. We devised a progress
score, hereafter referred to as the “score”, to provide an objective measurement of a subject’s
performance in a specific task. Calculating the score involved awarding one point for each
puncture in the paper that fell within a distance of one hole from the specified location on
the breadboard. Furthermore, errors were monitored in each test using paper sheets. Any
puncture located more than one hole away from the intended target was considered an
error. It is important to note that the unit of measurement corresponds to the diameter of
the individual holes on the board (2 mm). Additionally, there were instances where test
subjects unintentionally tore the paper due to a lack of control. This aspect was significant,
as mitigating such occurrences is vital for enhancing safety during surgical procedures.
Consequently, the number of tears in each trial was also recorded.

2.4.2. Questionnaire

In this study, subjects were administered a NASA-TLX questionnaire aimed at eval-
uating their experience level with robotic surgery, as well as measuring their level of
frustration, effort, and performance during the study. The questionnaire aimed to provide
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insight into the subjects’ preferences of use between VACC and HOCC. We also discussed
their levels of physical, mental, and temporal demand during the different camera control
methods. The subjects were asked to assign an input value ranging from 1 (low demand)
to 20 (high demand) in each category. In addition to the questionnaire, a short survey was
administered for qualitative feedback.

2.5. Evaluation Methods

The data collected from participants, including survey results and scores, were or-
ganized and compared for the two different camera control methods. We calculated the
average score for each method and its p-value (from a paired t-test). We also examined the
NASA-TLX questionnaire results, which assessed the task’s workload (demand) in six areas:
mental, physical, temporal, performance, effort, and frustration. The detailed definitions of
these categories are available in [29]. These results were compared for each camera method,
and we determined average values and p-values (from multinomial logistic regression [30]).
Besides participant data, we recorded voice commands, laparoscopic videos, kinematics,
and joint angles in the ROS bag format for later analysis.

3. Results

Task completion was quantified via the scoring metric described in Section 2.4.1.
As previously mentioned, the scores for each method were compared and are visually
presented in Figure 4. The average score for the voice-enabled camera control algorithm was
found to be 6.96, while the average score for the human-operated camera control system was
found to be 7.71. The p-value for this analysis was found to be 0.044, suggesting that there
is a statistically significant difference in task completion between the two camera control
methods. Based on these data, HOCC performed slightly better on average, compared
to VACC. The number of tears/rips in the paper used by the subjects as part of the study
was also recorded as a measure of the performance of the two camera control methods:
87 for VACC and 71 for HOCC. The p-value was found to be 0.29, which suggests that the
difference (although higher for HOCC) in the number of tears between the two camera
control methods is not statistically significant.
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Figure 4. Comparison of the score achieved by the subjects between VACC (blue) and HOCC (orange).

Similarly, the results from the NASA-TLX questionnaire are presented in Figure 5.
The following metrics were compared between the two camera control methods: men-
tal demand, physical demand, temporal demand, performance, effort, and frustration.
Based on the averages, we observed that VACC received slightly lower (better) scores in
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a majority of the metrics compared to HOCC. The average scores for temporal demand
were observed to be significantly higher (worse) for VACC, and the average scores for the
mental demand, physical demand metrics were higher (worse) for HOCC. Table 2 presents
the findings of the multinomial logistic regression analysis examining the impact of the
two camera control methods (VACC vs. HOCC) on various NASA-TLX categories, where
frustration was set as the control factor. Frustration was selected for this purpose due to
its relatively consistent average values across both camera control methods, suggesting
minimal differences in frustration levels between VACC and HOCC. Effort was found
to be the only statistically significant NASA-TLX category. Compared to VACC, HOCC
was associated with higher reported effort (p-value = 0.042). This suggests that partici-
pants using HOCC perceived the task as requiring more effort than those using VACC.
No statistically significant relationships were observed between the two camera control
methods and the remaining NASA-TLX categories (mental demand, performance, physical
demand, temporal demand). While no statistically significant differences (p-value > 0.05)
were observed between VACC and HOCC for mental demand, performance, and physical
demand, the raw score comparisons suggest a trend towards lower (better) workload scores
for the voice-enabled camera control system.
 

2 

 
Figure 5 

 

 

Figure 5. Comparison of the NASA-TLX data recorded by the subjects between VACC and HOCC.

Table 2. Results from multinomial logistic regression with “Frustration” set as the control factor.

NASA-TLX Category Source (Camera Control Method) Value p-Value

Effort
VACC 0.127 0.603
HOCC 0.570 0.042

Mental Demand
VACC −0.187 0.392
HOCC 0.061 0.784

Performance
VACC −0.061 0.785
HOCC 0.114 0.617

Physical Demand VACC −0.303 0.178
HOCC −0.125 0.568

Temporal Demand VACC 0.214 0.373
HOCC −0.238 0.303
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Based on the survey feedback, thirteen out of the twenty subjects (including the robotic
surgeon) preferred the natural language interface and the other seven preferred the human-
operated joystick camera control. The participants’ comments are categorized based on
how well each mode allowed the control of the camera, the mental demand, and physical
demand. A further classification of whether the subject comments were positive or negative
is displayed in Tables 3 and 4. Additionally, the subject data (score and NASA-TLX results)
from the robotic surgeon are highlighted in Table 5.

Table 3. Subject comments for human-operated camera control method.

Features
Subject Comments for HOCC

Positive Negative

Camera Control

Zooming was quicker and smoother Camera was moved to an unwanted position

I can tell the operator to stop or zoom out which
led to a more granular level of control Method doesn’t automatically track tools

Minimal lag for zoom in and out The joystick had more staggered results

The adjustment period allowed me to work on
hand placement/coordination while the vision
was set up

Control was inconsistent and I cannot directly control it

Rapid zooming It wasn’t as quick since speed is also tested

This was better, fast amount of reaction was
enough to complete the task

Sometimes I had a different direction in mind than the
one the operator moved the camera to

Easier for zooming in/out I couldn’t control how much I wanted to move in
certain directions

Didn’t have to say da Vinci before everything N/A **

Easier to zoom N/A **

Mental Demand

It was more intuitive to move with
human operator

Having to say to follow the tools made me lose focus on
the task

Less work to use Can be difficult to communicate

Commands were easy to think of and reaction
was great Takes focus away from task

It was easier to communicate with a person Having to ask operator to move camera was
time consuming

N/A **

This method felt like there was more pressure to tell the
person operating the joystick where to go; it seemed that
I had to focus on the tasks and communicate directions to
the operator

I dislike someone else controlling the camera; it was hard
to say how much to zoom sometimes

I had to communicate which slowed me down

Having to direct operator took mental effort; it was hard
to get perfect zoom in/out

Physical Demand Joystick has less physical strain because I did
not have to maneuver my fingers to zoom N/A **

** No relevant comments were provided in this category.
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Table 4. Subject comments for voice-enabled autonomous camera control method.

Features
Subject Comments for VACC

Positive Negative

Camera Control

Automatic tracking used less commands Some of the commands were redundant

Follows work area; makes work quicker in some
circumstances Slow zoom

More intuitive, zooming in and out was good Zoom feature is slow/has delay

Camera follows instruments * Not as precise as a regular joystick

Camera Control

The voice-controlled camera was faster and allowed me
to move quicker since it was following all
my movements

Disliked waiting for zoom in/out

Camera control was consistent and ability to track
continuously made the task easier to complete The zoom felt slower

Camera followed the tools without thinking about it Zoom in done automatically when holding still,
would prefer saying zoom to hold still

It is much easier so all I have to do is zoom in; voice was
easier especially with how quick it follows the camera; it
also zooms in exactly where I want it to go and quicker

Zoom in/out had difficulties

Appreciated the camera moving on its own to follow me Zoom is not the best, takes time; auto
track/follow is great

Automatic zoom was very helpful Harder to control

Camera control was fluid It was difficult to put it in place

Mental Demand

With proper training and as trials progress, it was nice
not to allow another person Need specific commands

This method was easier, and I was more focused on the
tasks; I don’t speak very loudly, but it worked fine

Track left and right were a little confusing to use
when the camera just follows the tools on its own

I was in charge of exactly where I wanted to be N/A **

Physical Demand N/A ** N/A **

* Specific feedback that was provided by the robotic surgeon. ** No relevant comments were provided in
this category.

Table 5. Comparison of the score and NASA-TLX data for the robotic surgeon.

VACC HOCC

Score 13 15

Mental Demand 2 13

Physical Demand 2 14

Temporal Demand 2 12

Performance 5 11

Effort 4 14

Frustration 4 12

The NASA-TLX data and subjective feedback from the robotic surgeon (Table 5) indi-
cate his preference for the voice-enabled autonomous camera control. He overwhelmingly
scored higher in all NASA-TLX measures (mental demand, physical demand, tempo-
ral demand, performance, effort, and frustration) for HOCC, signifying his preference
for VACC.

Both camera control systems, voice-enabled autonomous camera control and human-
operated camera control, exhibit distinct characteristics based on participant feedback.
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VACC received positive remarks for its automatic tracking, intuitive controls, and the
ability to swiftly follow instruments and user movements, enhancing overall fluidity and
speed of operation. The participants appreciated the convenience of voice commands,
automatic zoom features, and the system’s responsiveness. On the other hand, HOCC
demonstrated strengths in providing users with granular control and responsiveness to
specific commands. Participants commended the quick and smooth zooming capabilities,
though some expressed challenges related to consistency and occasional unwanted move-
ments. While VACC offered an autonomous and hands-free experience, HOCC allowed for
more direct and controlled manipulation by the user. These general characteristics highlight
the unique advantages and considerations associated with each camera control method.

4. Discussion

Overall, the results from the human factors study indicated a statistically significant
difference in task completion between the two camera control methods, with the human-
operated camera control slightly outperforming voice-enabled autonomous camera control
on average. However, when considering the NASA-TLX questionnaire and the subjective
survey results, there was no statistically significant difference except for higher (worse)
scores in effort for HOCC. The NASA-TLX findings imply that our implemented voice-
enabled autonomous camera control algorithm performs as well as a human-operated
camera control system. According to his subjective comments and the NASA-TLX data,
the lone surgeon (expert) in the study much preferred the autonomous camera system.
While the results may not have yielded statistically significant differences across all metrics,
they do provide valuable insights into the user experience with both the camera control
systems. Future research should include larger sample sizes to develop more definitive
statistical results. Additionally, the subjective feedback from the participants, including
the robotic surgeon, highlights the practical advantages of the voice-enabled autonomous
camera control system.

The incorporation of a keyword-triggered language interface into the da Vinci surgical
robot holds potential in enhancing surgical outcomes and expanding the accessibility of this
technology. Our research presents the evaluation of VACC through a user study, demon-
strating that, in many respects, it is comparable to a person operating the camera via joystick.
Nevertheless, we envision the prospect of a more intuitive interface in the future which
allows for more freeform commands to the system. While our current implementation is
rule-based, we anticipate that a well-trained neural network could potentially outperform
the human-operated camera control system. The advantage of the human joystick-operated
camera system was that free-form complex instructions could be given to the operator. The
commands were not limited like they were for the autonomous system. Despite this sub-
stantial advantage, the HOCC performance was still on-par with VACC. It is encouraging
that automated system performance is approaching that of human-controlled systems.

This study sheds light on the current capabilities of surgical voice-enabled camera
systems. Here, we provide some guidelines for future research. A key insight from our
research is that automated voice-enabled systems’ performance is similar to a human
operator under direct instruction. Notably, the preference of the surgeon for the automated
voice-enabled system underscores its potential in clinical applications. The limitation of
the current study is that currently, autonomous systems will likely fall short of truly expert
camera operators. If the operator can anticipate and perform a case without any instruction,
this would be ideal. This points to future work where we can use more tools and techniques
to learn expert behavior, which would involve much more data collection for predictive
analysis. An extension of the current study would be to analyze data from a truly expert
operator that knows the surgery (or scene) and can anticipate movement. Future studies
should aim to involve more highly trained operators. Such inclusion would provide a
more rigorous benchmark, pushing the boundaries for the development of even more
sophisticated AI voice-enabled systems. For an autonomous camera system, this would
require more advanced AI techniques.
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Clearly, more research and advancements are needed, and integration of AI systems
may provide a good avenue. Attanasio et al. provide a roadmap for future autonomous
system development for surgical robotics and give clear levels of autonomy which will be
beneficial [31]. An exciting prospect for these future systems is the integration of advanced
generative transformers. These would enable the systems not only to respond to voice
commands but also to understand the visual context of the surgical scene, thereby offering
intelligent, context-aware camera guidance. This approach would mark a significant leap
from reactive to proactive camera control, offering a more intuitive and seamless integration
of technology into surgical procedures. These advancements would represent a substantial
stride towards creating more autonomous, efficient, and surgeon-friendly robotic systems
in the operating room.

We envision a robotic surgery system of the future which will have a natural language
interface that helps the surgeon at all stages of surgery. This could make surgeries faster,
more accurate, and safer. Progress in image and video analysis within the generative trans-
formers framework (e.g., ChatGPT, Bard) presents a promising path for further research
and development, leading to more sophisticated and intelligent surgical systems that can
truly collaborate with the surgical team [32,33]. To ascertain the effectiveness and usability
of the natural language interface in surgical settings, future studies should be conducted
utilizing custom datasets tailored to specific surgical procedures. These datasets could
provide surgeons with valuable insights.

This group has integrated our da Vinci system to a generative transformer which
offers the opportunity to significantly enhance the interface’s capabilities, enabling it to
assist surgeons in complex free-form ways [34]. Future interfaces could provide alerts,
suggestions, alternative options, patient monitoring, fatigue monitoring, and even manip-
ulation of surgical tools. The future steps include further implementation of a local and
more secure natural language processing system with a user study evaluation.
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