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Abstract: This paper presents a complex trajectory evaluation framework with a high potential for use
in many industrial applications. The framework focuses on the evaluation of robotic arm trajectories
containing only robot states defined in joint space without any time parametrization (velocities or
accelerations). The solution presented in this article consists of multiple criteria, mainly based on
well-known trajectory metrics. These were slightly modified to allow their application to this type of
trajectory. Our framework provides the methodology on how to accurately compare paths generated
by randomized-based path planners, with respect to the numerous industrial optimization criteria.
Therefore, the selection of the optimal path planner or its configuration for specific applications is
much easier. The designed criteria were thoroughly experimentally evaluated using a real industrial
robot. The results of these experiments confirmed the correlation between the predicted robot
behavior and the behavior of the robot during the trajectory execution.

Keywords: trajectory optimization criteria; robotic arms; trajectory evaluation; path planning

1. Introduction

In many modern applications of robotic arms, there is a need to compute collision-free
trajectories with variable start and goal positions. An example of such application is the
problem of bin-picking, where the main goal is to pick randomly placed objects from within
the bin. This problem is described in the literature as a problem of dynamic path planning.
Several solutions to this problem have been proposed and applied over the past decade.

Many of these popular methods are based on randomized sampling, such as proba-
bilistic roadmap methods (PRM) [1] or rapidly random trees (RRT) [2]. Another approach
to path planning is using optimization-based methods. Algorithms such as covariant
Hamiltonian optimization for motion planning (CHOMP) [3] or stochastic trajectory opti-
mization for path planning (STOMP) [4] belong to this group. Most of the methods utilize
random exploration of configuration space to speed up the computation. The disadvan-
tage of such algorithms is their non-deterministic behavior. The repeated path planning
computation from the same start state to the same goal state could yield different results.
Furthermore, attributes of the calculated paths depend dramatically on the chosen path
planning algorithm and its configuration. The trajectories can differ in the distance traveled
by the endpoint of the robotic arm, energy consumption, or maximal joint accelerations
achieved during the motion execution. Several metrics were proposed for the measurement
of difference between two robot states.

Many path planner comparisons and path planner articles for specific applications
evaluate mainly planning time and success rate. In their paper [5], Rodriguez and Suarez
(2015) provide a comparison of sampling-based algorithms, which is based on planning
time, success rate, and number of samples. Likewise, Paulin et al. (2015) [6] compare
path planners for grape vine pruning application, but the trajectory quality is not consid-
ered. Magyar et al. (2019) proposed a modified version of the STOMP algorithm called
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GSTOMP [7] and use the term “smoothness”, which represents a cumulative function of
the end effector’s linear and angular accelerations. Similarly, in their study [8] De Maeyer
and Demeester (2021) are focused on benchmarking path planning for robotic arc welding,
where path length is computed as the cumulative sum of joint differences. On the other
hand, Larsen et al. (2017) [9] used the Euclidean distance of a tool center point for the path
length calculation. In all of these algorithms factors/characteristics such as tool orientation,
acceleration or jerks are neglected. In our previous research [10], we attempted to compare
the quality of paths computed by various path planners and their configurations. However,
we were not able to find any common framework for evaluation of the quality of the path.

It is hard to define what is the best universal trajectory, but it is possible to determine
which trajectory is better with respect to a selected criterion or their combinations for specific
setup and production type. It makes little sense to talk of the best universal trajectory,
however it is possible to determine which trajectory is best suited depending on a selected
criterion (or a combination of several criteria) for a specific setup and production type.
Optimization typically aims to minimize the production cycle time, based on the robot’s
velocity and the total trajectory length. Other optimization criteria could be maximizing
the durability of the robot gearing or decreasing energy consumption. [11]

In this article we formulate a complex trajectory evaluation framework consisting
of multiple criteria. The objective of this article is not to provide a comparison of path
planning algorithms, but to provide a methodology to compare the resulting paths. For the
purpose of this article, the result of a path planner is a path defined as a set of robot states
in the robot joint space.

In order to ensure a smooth motion execution, the robot control system needs to
post-process the given path and execute its approximation. Therefore, it will not traverse
all the positions precisely. Some of our criteria try to predict how the robot will behave
during the execution. Therefore, in experimental evaluation of our framework, we tried to
find the correlation between the planned and performed trajectory for each criterion.

The evaluation criteria are fully described in Section 2 “Criteria” and they are validated
in Section 3 “Validation of criteria” with data measured using a real robot. These measure-
ments are also used for evaluation of the aforementioned hypotheses about prediction of
path execution, where the measured and predicted data are compared. Section 4 “Usage of
criteria” provides criteria examples and an introduction on how to use them. The impact
of environment complexity and the position of the bin were investigated and analyzed
as well. Finally, Section 5, Results, summarizes and recapitulates the findings reported in
previous sections.

2. Criteria

The first trivial criterion often used by manufacturers is the Cartesian distance of
tool center point (TCP) between each waypoint of the path. This means that the sum of
the Euclidean distance between each consecutive TCP position in R3 should be minimal.
In many cases programmers try to optimize the robotic program in order to reduce the
production cycle time [12] in specific applications like spot welding [13], where the TCP
path must be minimal. In the joint space, we could define the joint distance criterion,
which is very closely related to the Cartesian distance criterion. The joint distance uses
an accumulated summary of differences for each joint value. An interesting application is
collaborative robotics, because robots must indicate appropriate proxemic behavior, and
unnecessarily long and nonsensical trajectories could evoke fear [14].

x =
n

∑
i=2

m

∑
j=1
||qi,j − qi−1,j || (1)

x =
n

∑
i=2
||pi − pi−1 || (2)
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The score of the joint distance criterion is calculated using (1), where qi,j is joint value,
i is waypoint ID of n waypoint, and j is the joint ID of m robot joints. Equation (2) is used
for the calculation of the Cartesian distance score, where instead of the accumulated sum
of joint values, the tool point position pi is used.

The Cartesian distance does not include orientation, although in specific types of
production the tool point orientation is fundamental e.g., in grinding, cutting, milling,
or painting [15,16]. In the cases of object handling with pneumatic or magnetic grippers,
picked objects could be lost during a move. Another interesting and practical example is
object handling in the human environment [17,18] or liquid handling [19]. It follows then
that the orientation change is the next crucial criterion. It is defined by (3), where qxi, qyi,
qzi, qwi are values of tool point quaternion on i waypoints.

x =
n

∑
i=2

cos−1(qxi ∗ qxi−1 + qyi ∗ qyi−1 + qzi ∗ qzi−1 + qwi ∗ qwi−1
)

(3)

The joint distance criterion could be modified by weights, which multiply each joint
value, thus achieving optimization of selected joints [20]. In this article, we call this criterion
control pseudo-cost.

x =
n

∑
i=2

m

∑
j=1

wj
(
||qi,j − qi−1,j||

)
(4)

The definition (4) of this feature is similar to joint distance, with the added multi-
plication by wj which represents the weight in the range between 0 and 1. This could
simplify energy consumption in the application, where the actual energy consumption
often remains unknown before the trajectory is executed [21,22]. The computation of the
energy for each robot link is dependent on weight and inertia. A great example is an arm on
a mobile platform where the power is limited by a battery [23]. There are many approaches
to trajectory planning for energy efficiency [24,25], where this criterion can prove useful for
comparison and evaluation of planned paths.

In addition to control pseudo-cost, in [20] the robot displacement metric is mentioned
that could be used as a relevant criterion. It could also be applicable in collaborative
robotics, similarly as the joint distance and the Cartesian distance criteria. Definition of
criterion by [20]: for any two configurations q1 and q2, a robot displacement metric is
defined as (5),

x =
n

∑
i=2

max
aεA
{||a(qi)− a(qi−1)||} (5)

In which a(qi) is the position of the point a in the world when the robot A is at
configuration qi.

The aforementioned criteria are solely focused on robot states and positions, but do
not include any robot dynamics. Industrial programmers often teach robots smooth tra-
jectories without any high jerks, which have the potential to damage mechanical units
or stop movement. Less jerk reduces the steadfastness and increases the robot’s durabil-
ity, which can economize production costs. Jerk is defined as the third time-derivation
of position, which is applied in research for optimal time-jerk trajectory planning, as
shown in Huang et al. (2017) [26]. However our current research does not include any
time-parametrization of trajectories, therefore we propose four criteria hypotheses that
focus on jerk and are calculated solely using robot positions. One of these hypotheses is the
joint jerk, defined as a summary of jerks on each joint (6):

x =
n

∑
i=2

m

∑
j=1
||qi,j − qi−1,j||di3 (6)
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Similar to the above, the next criterion: the Cartesian jerk; is also defined as the third
derivation of the tool point position, and its score equals the sum of all jerks between each
waypoint (7):

x =
n

∑
i=2
||pi − pi−1||di3 (7)

The criterion is important in applications requiring gripper load, where higher jerk on
the load is undesirable. Consider situations such as using soft robotic grippers [27] or a
robot handling fragile materials or food [28].

Alternatively, another approach could be employed by finding the maximal jerk
between waypoints, which could be applicable as a safety threshold. Therefore, this is
defined as joint max jerk in the joint space, as opposed to Cartesian max jerk in the Cartesian
space of the tool [29,30]. Joint max jerk is defined by (8) and Cartesian max jerk by (9) below.

x = max
qiεQ

{
m

∑
j=1
||qi,j − qi−1,j||di3

}
(8)

In which qi is a joint state on i waypoint, and Q represents all joint states of a path.

x = max
piεP

{
m

∑
j=1
||pi − pi−1||di3

}
(9)

In which pi is tool position on i waypoint, and P represents all tool positions of a path.

3. Validation of Criteria

It is essential to verify the validity of the stated criteria as well as that of the hypothesis
that criteria could predicate trajectory execution. The verification was carried out by
planning and executing the trajectories using a real robot. Firstly, the paths are planned
by the STOMP algorithm using FCL (Flexible Collision Library) [31]. The selection of
the path planner is not relevant in this section and, therefore, the specific parameters of
the path planner are not presented. Subsequently, these planned paths are executed on a
real KUKA KR120 robot with gripper (see in Figure 1), controlled by KRC4.As the robot
performs the motion measurements on positions and energy consumption are sampled in
time and collected.
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Figure 1. Kuka KR120 with gripper, used to executed planned paths in a series of criteria-
validating experiments.

For the purpose of criteria validation an experiment was designed, where the robot
moves from the start state [0.455,−1.506, 1.885, 0.0, 1.17, 0] to the goal state [−0.498,−1.543,
1.924, 0.0, 1.17,−1.061] with an obstacle added to its path. The path is illustrated in Figure 2.
The dataset consists of 30 different paths between the start and the goal states, generated
by the STOMP algorithm using FCL collision checking [31].
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Figure 2. The path between the start state and the goal state.

The first four criteria joint distance, Cartesian distance, orientation change and robot
displacement are directly related to the position of the robot in the joint space and of the
Cartesian space of its tool point. As for the next set of criteria—joint jerk, joint max jerk,
Cartesian jerk, Cartesian max jerk, and control pseudo-cost—these are evaluated separately,
as they require the use of specific measurement procedures. The equations for criteria were
applied to the entire dataset of planned paths. To provide a clear comparison, they were
applied to the joint and Cartesian positions measured during planned path executions as
well. Figure 3 shows the differences between planned and executed positions for all paths
in the form of a histogram.
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Figure 3. Histograms of differences between planned paths and executed trajectories, compared for
the following criteria: (a) joint distance; (b) Cartesian distance; (c) orientation change; (d) robot dis-
placement.
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For further illustration, the averages and variances in Table 1 show that discrepancies
between planned and executed trajectories are correlated.

Table 1. The average and the variance differences between planned path and executed trajectory.

Criterions Average Variance

Joint Distance [rad] −5.75 × 10−3 3.76 × 10−4

Cartesian Distance [m] −4.09 × 10−3 2.22 × 10−5

Orientation Change [rad] −1.24 ×10−2 3.09 × 10−3

Robot Displacement [m] −3.75 × 10−3 2.52 × 10−5

3.1. Control Pseudo-Cost

Energy consumption is an excellent example of where the control pseudo-cost criterion
can play a part. It could simplify dynamic robot parameters for each arm joint, or these
parameters could be replaced by criterion weights as seen in (4). However, the problem
is that the weights are unknown, as they need to be calculated from the dynamic robot
model. Unfortunately, not all robot vendors provide parameters such as weights, center of
gravity, or an inertial matrix for each robot link. A further difficulty arises from the fact
that the parameters in the whole robot workspace are not constant. They need be variable,
depending on the type of movement, load, etc.

It is essential to ensure that the measuring process is not compromised by systematic
error. Therefore, the robot is allowed to “warm up” as its energy consumption tends to
be higher immediately after start-up. (The decreased energy consumption is illustrated in
Figure 4). Variable velocity and acceleration could also affect the measurement adversely,
therefore these and other robot parameters are kept constant.
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Figure 4. Energy consumption after a cold start of the robot.

The KUKA KRC4 controller allows for the measurement of consumed energy during a
single trajectory execution. These measured values are used as a target for our optimization.
As we do not possess all the robot parameters for the calculation of the criterion constants,
we instead implement some simplifications. We employ the brute force method to deter-
mine the constants calculated on a specific set of paths, meaning that the paths will be
planned between the same start and goal state. In our case, they are the positions defined in
the introduction of the section “Validation of Criteria” (Figure 2). The robot will perform a
“horizontal” movement (movement of the TCP of the robot will approximately correspond
to the y-axis), and in this section, the experimental setup is denoted as no. 1.

Our working hypothesis is that the calculated constants will be suitable for use in
similar robot motion. To prove this hypothesis, four experiments were prepared, where the
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first three are identical trajectories no.2 (Figure 5a “Longer” trajectories), no.3 (Figure 5b
“Shorter” trajectories), and no.4 (Figure 5c TCP is further on the x-axis). The last trajectory,
no.5. (Figure 5d “vertical” trajectory), is of a different type. A deviation between the
actual energy consumption and criterion validity is increased, because the robot executes a
different set of trajectories (“vertical movement” the TCP of the robot is moving along the
z-axis).
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the “longer” trajectory (b) experiment no. 3. the “shorter” trajectory; (c) experiment no. 4 the TCP is
further on the x-axis trajectory; (d) experiment no 5. the “vertical” trajectory.

The brute force method for finding of constants requires the following steps:

1. Warm-up of the robot;
2. Generate paths between the same start and the same goal using a path planner;
3. Execute the generated trajectories on a real robot and measure energy consumption;
4. Make cycles through the whole constant space, in which constants are gradually changed:

a. Compute the criterion score using current constants for each path;
b. Normalize the measured energy with the criterion score;
c. If the summary of differences between measured energy and criterion score on

each trajectory is lower than the minimum (from previous cycles), store this
value as a new minimum.

The output from the brute force method are the constants (0.94736842, 0.21052632,
0.42105263, 0.15789474, 0.05263158, 0.21052632) and Figure 6 shows the histogram of
differences between the measured energy consumption and the criterion validity.
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In the next step these constants are validated in experiments 2–5. The results from
experiments 2, 3, and 4 are very similar. However, the output from experiment 5 shows
an increased deviation, as we anticipated. The results are reported in Figure 7. Figure 8
shows a comparison of results on the boxplot, and finally, the variances and averages for
each experiment are compared in Table 2.
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Table 2. Averages and variances for each experiment.

Experiment No. Average Variance

1 −3.38 × 10−3 1.25 × 10−4

2 −2.20 × 10−2 1.14 × 10−3

3 −3.58 × 10−3 2.28 × 10−3

4 −5.67 × 10−2 2.42 × 10−3

5 8.08 × 10−2 5.25 × 10−3

3.2. Jerk-Based Criteria

The path is planned in the joint space of the robot where the path planner generates a
set of waypoints. The motion between these waypoints is dependent on the robot controller.
We expect that the waypoints are correctly distributed and that the path is always collision-
free. Since the path planner only generates positions the jerk is unknown. It can be
calculated as the third derivation of the position. This calculation returns an estimated jerk
between two waypoints (Figure 9). However, it is not precisely a jerk because the planned
path is not sampled in time, and therefore the unit cannot be rad/sˆ3 but just rad. Let us
denote this jerk as a pseudo jerk. For the purpose of criterion validation, let us use the same
calculation on the trajectories performed by the real robot. However, there is a drawback
with this approach, namely that the measured positions are sampled in time (Figure 10).
Due to the difference in sampling method and the density of waypoints the pseudo jerk
calculated from the planned path and the jerk measured from the robot trajectory differ.

The real jerk is firmly dependent on the robot controller and the control parameters.
In this experimental setup, we are using the KUKA KR120 robot and the KRC4 controllers.
The motion command PTP_SPLINE is used; its explanation is available in the KUKA
reference manual [32]. The velocity was set to 100% of the maximum speed for each joint,
while acceleration was limited to 40% of maximum acceleration. The aim is to try to find
a correlation between the completed movement and the expected jerk derived from the
planned path. Our dataset consists of 30 different paths with different pseudo jerks.

Figure 11 shows pseudo jerk between each waypoint, calculated as joint jerk criterion
by Formula (6). Between each waypoint the jerk is the Euclidean distance of the third
derivation of joint positions. Therefore, the jerks are non-negative.
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Interestingly, the jerk computed from measured robot positions does not correlate to
the pseudo-jerk defined on the planned path. However, this highlights another aspect of
the robot’s motion. In each peak of a pseudo jerk (Figure 11) there is a notable change in the
density of the measured robot positions around the planned waypoint. This is indicative of
the evolution of the robot’s velocity. Where the density of positions is higher, the robot’s
movement slows down and conversely, sparser density of positions signifies that the robot
was moving faster.

Let us denote X(i) as a count of measured robot positions around the waypoint in
the planned path. When the X(i) is calculated for each waypoint, then the minimum is
denoted as MIN_DENSITY, and we expect that the velocity is the highest in this segment.
Let us define the function:

f (i) =
X(i)

MIN_DENSITY
(10)

Function (10) represents a relation between X(i) and MIN_DENSITY, as shown in
Figure 12. This function defines the notion of robot “slowdown” and the higher the value
of the function, the higher the rate of robot “slowdown”.
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Figure 12. The “slowdown” of the robot with marked local peaks.

Our next goal is to find a relation between the calculated jerk and the robot “slow-
down”. The first step is to select peaks (local maximal jerks) on each path and assign
a waypoint to each of these peaks. For the selection of peaks, a threshold of 0.4 rad is
used, and the peaks are located where the derivation of the jerk is zero. The threshold has
been found to be empirical on a series of datasets, but it can be modified depending on
the indented application. When using a lower threshold the criterion is more sensitive to
finding peaks. On the other hand, if the threshold is set to higher value the criterion picks
out only relevant higher jerks. These peaks with their appointed waypoint id can then
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be assigned a value derived from Function (10) from Figure 11. Figure 13 below shows
the selected peaks (blue dots) and the correlated robot “slowdown”. This set of peaks is
approximated by the function:

y = 3 log10 x + 4 (11)
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Figure 13. The dependency of the pseudo-jerk and real robot “slowdown”.

The x stands for the pseudo-jerk peak on the planned path and y is the robot “slow-
down” in the joint space. The function and the constants have been found by regression
analysis. The function describes the correlation between pseudo-jerk and the robot “slow-
down,” which is rendered as a curved red line in Figure 13. Figure 14 shows the differences
between the calculated and actual robot “slowdown.”
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A similar approach is utilized for the Cartesian jerk criterion, where the Cartesian
pseudo-jerk peaks were found using a threshold 0.002 m.

y = 1000

√
2

2
√

x +
3√4 (12)

In Function (12) above the x stands for a Cartesian pseudo-jerk on the planned path
and y is the “slowdown” of the tool point in Cartesian space. The correlation between the
pseudo-jerk and the robot “slowdown” in Cartesian space rendered as a curved red line in
Figure 15. Figure 16 shows differences between the predicated and real measured values.
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Our results show that the joint jerk, joint max jerk, Cartesian jerk, and Cartesian max
jerk criteria cannot be compared with real jerk. For this reason, the above criteria were
modified and will from now on be considered under the umbrella term joint jerk peaks.
This new criterion still computes pseudo jerks, however it looks only for local pseudo jerk
peaks. The score of this criterion equals the sum of all peaks, once Equations (11) and (12)
have been run. The joint jerk peaks is defined as:

x =
n

∑
i=1

3 log10 Pi + 4 (13)

and the Cartesian jerk peaks is defined as:

x =
n

∑
i=1

1000

√
2

2

√
Pi +

3√4 + 4 (14)

Both in (13) and (14) i represents the peak id of n local pseudo jerk peaks and Pi is
the peak value. Additionally, these modified criteria allowed us to compare whether the
duration of the executed trajectory correlates with the jerk predicated in the planned path.

4. Criteria Usage

Now that the criteria are validated, our next step is a demonstration of the criteria
being utilized in evaluating paths in different environmental setups. This step will be tested
on a real robot. We will assess the impact an environment change will have on the path
planner. Paths are generated by the STOMP path planner with the same configuration as
in the section “Validation of criteria” [4]. In this section, however, we use an additional
criterion “Duration”, which represents measurement of computation time. The criterion
“Duration” does not evaluate the quality of the path, nevertheless an assessment of the
path planner’s computation time is key when evaluating the impact caused by a change
in the environment. Our hypothesis is that a complicated environment requires longer
computation time.

4.1. The Impact of the Environment’s Complexity on the Path Planner

The first setup simulates a common process in the industry—a pick and place process.
The path will be computed between two robot states (−0.527, 0.498, 0.244, −0.103, 0.983,
−0.462) (Figure 17a) and (0.465, 0.451, 0.312, 0.097, 0.965, 0.405) (Figure 17b), in both of
which the robot tool is located inside a bin and the path planner must return a collision-
free path.
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In the second setup, the environment is more complicated. The robot must avoid an
added simple wall embedded between the bins from the previous setup (Figure 18a). This
situation is a non-standard situation in industry. However the goal of these experimental
setups is to monitor the impact on path quality when the planner must avoid more obstacles
on the scene. The third setup exhibits the worst traversability, as there is an extra wall
inserted (Figure 18b). Start and goal states are the same as in the first setup.

Robotics 2022, 11, x FOR PEER REVIEW 16 of 25 
 

 

In the second setup, the environment is more complicated. The robot must avoid an 
added simple wall embedded between the bins from the previous setup (Figure 18a). 
This situation is a non-standard situation in industry. However the goal of these exper-
imental setups is to monitor the impact on path quality when the planner must avoid 
more obstacles on the scene. The third setup exhibits the worst traversability, as there is 
an extra wall inserted (Figure 18b). Start and goal states are the same as in the first setup. 

 
(a) (b) 

Figure 18. Experimental setups in which extra obstacles are added: (a) the second experiment; (b) 
the third experiment. 

Our proposed criteria evaluate the environment complexity. Control pseudo-cost 
criteria use the same constants, calculated in Section 3.1 “Control Pseudo-Cost”. In Sec-
tion 3.2. “Jerk-based Criteria,” the threshold for the criterion Joint Jerk Peaks 0.4 rad 
could not determine any peaks in experiments. Therefore, the threshold was decreased to 
0.08 rad in these experimental setups, which means that the criterion is more sensitive to 
finding pseudo-jerk peaks. In the case of Cartesian jerk peaks, the threshold of 0.002 m is 
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Figure 18. Experimental setups in which extra obstacles are added: (a) the second experiment; (b) the
third experiment.

Our proposed criteria evaluate the environment complexity. Control pseudo-cost
criteria use the same constants, calculated in Section 3.1 “Control Pseudo-Cost”. In Sec-
tion 3.2. “Jerk-based Criteria,” the threshold for the criterion Joint Jerk Peaks 0.4 rad could
not determine any peaks in experiments. Therefore, the threshold was decreased to 0.08 rad
in these experimental setups, which means that the criterion is more sensitive to finding
pseudo-jerk peaks. In the case of Cartesian jerk peaks, the threshold of 0.002 m is preserved.
The histograms in Figure 19a–h show the score of each criterion. The results are described
in the Section 5 “Results”.
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Figure 19. Histograms depicting the score for each criterion (blue—no.1, orange—no.2, green—no.3):
(a) joint distance; (b) Cartesian distance; (c) robot displacement; (d) orientation change; (e) joint jerk
peaks; (f) Cartesian jerk peaks; (g) control pseudo-cost; (h) duration.

4.2. The Impact on the Path Planner of the Bin’s Position

This experimental setup is focused on the bin position and the behavior of the
path planner as well as how the quality of the generated paths is evaluated in differ-
ent workspaces. The movement is similar to the first experimental setup and the robot
moves from bin A to bin B. The experiment consists of three scenarios, and in each scenario,
the bins are reallocated on the x-axis of the robot’s coordinate system. The layout of each
scenario is illustrated in Figure 20a–c.
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Our criteria evaluate the impact of the change in the layout and the impact of the
bins’ position. Control pseudo-cost, joint jerk peaks, and Cartesian jerk peaks use the
same constants and parameters as were used in the previous section of this research paper.
The histograms in Figure 21a–h show the score of each of these criteria. The results are
described in Section 5 “Results”.
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5. Results

The criteria joint distance, Cartesian distance, orientation change, and robot displace-
ment are based on the robot positions within the planned path. To validate these, they
were compared with the positions on trajectory executed by a real robot. The differences
between the planned and executed trajectories are recapitulated in Table 3, lines 1–4, where
the averages and variances for each criterion respectively are shown. These four criteria
correlate and we can, therefore, accept them as valid.

Table 3. Recapitulation of criteria validation.

Criterions Average Variance

Joint Distance [rad] −5.75 × 10−3 3.76 × 10−4

Cartesian Distance [m] −4.09 × 10−3 2.22 × 10−5

Orientation Change [rad] −1.24 × 10−2 3.09 × 10−3

Robot Displacement [m] −3.75 × 10−3 2.52 × 10−5

Control Pseudo Cost 1 −2.20 × 10−2 1.14 × 10−3

Control Pseudo Cost 2 8.08 × 10−2 5.6 × 10−3

Joint Jerk Peaks [rad] 0.3344 0.8290
Cartesian Jerk Peaks [m] 5.1 × 10−3 0.6036

1 The results of experiment no. 2 in Section 3.1. 2 The results of experiment no. 5 in Section 3.1.

The criterion control pseudo-cost is not directly compared with the measured robot
positions, however the KUKA robot program provides the measurement of energy con-
sumption as each trajectory is being executed. Firstly, the control pseudo-cost constants of
each robot link have been calculated using the brute force method on one dataset consisting
of 30 different trajectories carried out between the same start and goal states. As demon-
strated on other datasets, the constants and the criteria are applicable to similar movements.
The results of the second dataset are recapitulated in Table 3 below. In the table, line 5
depicts the average and the variance of differences between the consumed energy and the
criterion score. Notably, the average and the variance increased significantly in line 6 when
the robot was performing different movements. For more detailed results from further
datasets, consult the section “Control Pseudo-Cost” above.

It was found that the jerk-based criteria—joint jerk, joint max jerk, Cartesian jerk, and
Cartesian max jerk do not correlate with the executed trajectory. However we observed
a different correlation, namely that the pseudo-jerk peaks calculated on a planned path
corresponded to a higher density of measured robot positions in time. This correlation is
discussed in more depth in the section “Jerk-Based Criteria”. While the joint jerk calculates
the sum of jerks along the whole path and the joint max jerk uses just one maximum jerk
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for the entire path, the experiments proved it would be more advantageous as combined
criteria, termed joint jerk peaks and Cartesian jerk peaks respectively. These two criteria
can be defined by (13) in joint space and by (14) in Cartesian space and their goal is to
find all local pseudo-jerk peaks. The statistical indicators of the differences between the
function’s output and the jerks calculated from the measured robot positions are shown in
Table 3, in lines 7 and 8.

These criteria are applied, and their usage is demonstrated in Section “Criteria Usage”
in two experimental setups. In the first experiment three different environments with
increasing levels of complexity are compared, and the presented criteria are used to evaluate
the planned paths generated to navigate these environments. As expected, the simplest
environment achieves the best scores while with increasing complexity, i.e., more obstacles,
we see the scores dropping. Naturally, the third and the most challenging environment has
the worst scores. In several attempts, the path planner fails to find a collision-free path.
The scores are compared and recapitulated in Table 4 below.

Table 4. Recapitulation of the impact of environment complexity per each criterion.

Criterion
Experiment No.1 Experiment No.2 Experiment No.3

Average Variance Average Variance Average Variance

1 Joint Distance [rad] 3.699 0.1511 4.9824 0.51754 10.456 1.544
2 Cartesian Distance [m] 3.6277 0.2882 5.107 0.7206 7.6689 1.3505
3 Orientation Change [rad] 1.6659 0.199 2.8288 0.3863 4.6727 1.64228
4 Robot Displacement [m] 3.6315 0.2800 5.1134 0.7182 7.753 1.307
5 Control Pseudo Cost 1.6349 0.0208 2.0629 0.0870 4.3652 0.3606
6 Joint Jerk Peaks [rad] 0.0022 0.0103 0.0575 0.1551 2.824 9.454
7 Cartesian Jerk Peaks [m] 2.42 10.5699 6.7953 60.34 31.2399 943.78
8 Duration [s] 8.02 × 10−2 4.5 × 10−4 8.6 × 10−2 9.2 × 10−4 1.44 0.2

In the second experimental setup, the behavior of the path planner and the quality
of the generated paths are evaluated in different workspaces. On the surface, the robot
performs a movement similar to that in the first experimental setup. The difference in this
case comes in the position of the bins which are moved further along the X-axis of the
robot’s coordinate system in each scenario. The goal is to evaluate the impact of this change
on the resulting paths. Each experiment has a 100% success rate of path computation. The
Cartesian distance and robot displacement criteria have the same results in each scenario,
and the position of bins does not change the length of the Cartesian path. The same result
can be seen for the duration criterion, which means that the computation time does not
dependent on the change in the reachable position of the bins. However, the criterion joint
distance shows that the trajectories are longer when the bin is placed closer to the robot
base. This behavior is echoed by the outcomes observed for the orientation change criterion.
They display a frequent change in the orientation of the tool point in the scenario where
the bins are placed closer to the robot base. The scores for the criteria joint jerk peaks and
Cartesian jerk peaks prove that the change of the bin position has no impact on path jerks.
Our results show that most of the paths have no significant jerk, and are therefore mostly
smooth. These results are recapitulated in Table 5.

Table 5. Recapitulation of the impact of bin position per each criterion.

Criterion
Experiment No.1 Experiment No.2 Experiment No.3

Average Variance Average Variance Average Variance

1 Joint Distance [rad] 6.2858 0.3452 4.9181 0.4432 3.729 0.3086
2 Cartesian Distance [m] 4.797 0.730 4.328 0.7535 4.737 0.897
3 Orientation Change [rad] 2.974 0.4137 2.2203 0.518 1.804 0.368
4 Robot Displacement [m] 4.810 0.707 4.337 0.7435 4.7405 0.894
5 Control Pseudo-Cost 2.9122 0.0518 2.0887 0.0584 1.4711 0.0431
6 Joint Jerk Peaks [rad] 0.049 0.1156 0.0651 0.1909 0.0148 0.0347
7 Cartesian Jerk Peaks [m] 5.2656 30.308 5.43026 47.276 4.8859 38.443
8 Duration [s] 0.082 0.0011 0.078 0.0011 0.0719 0.0010
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6. Discussion

In this paper, we presented a complex trajectory-evaluation framework based on seven
criteria. Firstly, we introduced nine hypotheses, mostly based on well-known trajectory
metrics. However, following the outcome of our experiments and subsequent modifica-
tions, we formulated a total of seven criteria to be used in comparison of trajectories. Each
hypothesis was meticulously tested on a real robot, and thus proved to be a valid criterion.
There is abundant research into the planning time and success rate of path planners which
are viewed as important benchmarks for many industrial applications. Our research, how-
ever, focused on the quality of the path planners’ output, namely a path defined as a set of
robot states. When looking at the minimization of trajectory length, there are several criteria
that need to be considered. A well-known approach is to assess the length of a trajectory
by finding the sum of joint differences, as demonstrated in [8]. Similarly, [9] employs the
tactic to compute the cumulative sum of the tool point’s Euclidean distances between each
waypoint. Therefore, these criteria (joint distance, Cartesian distance, orientation change,
and robot displacement) were included in our trajectory-evaluation framework and were
assessed experimentally using a real robot. We confirmed our expectations that these
criteria are valid, given that the planned trajectories correspond with the robot-executed
trajectories (Table 1). The aim of the research was to consider advanced metrics, energy
consumption being one of those. The hypothesis we formulated posits that it is possible
to predict which trajectory consumes more energy. Our findings show that by selecting a
combination of weights for the control pseudo-cost criterion (4) we can approximate the
energy consumption. We investigated the correlation between this criterion’s score and
the measured consumed energy during the trajectory execution on the real robot. The
results confirmed this hypothesis: the higher the criterion’s score, the more energy a given
trajectory will consume. However, it is important to note that the set of weights is only
suitable for sets of similar movements (Experiments no. 1–4 in Section 3.1). The difference
between real consumed energy and the criterion’s score becomes a less reliable prediction
tool in case of significantly different movements (Experiment no. 5 in Section 3.1). This
difference is clearly illustrated in a box plot in Figure 8. Another key metric to consider
is the smoothness of a trajectory, as smooth motion puts less stress on mechanical units.
Smoothness can be computed as the accumulated sum of linear and angular accelerations
of the end effector, as presented in [7]. An optimal time-jerk trajectory planning, as sug-
gested in [26], minimizes jerk which is defined as the cumulative sum of time-derivation of
accelerations on each joint. Unlike the aforementioned studies, we presented a different
approach of trajectory comparison. Our approach considers only robot positions, neglecting
properties such as time-parametrization, velocities or accelerations, which are all unknown.
We propose that many path planners generate trajectories primarily as positions only, while
velocities or accelerations may not necessarily be computed. With this hypothesis in place
we formulated the criteria joint jerk, joint max jerk, Cartesian jerk, and Cartesian max jerk
which were all based on the computation of the pseudo-jerk. However, the experiment
detailed in Section “Jerk-Based Criteria” showed that these criteria are not suitable for
trajectory comparison without the trajectories being time-parametrized. Figures 9 and 10
demonstrate the lack of correlation between pseudo-jerk and real jerk. However, we were
able to observe a different phenomenon. The local peaks of the pseudo-jerk (Figure 11)
showed correlation with observed robot “slowdowns” (Figure 12). Therefore, we designed
new criteria, the joint jerk peaks and Cartesian jerk peaks which can be used as a prediction
tool for which trajectory will take more time to be executed. Finally, we demonstrate the
possible applications of these criteria in Section 4 “Criteria Usage”. Due to the proven
validity of our criteria, these can now be simply applied in trajectory comparison, without
the need for executions on a real robot. This presents a major advantage, as trajectories can
now be compared in simulation mode, foregoing the need to collect any measurements
from real robot performances. Furthermore, we applied these criteria experimentally to
investigate what impact does a change in environment have on a path planner. Our as-
sumption was a straightforward one, namely that the generated trajectories will be of a
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worse quality in a more complex environment (Table 4). In line with our expectations, the
most complicated environment (Experiment no. 3) rendered the highest criterion scores,
meaning the quality of trajectories here was the worst.

7. Conclusions

Due to the non-deterministic behavior of randomized path planning algorithms, it
is difficult to compare the resulting paths between multiple implementations or changes
in configuration.

Path planners usually generate paths as sets of robot states in joint space. Trajectory
attributes (e.g., velocity and acceleration) could not be calculated by every path planner,
but they could be calculated by a robot control system during their execution. In our work,
we focused on paths containing only position data. It is important to note that trajectory
analysis with regard to dynamics would constitute an entirely different task, as this type of
path does not contain all the necessary information.

In this article, we presented a novel approach for the evaluation and comparison
of paths computed by randomized path planners. Nine hypotheses, mostly based on
well-known trajectory metrics, were suggested and evaluated with experiments. On the
basis of the test results, we formulated seven criteria that can be used for the comparison of
the computed paths with respect to multiple production demands.

The evaluation of the criteria joint distance, Cartesian distance, orientation change,
and robot displacement confirmed that the planned paths correspond with the executed
trajectories. We can confirm that these represent a valid metric for path comparison, and
they will be valid in all situations except for situations when the robot executes a completely
different trajectory than requested.

The criterion control pseudo-cost is used as a prediction of which paths could consume
more energy. This criterion simplifies the dynamics of each robot link by replacing it with
a simple constant. For every link, these constants have been calculated using the brute
force method on a reference dataset, consisting of 30 different trajectories between the
same start and goal states. Our assumption was that the constants are applicable to similar
motions and for other groups of motions the constants should be recalculated. Two types
of experiment were conducted to verify this hypothesis (described in Section 3.1 Control
Pseudo-Cost). For experimental evaluation, we measured the real energy consumption of
the robot during the trajectory execution and compared it with the predicted results. Our
results confirmed this hypothesis. The difference between consumed energy and criterion
scores is more accurate in the group of similar motions. The error is increased in the case of
significantly different motions.

Criteria based on the jerk, namely joint jerk, joint max jerk, Cartesian jerk, and Carte-
sian max jerk, cannot be directly compared with the executed robot motions due to the
missing information in trajectories such as velocity and acceleration. However, in our
experiments, we noticed that the local peaks of the predicted pseudo-jerk correlate with
observed “slowdowns” of the robot. For this reason, we designed the new joint jerk peaks
criterion for the joint space and its corresponding counterpart for the Cartesian space,
Cartesian jerk peaks. These new criteria could be used as a prediction of which path takes
more time. This hypothesis was successfully confirmed in our experiments.

The proposed criteria can serve as a tool for deciding which path planner generates
better paths. Likewise, the environment complexity has an impact on path planners and
the criteria could assist in the decision of which layout is better or which path planner is
appropriate for the chosen layout. Our experiments confirmed that if the environment is
more complex, the quality of trajectories is worse.

In our future work, we will focus on in-depth comparison of path planners in different
production types with the help of the criteria-based framework presented in this article.
Furthermore, it must be stated that the criteria joint jerk peaks and Cartesian jerk peaks
have been validated just on the one robot model and, therefore, we would like to investigate
the behavior of jerk peaks on other robots as well.
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