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Abstract: Future service robots mass-produced for practical applications may benefit from having
personalities. To engineer robot personalities in significant quantities for practical applications,
we need first to identify the personality dimensions on which personality traits can be effectively
optimised by minimising the distances between engineering targets and the corresponding robots
under construction, since not all personality dimensions are applicable and equally prominent.
Whether optimisation is possible on a personality dimension depends on how specific users consider
the personalities of a type of robot, especially whether they can provide effective feedback to guide
the optimisation of certain traits on a personality dimension. The dimensions may vary from user
group to user group since not all people consider a type of trait to be relevant to a type of robot,
which our results corroborate. Therefore, we had proposed a test procedure as an engineering tool to
identify, with the help of a user group, personality dimensions for engineering robot personalities out
of a type of robot knowing its typical usage. It applies to robots that can imitate human behaviour
and small user groups with at least eight people. We confirmed its effectiveness in limited-scope tests.

Keywords: robot personality; robot personalities engineering; social robots; human–robot interaction;
service robots

1. Introduction

Engineering robot personalities for practical applications entails several idiosyncratic
challenges. First, and foremost, it means engineering robot personalities in significant
quantities, as opposed to the one or two robots to experiment on. By ‘significant’, we mean
that the number of robot personalities should be significantly large for practical applications.
How large is ‘significant’ depends on the application. For example, a music band of robots
might require three to ten robot personalities, so that each of them appears to their audience
as an individual character like how it is with human musicians. A robotic staff for a business
establishment might require tens or hundreds, so that their human colleagues can recognise
them as individuals as they do other humans. As for domestic service robots, it could put
their human users in a more comfortable and constructive frame of mind if their robots are
unique existence that cares specially for them, that is different from all the same models
of robots working for their relatives or friends and different from the identical units that
are mowing the lawns of strangers. Generally speaking, it depends on how many robots
will be observed together as a population associated with a quality, goal, purpose, or
workplace. Adding to this challenge, robots, if useful enough, will be mass-produced.
While the hardware of robots can be mass-produced by duplicating the same design,
personalities cannot be copied by definition [1]. Based on the current understanding of
human personalities [2], we define a robot personality as a robot exhibiting characteristic
patterns of computation and behaviour with inter- and intra-individual differences. The
differences manifest as personality traits qualified on personality dimensions and quantified
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as measurements of their strength on the corresponding dimensions. As with a human
personality, a robot’s personality individuates the robot as a unique presence different
from the rest of their kind. Therefore, to engineer a robot personality is to engineer its
individuality, which is significantly harder to do in large quantities. To engineer mass-
produced, physically identical robots into significant quantities of desirable personalities
is hence one of the the main challenges of robot personalities engineering for practical
applications.

To engineer robot personalities in significant quantities, we consider such an optimisa-
tion process. We first design some unique archetypes, desirable target personalities on which
some robot personalities will be based, and then proceed to minimise the distances between
the robot personalities to construct and their corresponding archetypes in a coordinate
system called a personality space, as defined by some personality dimensions. When the
distances are small enough, the goal is achieved. (Optimisation methods are not the focus
of this work). The question is what are those personality dimensions?

The answers should come from the users of the robots, since they are the main ob-
servers, judges, and beneficiaries of the robots’ personalities. Most users are humans.
Humans exhibit a tendency to attribute human qualities to non-human entities. For this rea-
son, human personality dimensions, especially those of trait-based models, are frequently
used as the bases for synthesising artificial personalities [3]. Trait-based personality models
are often formulated as a set of personality dimensions on which an individual’s traits
can be measured, such as the five-factor model, first discovered by Tupes and Christal in
1961 (a reprint of their work is available [4]), and subsequently by Norman in 1963 [5]. The
arguably most popular variant has these five dimensions [6]: extraversion, agreeableness,
conscientiousness, neuroticism, and openness—known as the ‘Big Five’ [7]. However, there
are several issues in applying human personality models to engineering robot personalities.
The first issue is the most critical: the applicability of personality dimensions. Human
personality models are often empirical formulations based on a lexicon formed overtime
for describing humans, as explained by the lexical hypothesis [7,8]. Lexicons for describing
humans do not necessarily apply to describing artificial agents [9]. It violates the lexical
hypothesis to apply a human personality model to robots that are not created to resemble
human presences (i.e., androids). The implication of this issue is that it is possible that
not all personality dimensions of a model apply to a type of robot, especially when its
appearance is far from a human image. Another issue is that, albeit of objectively equal
importance, not all personality traits are equally prominent in people’s eyes. A character is
often recognised by their most memorable traits, as predicted by the ‘availability bias’ [10],
and there can be ‘central traits’ that dominate the overall impressions of an individual [11].
How an individual is perceived is often affected by cognitive biases, which are something
to consider or even leverage in robot personalities engineering. Last but not least, whether
optimisation is possible on a personality dimension depends on how some specific users
consider the personalities of a type of robot, especially whether they can provide effective
feedback to guide the optimisation of the traits on a personality dimension. The dimensions
may vary from user group to user group since it is possible that not all people consider a
type of trait to be relevant to a type of robot that is not androids. To summarise, the first
issue implies that we cannot be so sure if a human personality dimension applies to a robot
that is not an android. The second issue implies that we need to focus on traits that matter
most to users. The third issue implies that the specific users of certain robots have the
ultimate say on what traits apply and matter to their robots. Such traits are which they can
provide effective feedback on. Therefore, we need a test procedure to identify personality
dimensions on which some users can provide effective feedback about the personality traits
of their robots, as an engineering tool for engineering robot personalities out of a type of
robot knowing its typical usage.
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The main contribution of this work is such a test procedure. It applies to robots that
can imitate human behaviour and small user groups with at least eight people. It is an
engineering tool to identify the dimensions on which users can provide effective feedback
to guide the engineering of robot personalities. At the beginning of the engineering work,
the identified personality dimensions can serve as recommendations for some aspects of
the robot personalities to focus on, and during the optimisation of robot personalities,
they can constitute a coordinate system where the quality of the robot personalities under
construction can be measured with the corresponding archetypes as reference points.
As far as the recent surveys [3,12,13] can tell, we are the first to propose such a test
procedure dedicated to engineering robot personalities in significant quantities for practical
applications. To test the proposed test procedure, we conducted a serious of tests simulating
engineering tasks where 10 robot personalities were to be engineered out of 10 personality
archetypes for small user groups of 3 to 18 people using the dimensions of the five-factor
model [6]. The type of robot, a life-size humanoid ‘barebones’ robot, engaged users in
dyadic communication, and its main modes of personality expression were head and eye
movements. We confirmed the effectiveness of the proposed test procedure within the
scope of the tests. The results show that the proposed method worked for user groups with
at least eight people.

The rest of this article is organised as follows: Section 2 elaborates on the research
goal, why we need the test procedure, and examines the insufficiency of previous work.
Section 3 presents the test procedure. Section 4 relates the experiment conducted to test
the test procedure. Section 5 shows the results of the experiment. Section 6 discusses the
results and limitations, and Section 7 concludes this work.

2. Goals and the Limitations of the State of the Art in the Engineering Context

The test procedure should tell us, with the help of a user group, which of the personal-
ity dimensions of a personality model are suitable for engineering robot personalities out
of a type of robot knowing its typical usage. It should meet three requirements:

• It identifies personality dimensions on which a group of users can provide effective
feedback to guide the optimisation of the personality traits of the robot personalities
under construction (as by minimising the distances between the robot personalities
under construction and the corresponding archetypes);

• It supports engineering significant quantities of robot personalities;
• It works with small user groups.

Many previous studies have more or less done similar work in exploring robots’
potential for expressing personality traits or studying the effects or properties of robot per-
sonalities [14–23]. They offer valuable scientific insights into the roles of robot personality
in human–robot interaction. However, their ‘tests’ were unsuitable for engineering tasks
for they fell short of at least one of the above requirements.

The first and most common limitation is to consider the types of personalities rather
than personalities with individual differences, which we call the ‘binary trait’ simplification.
Vinciarelli and Mohammadi have referred to splitting personalities into two classes (per
dimension) as ‘binary classification approaches’ and in their extensive survey commented
that binary classes are ‘not meaningful from a psychological point of view’ [3]. Their survey
has revealed that ‘binary classification approaches’ were prevalent in the field. We would
also like to argue that the simplification is not meaningful from an engineering point of
view either. In fact, it defeats the purpose entirely. To engineer robot personalities in
significant quantities, the ‘binary trait’ simplification must not apply since we need to
engineer far greater numbers than two robot personalities per dimension, with each of
them manifesting their individual differences in characteristics as their traits. The proposed
test procedure does not require the ‘binary trait’ simplification and hence is not subject to
the said limitation.
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If considered in the personalities engineering context, the second limitation of previous
‘tests’ is the requirement of a large sample of observers. Most if not all previous studies
involved more than 20 observers, which is appropriate for studying effects or properties
of robot personalities, where large representative samples are desirable. However, in
engineering robot personalities for practical applications, most user groups will be small.
Potential household user groups will mostly consist of two to nine people, extrapolating
from the UN’s data in 2017 on household sizes [24]. As for small businesses, as of the
time of this work, in the United States, currently the largest economy, the average number
of employees is about 10, and for small businesses that have employees, the numbers
of employees range from 1 to 19 [25]. As of Japan in 2019, small enterprises with fewer
than 20 employees accounted for 85 percent of all enterprises, and those in service, retail,
and wholesale industries had up to five employees [26]. Whether we consider potential
household users or enterprise users, small user groups with fewer than 20 people will be
the most common. The test results from one (large) sample of subjects do not necessarily
apply to other (smaller) user groups due to how people perceive personalities depending
on their own personalities and a number of other factors [27–31,31]. The results can be
highly user-dependent and contextual, meaning different user groups may perceive the
same robot personalities differently, and the same user group may perceive the same robot
personalities differently under different circumstances. The same behaviour may indicate
different traits in different minds in different contexts. Something as straightforward
as eye contact can be pointing to different traits in different cultures. In many eastern
cultures, staring into the other’s eyes is being confrontational or arrogant; in many western
cultures, not doing so is being disrespectful and showing disinterest or guilt. It is not only
cultural differences. Interpersonal differences should also be taken into account. Between
lovers, staring into the other’s eyes can be a cue of strong affection, in eastern or western
cultures alike; however, between rivals, it is expressing animosity, strength, resolution,
among other possibilities. It is almost certain that, due to the complexity of personality
and how it is perceived, a group of users is unlikely to perceive the robot personalities
under construction as similar to the archetypes without optimisation, even when the robots
exhibit the most ‘archetypal’ behaviour. This ‘self-other’ discrepancy has been observed
in perceiving human personalities for a long time [32], and in the perception of robot
personalities as well [33]. The discrepancy should be minimised for the sake of consistent
user experience. What dimensions and how much distance to minimise depend on the
users. It follows that we should optimise robot personalities on a case-by-case basis.

The third limitation and most fatal one is missing the step to check the applicability of
human personality dimensions to robots that are not androids. We can assume human
personality dimensions are applicable to androids since they are created to resemble
humans and hence do. For other robots, we cannot be so sure if the items of a dimension
describe a robot (e.g., whether an ‘open-minded’ robot vacuum cleaner makes sense to
certain users). Consequently, this limitation would apply to nearly all previous testing
methods if they were to be applied to personalities engineering unless the robots to engineer
were androids, since the results acquired would be in violation of the lexical hypothesis [7,8].
The proposed method is itself a guard against descriptions that do not make sense regarding
the type of robot to engineer.

3. Methods: Proposed Test Procedure

The test procedure tests hypotheses in the following format:

Hypothesis (Format). Given a type of robot R exhibiting typical behaviour B in situation S and
a personality dimension P of a personality model M, P is a personality dimension on which fidelity
can be effectively optimised.
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Here, fidelity refers to the proximity between the robot personalities under construction
and their corresponding archetypes on the personality dimensions of the model: the higher
the fidelity/proximity, the smaller the distances. The exact definition of fidelity should
depend on the personality model to investigate. Generally speaking, the fidelity of a trait of
a robot personality under construction is the accretion of distance measurements between
the archetype after which the robot personality is engineered and a number of observations
of the trait from a group of observers on the corresponding personality dimension. Since
a robot personality has to be observed (unlike humans, robots cannot report their own
personalities as their ‘true’ personalities; what serve as their supposed ‘true’ personalities
are their corresponding archetypes, which do not necessarily match their observed per-
sonalities without optimisation), the observers’ own personalities and backgrounds affect
their observations, a measurement of fidelity is always associated with a particular group
of observers, and there can be no absolutely objective fidelity measurement.

Testing a hypothesis in the format requires testing three corresponding sub-hypotheses:

Sub-Hypothesis 1. The fidelity, computed as the proximity between the human observations and
the corresponding archetypes, is statistically distinguishable from that by random guesses.

Sub-Hypothesis 2. There is a significant difference between the consistency of the observations
on the robot personality and that of those on a human personality in the same settings.

Here, consistency refers to the negative dispersion among the impressions of a signifi-
cant number of observers on a robot personality: the more dispersed the impressions are,
the lower the consistency. Usually, consistency can be measured as negative variance.

Sub-Hypothesis 3. The pseudo-fidelity, computed as the proximity between the human observa-
tions and the corresponding observers’ own personalities, is statistically distinguishable from that
by random guesses.

To identify a dimension as engineering-worthy, we should reject only the null hy-
pothesis of Sub-Hypothesis 1 (Case 5 in Table 1). The rationale behind is explained by the
following three working hypotheses:

Table 1. Decision table.

Cases Sub-Hypothesis 1 Sub-Hypothesis 2 Sub-Hypothesis 3 Identification

Case 1 No No No No
Case 2 No No Yes No
Case 3 No Yes No No
Case 4 No Yes Yes No
Case 5 Yes No No Yes
Case 6 Yes No Yes No
Case 7 Yes Yes No No
Case 8 Yes Yes Yes No

Yes: Yes, the null hypothesis is rejected. No: No, the null hypothesis is not rejected.

Working Hypothesis 1. When some human observers are using a personality model designed
based on a lexicon for describing humans or animals to assess the personality of a robot personality en-
gineered after an archetype, the corresponding fidelity is not necessarily statistically distinguishable
from that by random guesses, which implies that they have completed the assessment by guesswork.

If the observers are just guessing the traits, their observations cannot be used to guide
the optimisation of fidelity. However:
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Working Hypothesis 2. If a robot is capable of imitating human behaviour in a given context
where such behaviour is expected and the behaviour is typical of the robot in a usage that matches the
context, some traits that apply to humans will also apply to the robot and are prominently observable
in their typical behaviour, thereby resulting in fidelity that is statistically distinguishable from that
by random guesses.

Even if the fidelity is non-random, we need to eliminate two other possible causes of
non-randomness to make sure that it can guide personalities engineering: inconsistency
and observers’ own personalities. Reports scattered on a personality dimension can still
lead to significant differences from random guesses if they are dispersed enough. Highly
dispersed reports reflect great inconsistency of opinions on the robot personalities. If the
observers report the robot personalities as similar to their own, which can occur [34], the
corresponding fidelity will also be non-random while being irrelevant to the archetypes.

Working Hypothesis 3. If the fidelity from human observations that are as consistent as on a
human personality in the same settings is statistically distinguishable from that by random guesses
and the cause of it is not that the observers have reported the robot personalities to be similar to their
own, the human observations can be used to guide the optimisation of the fidelity.

The third working hypothesis is supported by the following reasoning: when the
robot’s behaviour is mapped to personality measurements as completed by some human ob-
servers and the mapping is not random but consistent, there exists an instance of behaviour
leading to measurements that are closest to the corresponding archetype. By approximating
that instance of behaviour, we can approximate the optimal fidelity. Assuming the robot’s
behaviour is controlled by some parameters of a generative personality model, a personality
model capable of generating behaviour with individual differences to reflect individual
differences in personality, there should exist a set of parameters leading to the optimal
behaviour. In that regard, common optimisation methods should apply to finding the
parameters, such as gradient descent and genetic algorithms. However, whether they are
efficient is another story.

The proposed test procedure is based on the ‘robots-imitating-humans’ approach [35–37]
and existing statistical tools. The resources required are:

1. Fungible units of the type of robot to test;
2. Human archetypes who can serve as desirable examples for the type of robot in

performing the tasks it is designed for;
3. Tools to capture the example behaviour as data;
4. Methods to enable the robot to imitate the example behaviour;
5. Actors that act as users;
6. The user group the robots are going to work for.

The procedure has four phases, as illustrated in Figure 1 (where the arrows mark
dependencies; the capsule is the starting point; the rectangles are processes; the cylinders
are data sets or materials; and the hexagons are the results of processes). It is worth noting
that it is unnecessary to perform the entire procedure from the beginning when more orders
for the same model of robots for the same usage come from some other user groups; in this
case, we can start with user assessment. In the following subsections, we will go through
the four phases one by one in detail.

3.1. Phase 1: Recording Archetypal Behaviour

In the first phase, we first recruit some candidate archetypes, and then, in ‘behaviour
recording sessions’, we acquire their personality measurements, record their behaviour,
and let them report the personalities of the actors acting as users. How behaviour recording
sessions should be carried out depends. Generally speaking, it is a simulation of the typical
usage of the type of robot to develop, where the candidate archetypes will be examples
for the robot personalities. For example, if the type of robot is going to be office errand
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runners, we hire model (well-received) office workers to simulate an office environment; if
it is going to be waiters in a restaurant, we hire model waiters and waitresses and simulate
an restaurant; if it is going to be singers on the stage, we simulate a stage with real singers.

3.2. Phase 2: Implementing the Behaviour

In this phase, we produce the stimuli for user assessment in Phase 3. The stimuli can
be video recordings of the simulation in Phase 1 or they can be the robot personalities
themselves. For the latter, more than one unit of the type of robot may be required. How to
produce the stimuli depends. Generally speaking, the robots’ behaviour should be as close
to the archetypes’ as possible. First, in ‘screening’, we need to exclude the candidates whose
behaviour is beyond the robot’s capabilities or operational parameters. We use only the
behavioural data from the selected candidates, who will be the human archetypes. Then,
we process the data. How to do this depends. In general, it is turning videos or motion
capture data into a form that the robot can imitate. For example, in developing waiter
robots, this can be processing a waiter’s gestures and body motion when ushering guests
into their seats into joint tracking data. Next, in ‘extracting behaviour’, we further separate
the processed data according to the mode (modality) of behaviour we are interested to
investigate. For example, for developing waiter robots, we might be more interested in
facial expressions and hand gestures than gait as modes of personality expression. Finally,
we program the robot with the behaviour to recreate the simulation in Phase 1 as how we
produce stimuli for user assessment in Phase 3.

Figure 1. Workflow of the procedure (where the four rows represent the four phases; the arrows mark
dependencies; the capsule is the starting point; the rectangles are processes; the cylinders are data
sets or materials; and the hexagons are the results of processes). Phase 1 is about recording archetypal
behaviour; Phase 2, implementing the behaviour; Phase 3, user assessment of robot personalities; and
Phase 4, the three tests.

3.3. Phase 3: User Assessment

In Phase 3, we first make preparations for user assessment and then request the users to
assess the robot personalities. The users either assess the robot personalities based on video
stimuli or by interacting with the robot personalities themselves. For assessment based on
video stimuli, we need to prepare only surveys. For assessment based on live interaction,
we need to prepare for interactive settings as close to the simulations in Phase 1 as possible.
After the surveys or interaction sessions, users also need to report their own personalities.
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3.4. Phase 4: Three Tests

In Phase 4, we identify personality dimensions using three tests. We henceforth refer
to users also as observers, since the users of the robots are the main observers of the
corresponding robot personalities.

3.4.1. Data Sets Required

The tests require five data sets in total (Table 2), four of which are from the previous
phases: the archetypal personality self-reports, hereinafter denoted as A, from Phase 2; the
candidates’ (or archetypes’) reports on the actor’s personality (if the simulation in Phase 1
has involved multiple actors and reports have been acquired on all the actors, the reports
on one of them are enough), hereinafter denoted as L, from Phase 1; the users’ reports
on the robot personalities, hereinafter denoted as B, from Phase 3; and the personality
self-reports by the users, hereinafter denoted as H, from Phase 3. The fifth data set consists
of random reports generated on demand, hereinafter denoted as N. Here, B and N are
not in bold because they are sets. In addition, r denotes the number of robot personalities
to engineer, which is the same as the number of archetypes; u the number of users; t the
number of personality dimensions to test; and c the number of reports in the data set L.

Table 2. Data sets required.

Data Sets Dimensions Row Vectors Column Vectors

A r× t a1, a2, a3, . . . , ar a
′
1, a

′
2, a

′
3, . . . , a

′
t

L c× t l1, l2, l3, . . . , lc l
′
1, l

′
2, l

′
3, . . . , l

′
t

B = {B1, B2, B3, . . . , Bu} u× r× t - -
H u× t h1, h2, h3, . . . , hu h

′
1, h

′
2, h

′
3, . . . , h

′
t

N depends depends depends

A is a r × t matrix. It consists of r t-dimensional row vectors corresponding to r
archetypes or t r-dimensional column vectors corresponding to t personality dimensions.
L is a c× t matrix. It consists of c t-dimensional row vectors corresponding to c sets of
human observations on a human or t c-dimensional column vectors corresponding to t
personality dimensions. B is a set that consists of u r× t matrices: B1, B2, B3, . . . , Bu, since
each of the observers has reported t traits on r robot personalities; each matrix has the
same dimensions as A and can be expressed likewise. H is a u× t matrix. It consists of u
t-dimensional row vectors corresponding to u observers (users) or t u-dimensional column
vectors corresponding to t personality dimensions. N consists of randomly generated data
per the dimensions required. To summarise, we have

A =
[
a1 a2 a3 . . . ar

]ᵀ
=
[

a
′
1 a

′
2 a

′
3 . . . a

′
t

]
, (1)

where A ∈ Rr×t, ai=1,2,3, ..., r ∈ R1×t, and a
′
j=1,2,3, ..., t ∈ Rr×1;

L =
[
l1 l2 l3 . . . lc

]ᵀ
=
[
l
′
1 l

′
2 l

′
3 . . . l

′
t

]
, (2)

where L ∈ Rc×t, li=1,2,3, ..., c ∈ R1×t, and l
′
j=1,2,3, ..., t ∈ Rc×1;

B = {B1, B2, B3, . . . , Bu}, (3)

where Bi=1,2,3, ..., u ∈ Rr×t;

H =
[
h1 h2 h3 . . . hu

]ᵀ
=
[

h
′
1 h

′
2 h

′
3 . . . h

′
t

]
, (4)

where H ∈ Ru×t and hi=1,2,3, ..., u ∈ R1×t, and h
′
j=1,2,3, ..., t ∈ Ru×1.
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N represents a ‘blind guesser’ who cannot perceive any personality traits and thus has
no recourse but to guesswork when it is required to complete a personality assessment. It is
what the observers are pitted against. Personality traits are often assessed with statements
describing certain qualities of a subject, such as: ‘. . . is someone who likes to talk with
friends’. The users must indicate the extent to which they agree or disagree with the
statements. They are guessing if they have no idea how well the statements describe the
robot personalities, or they can simply indicate that they neither agree nor disagree with the
statements. A significantly large number of wild guesses should exhibit the same behaviour
as random guesses generated by the uniform distribution.

3.4.2. Test 1: Robot Personalities’ Fidelity Test

The first test to run is the fidelity test. It tests Sub-Hypothesis 1 on each dimension.
It requires data sets A, B, and N. Let s denote the total number of reports,

s = u · r. (5)

The fidelity test compares the fidelity from the human observations with that from N
to identify the personality dimensions.

We can compute fidelity as follows: given a trait as observed by u users, which can be
represented by a vector b (b ∈ Ru), and the corresponding trait of the archetype a (a ∈ R),
fidelity vector f ( f ∈ Ru) is expressed as

f = abs(b− a), (6)

where abs denotes a function that replaces all elements in a matrix or vector with their
absolute values. (To avoid confusion, we refrain from using || since it also denotes the
determinant of a matrix).

Each element in the fidelity vector f is a numerical distance, which can also be called
‘a proximity value’. For instances, if Observer 5 has reported the extraversion level of a
robot to be 3.5 when the robot personality is based on Archetype 3, whose extraversion
level is 4, then the 5th element in the f3 of extraversion is 0.5. The fidelity of all robot
personalities on all dimensions can be represented as a s× t matrix: F (F ∈ Rs×t). F can be
computed from A and B using

F =
[
abs(B1 − A) abs(B2 − A) abs(B3 − A) . . . abs(Bu − A)

]ᵀ. (7)

We generate the same number of random reports to the assessment scales. A random
report consists of random numbers generated as random answers to the questionnaires
about the robot personalities. For example, given a questionnaire consists of 44 questions
with 5-point Likert scales enquiring how much an observer agrees with the corresponding
statement, a human report would consist of 44 responses, whereas a random report would
consist of 44 random integers on the range of [1, 5]. Random traits should be computed
in the same way per the instructions of the personality assessment inventory, and the
results are divided into u r × t matrices, which are denoted here as N1, N2, N3, . . . , Nu
(Ni=1,2,3, ..., u ∈ Rr×t) . We then compute the random ‘fidelity’ F

′
(F
′ ∈ Rs×t) using

F
′
=
[
abs(N1 − A) abs(N2 − A) abs(N3 − A) . . . abs(Nu − A)

]ᵀ. (8)

With F and F
′

ready, we apply an appropriate statistical test. Which test should be
applied depends on the sample sizes, types of distributions in the samples, any underlying
assumptions about the data, and whatnot. A test should be carefully chosen to yield
practical results.
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Let T denote a function that performs the featured test thus: it takes two real matrices
of the same dimensions as the input and then returns a real vector of p-values as the output.
The function computes the p-values between the two corresponding columns of the same
index in the two matrices. Therefore, the p-values, represented as a vector p (p ∈ Rt), can
be computed as

p = T(F, F
′
). (9)

Other statistics can be computed likewise.
Here, we are testing t hypotheses simultaneously. Thus, the problem arises as whether

corrections for the multiple comparisons problem should be applied. In scientific research,
corrections are often applied. However, in engineering robot personalities, it should depend
on the circumstances of the specific engineering task. Whether it is better to minimise the
chance for either Type 1 or Type 2 errors depends. If it is more important to reduce cost and
focus on the most prominent personality traits, it might be better to apply the corrections so
that it is less likely to identify a personality dimension by chance while in truth optimisation
cannot be effectively conducted on that dimension. If it is more important to utilise the full
potential of the robots, so as to make them more ‘characteristic-rich’, it might be better to
not apply the corrections so that it is less likely to disqualify a dimension by chance.

3.4.3. Test 2: Robot Personalities’ Consistency Test

The consistency test follows the fidelity test. It tests Sub-Hypothesis 2 for every robot
personality on each dimension. This test requires data sets B and L.

Consistency measures the strength of the consensus on a robot personality some
observers can reach. Given that a benchmark is yet to be established in the field, for the
time being, the consistency of humans reporting on a human can be the standard for
that of humans reporting on a robot in the same settings. We can use Bartlett’s test as a
consistency parity test. It tests homogeneity of variance while being sensitive to non-normality,
meaning passing this one test is a sign for both normality and homogeneity of variance of
the reported personalities.

Given a number of observations xA (xA ∈ Ru), as on a personality trait of an agent,
and those on another xB (xB ∈ Ru), consistency parity p ( 0 < p < 1) can be computed as

p = Bartlett(xA, xB). (10)

The p here is indeed a p-value. However, what can be considered as ‘significant’ in
the context of consistency parity requires support from more empirical results. For now,
any choices seem arbitrary. The convention of p = 0.05 can be a (very loose) significance
threshold, and since we run r tests per dimension, we need to correct the p-value to
0.05/r by applying the Bonferroni correction to counter the multiple comparisons problem
because we do not want to disqualify a dimension by chance, thereby relaxing it further. A
consensus is topic-dependent, which means that a group of observers can reach a consensus
separately on A or B, while a consensus on A and B together is nonsense. Consequently,
we need to measure the consistency parities separately (per archetype per trait).

Let Bt denote a function that performs Bartlett’s test, thus: it takes two real matrices of
arbitrary numbers of rows but the same number of columns as the input, and it returns a
real vector p of p-values as the output. The function computes the p-values between two
corresponding columns of the same index in the two matrices. Let P denote the matrix that
contains all p-values of consistency parities. It can be computed as

P =
[
p1 p2 p3 . . . pr

]ᵀ, (11)

where pi=1,2,3, ..., r = Bt(L, Bi) and pi ∈ R1×t ,
Where Bi=1,2,3, ..., r ∈ Ru×t, and

Bi =
[
b1i b2i b3i . . . bui

]ᵀ, (12)
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where bmi (m = 1, 2, 3, . . . , u) denotes the mth observer’s report on the ith robot personality.
To disqualify a dimension, we can consider the number of null hypotheses (consistency
parity) rejected on that dimension. Considering that the consistency parity testing approach
may not be strict, a stricter threshold for the number of rejected null hypothesis can be
implemented here to enhance the effectiveness of the test.

3.4.4. Test 3: Robot Personalities’ Fidelity ‘Sanity’ Test

Finally, the fidelity ‘sanity’ test checks whether we can reproduce the results in the
fidelity test using the observers in place of the archetypes as the reference points. It tests
Sub-Hypothesis 3 on each dimension.

This test is almost the same as Test 1 except that we swap the archetypes with the ob-
servers themselves as the reference points. Fidelity is defined as the proximity between the
observed robot personalities and their corresponding archetypes; therefore, the proximity
between the observed robot personalities and the corresponding observers is not fidelity;
instead, we call this quantity pseudo-fidelity. The test follows the exact same procedure as
the fidelity test, only that this time the reference points are changed from the archetypes to
the personalities of the observers themselves. This test requires data sets H, B, and N.

We compute the pseudo-fidelity and generate s random reports to compute random
traits as before. From N, we get u r× t matrices: N

′
1, N

′
2, N

′
3, . . . , N

′
u (N

′
i=1,2,3, ..., u ∈ Rr×t).

Because we need the proximity values between the observations of each observer and
the observer themselves, we construct u r× t matrices: H1, H2, H3, . . . , Hu (Hi=1,2,3, ..., u ∈
Rr×t), where

Hi=1,2,3, ..., u =
[
hi hi hi . . . hi

]ᵀ, (13)

where hi is the ith observer’s personality.
Then, we apply the same procedure as in the fidelity test, which can be expressed as

Fo =
[
abs(B1 − H1) abs(B2 − H2) abs(B3 − H3) . . . abs(Bu − Hu)

]ᵀ (14)

F
′′
=
[

abs(N
′
1 − H1) abs(N

′
2 − H2) abs(N

′
3 − H3) . . . abs(N

′
u − Hu)

]ᵀ
. (15)

Then, the p-values of this test, represented as a vector po (po ∈ Rt), can be computed as

po = T(Fo, F
′′
). (16)

4. Experiment: Testing the Test Procedure

We tested the test procedure in a scope represented by the following question: given a
user group, what are the personality dimensions to use in engineering a type of life-size humanoid
‘barebones’ robot into ten robot personalities for human–robot dyadic communication, where the
typical personality expressing behaviour consists of head and eye movements? Dyadic communi-
cation, albeit not a situation that needs a large number of robot personalities, was chosen
for the abundance of literature on human–robot interaction since we needed to compare
our results with those in existing literature to know whether the proposed test procedure
was effective.

4.1. Materials: Robot and Software

The robot used to test the test procedure was a humanoid ‘barebones’ robot (Figure 2).
Its eyes and necks were actuated by pneumatic actuators with a typical response time of
200 milliseconds. The robot was controlled by a proprietary interface that received actuator
commands for movements. A simple mapping program generated commands for the
robot’s eyes and head by mapping head and eye movement angles, which were captured
by OpenFace 2 [38–41], to actuator positions, so that, when the archetypes turned their
heads or eyes left or right, up or down, the robot would do the same. The mapping was
done without smoothing or filtering.
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Figure 2. Tested robot in action as what the human observers viewed in Phase 3 (but without pixelating
the actor’s face) when they reported the robot personalities.

The test procedure was implemented in GNU Octave (Version 6.2.0) with the ‘statistics’
package (Version 1.4.2). The featured statistical test in Tests 1 and 3 was Welch’s test,
which was executed by the welch_test function. The featured statistical test in Tests 2 was
Bartlett’s test, which was executed by the bartlett_test function.

4.2. Going through the Procedure

The test settings were that 10 robot personalities were to be engineered out of 10 per-
sonality archetypes for small user groups of 3 to 18 people. The robot engaged users in
dyadic communication, and its main modes of personality expression were head and eye
movements. The personality assessment inventory used was by John et al. [42], which
has 44 scales for assessing five principal personality traits (dimensions): extraversion,
conscientiousness, agreeableness, neuroticism, and openness. If we fill in the hypothesis
format per the settings, it would be

Hypothesis (Generic Form). Given a humanoid ‘barebones’ robot that moves its head and
eyes in dyadic communication and a personality dimension P of the five-factor model (where
P ∈ {extraversion, conscientiousness, agreeableness, neuroticism, openness}), P is a personal-
ity dimension on which fidelity can be effectively optimised.

We tested 505 such hypotheses in 101 tests corresponding to 101 user groups simulated
by drawing from a pool of 18 observers. The first user group consisted of all 18 observers
for a showcase run of the procedure (Sections 5.1–5.3). Then, we drew 20 combinations of
15 people, 20 combinations of 12 people, 20 combinations of 8 people, 20 combinations of
5 people, and 20 combinations of 3 people, amounting to 100 simulated user groups in total.
Therefore, the total number was 101.

The corresponding workflow is illustrated by Figure 3. The situation we simulated in
Phase 1 was two people exchanging information about themselves. We selected 10 human
archetypes out of 15 candidates, who were students from our university. Each of the
15 candidates had come to our laboratory and engaged in a brief exchange with the actor.
They first introduced themselves and then answered 12 questions adapted from those on a
website for practising English conversation [43]. Then, the candidate and the actor switched
roles: it was now their turn to ask the same questions, and the actor answered by reciting a
script, which is recorded in Appendix B. The head and eye movements of the candidates
responding to the actor’s answers were recorded as the archetypal behaviour for the robot
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personalities. The candidates also reported their own personalities thrice: once upon the
application, once before the interview, and once after. Appendix A relates the interview
in more extensive details. In Phase 2, we selected the 10 archetypes, whose head and eye
movements were within the robot’s capability, and shortened their corresponding videos
(10- to 15-min long) into videos of about 2-min’s length according to an abridged version
of the original script (the part in bold of the script recorded in Appendix B makes the
abridged version). The shortened videos were remade with the robot personalities replacing
the archetypes. In the remakes, the robot personalities imitated the archetypes’ head and
eye movements under the control of our movement mapping software. The same actor
answered their questions, which were shown on a screen. Although there were 10 remakes
featuring 10 robot personalities, they were all installed on the same robot. Now, for Phase
3, we embedded the remakes into an online assessment form, which had 11 pages for
personality assessment: 10 randomised pages for the robot personalities, and the 11th for the
observer’s own personality. We published the assessment form on Amazon’s Mechanical
Turk and employed 18 workers to complete it. Finally, in Phase 4, we applied the three tests
to the 101 simulated user groups and worked out the results.

Figure 3. Workflow adapted to our test.

5. Results of Testing the Test Procedure

First, the results from all 18 observers as a single user group:

5.1. Robot Personalities’ Fidelity Test

For the featured statistical test in our experiment, we used Welch’s test considering
that our fidelity tests were going to feature large samples (30–180) with unknown variances.
Plugging in our data, where r = 10, t = 5, and u = 18, to execute the tests using our
implementation in GNU Octave, we obtained

p =
[
0.002 0.580 < 0.001 0.607 0.721

]
(17)

corresponding to extraversion, agreeableness, conscientiousness, neuroticism, and open-
ness. The mean fidelity values are plotted in Figure 4 with the corresponding standard
deviations illustrated by the error bars. As for the significance threshold (α), we assumed
the conventional 0.05. We also assumed that we intended to discovery the full potential of
the robot, which required us to minimise the chance for Type 2 errors. Therefore, we did
not apply corrections for the multiple comparisons problem.
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Figure 4. Results of the fidelity test (Section 5.1).

We can observe that (Figure 4), for extraversion, the fidelity from the human observers
(M = 1.022, SD = 0.698: M henceforth refers to ‘mean’, and SD ‘standard deviation’)
compared with that from randomness (M = 0.813, SD = 0.577) demonstrated a significant
difference, t(345.76) = 3.09, p = 0.002. (The difference here may seem small despite
being statistically significant because fidelity is not a quantity of a large magnitude to
start with.) As for conscientiousness, the fidelity from the human observers (M = 0.727,
SD = 0.546) compared with that from randomness (M = 0.525, SD = 0.378) demonstrated
a significant difference, t(318.41) = 4.08, p < 0.001. There was no significant difference on
agreeableness, t(346.33) = −0.55, p = 0.580, between the fidelity by the human reports
(M = 0.900, SD = 0.582) and that by randomness (M = 0.931, SD = 0.483). The same can
be observed for neuroticism, t(353.41) = 0.51, p = 0.607, between (M = 0.946, SD = 0.713)
and (M = 0.909, SD = 0.636); and for openness, t(345.39) = −0.36, p = 0.721, between
(M = 0.795, SD = 0.563) and (M = 0.814, SD = 0.464).

The above results imply that extraversion and conscientiousness might be the person-
ality dimensions on which the fidelity of the ten robot personalities could be optimised. On
other dimensions, the observers’ reports were equivalent to random guesses.

5.2. Robot Personalities’ Consistency Test

Plugging in our data to run all consistency parity tests (50 tests in total), we obtained
the P matrix, which was transcribed into significance marks as recorded in Table 3, where
an asterisk marks p < 0.005, which was our significance threshold acquired by applying
the Bonferroni correction (p = 0.05/10) since we did not want to disqualify a dimension by
chance. The consistency parity has held in most cases (in Bartlett’s test, homogeneity of
variance is the null hypothesis).

We can see that, as for extraversion and conscientiousness, all test results in the
corresponding columns failed to reject the null hypothesis of consistency parity. In the
neuroticism column, the null hypothesis was rejected once. This means that we could fail
the identification of neuroticism as an engineering-worthy dimension even if neuroticism
had been identified in Test 1. How many rejections can fail the identification is at the
moment a relatively arbitrary decision, and since our consistency parity test was not
strict at all, we determined that one rejection was enough to fail the identification of the
corresponding dimension.
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Table 3. Results of the robot personality consistency test (Section 5.2).

Five Principal Personality Dimensions

Robots ext. agr. con. neu. ope.

Robot (as Archetype 1) x x x * x
Robot (as Archetype 2) x x x x x
Robot (as Archetype 3) x x x x x
Robot (as Archetype 4) x x x x x
Robot (as Archetype 5) x x x x x
Robot (as Archetype 6) x x x x x
Robot (as Archetype 7) x x x x x
Robot (as Archetype 8) x x x x x
Robot (as Archetype 9) x x x x x
Robot (as Archetype 10) x x x x x

x: The null hypothesis is not rejected. *: The null hypothesis is rejected.

5.3. Robot Personalities’ Fidelity ‘Sanity’ Test

Plugging in our data, we obtained

po =
[
0.534 0.692 0.420 0.598 0.120

]
. (18)

The means and standard deviations are plotted in Figure 5.

Figure 5. Results of the fidelity ‘sanity’ test (Section 5.3).

We can observe that (Figure 5), for extraversion, there was no significant difference,
t(351.89) = −0.62, p = 0.534, between the pseudo-fidelity between the personality reports
and their corresponding reporters (M = 0.808, SD = 0.720) compared with that of the
random reports (M = 0.852, SD = 0.631). The same can be observed for agreeableness,
t(334.70) = 0.40, p = 0.692, (M = 0.866, SD = 0.796) and (M = 0.836, SD = 0.607); and
conscientiousness, t(354.56) = 0.81, p = 0.420, (M = 0.857, SD = 0.685) and (M = 0.801,
SD = 0.620); neuroticism, t(326.14) = 0.53, p = 0.598, (M = 1.019, SD = 0.973) and
(M = 0.972, SD = 0.704); and openness, t(344.83) = −1.56, p = 0.120, (M = 0.735,
SD = 0.677) and (M = 0.837, SD = 0.556).

The null hypothesis was rejected on neither extraversion nor conscientiousness. There-
fore, the two dimensions were not disqualified.

5.4. Applying the Test Procedure to Smaller User Groups

In the above, we have demonstrated a showcase run of the procedure with 18 observers.
However, smaller user groups will be more common. Therefore, we conducted more tests on
the 20 simulated user groups of 15 users, 12 users, 8 users, 5 users, and 3 users each—100 user
groups in total. The results are recorded in Tables 4–8, respectively. The results varied,
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but extraversion and conscientiousness were the most frequently identified dimensions,
followed by agreeableness and neuroticism, which were possible but much less frequent.
For user groups of size-5 and size-3, there were not many identifications: fewer than
half of the user groups in each setting identified at least one dimension from the five. It
was possible that the current method was only effective for user groups with more than
eight people.

The variations imply that the personality dimensions identified previously, extraver-
sion and conscientiousness, were not necessarily the case across all simulated user groups,
which were still drawn from the same small pool of 18 observers. We expect results to be
more varied in real situations. Personality perception varies from person to person and user
group to user group, which is why a method such as the one proposed here will be useful.

Table 4. Results of 20 randomly chosen size-15 groups.

Five Principal Personality Dimensions a

Groups ext. agr. con. neu. ope.

User Group 1 * - * - -
User Group 2 - - - - -
User Group 3 * - * - -
User Group 4 * - * - -
User Group 5 * - - - -
User Group 6 * - * - -
User Group 7 * - * - -
User Group 8 * * - * -
User Group 9 * - * - -
User Group 10 * - - - -
User Group 11 * - * - -
User Group 12 * - * - -
User Group 13 * - - - -
User Group 14 * - - - -
User Group 15 * - * - -
User Group 16 * - * - -
User Group 17 * - * - -
User Group 18 * - - - -
User Group 19 * - * - -
User Group 20 * - * - -

a Identified personality dimensions are marked with an asterisk.

Table 5. Results of 20 randomly chosen size-12 groups.

Five Principal Personality Dimensions a

Groups ext. agr. con. neu. ope.

User Group 1 * - - - -
User Group 2 * - * - -
User Group 3 * - - - -
User Group 4 * - - - -
User Group 5 * - - - -
User Group 6 * - * - -
User Group 7 * - - - -
User Group 8 * - * - -
User Group 9 * - - - -
User Group 10 * - * - -
User Group 11 * - - - -
User Group 12 * - - - -
User Group 13 * - * - -
User Group 14 * - * - -
User Group 15 * - - - -
User Group 16 * - * - -
User Group 17 * - - - -
User Group 18 * - * - -
User Group 19 * - * - -
User Group 20 * - - - -

a Identified personality dimensions are marked with an asterisk.
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Table 6. Results of 20 randomly chosen size-8 groups.

Five Principal Personality Dimensions a

Groups ext. agr. con. neu. ope.

User Group 1 * - * - -
User Group 2 * - - - -
User Group 3 - - - - -
User Group 4 - - - - -
User Group 5 * - - - -
User Group 6 * * - - -
User Group 7 * - - - -
User Group 8 - - - - -
User Group 9 * - * - -
User Group 10 - - - - -
User Group 11 * - - - -
User Group 12 * - * - -
User Group 13 * - - - -
User Group 14 - - - - -
User Group 15 * - * - -
User Group 16 * - * - -
User Group 17 * - * - -
User Group 18 * - - - -
User Group 19 * - - - -
User Group 20 - - * * -

a Identified personality dimensions are marked with an asterisk.

Table 7. Results of 20 randomly chosen size-5 groups.

Five Principal Personality Dimensions a

Groups ext. agr. con. neu. ope.

User Group 1 * - - - -
User Group 2 * - * - -
User Group 3 - - - - -
User Group 4 - - - - -
User Group 5 - - - - -
User Group 6 - - - - -
User Group 7 * - * - -
User Group 8 - - - - -
User Group 9 - - - - -
User Group 10 - - - - -
User Group 11 * - - - -
User Group 12 * - * - -
User Group 13 * - - - -
User Group 14 - - - - -
User Group 15 - - - - -
User Group 16 - - - - -
User Group 17 - - * - -
User Group 18 - - - - -
User Group 19 - - - - -
User Group 20 - - - - -

a Identified personality dimensions are marked with an asterisk.

5.5. Summary of the Results

In our tests of the test procedure, most tests featuring simulated user groups with eight
or more people could identify extraversion. Conscientiousness was identified in many tests
as well but significantly less frequent than extraversion. The identification of extraversion
agrees with several studies about the head and eye movements or gaze of humanoid robots
or virtual agents [20,33,44–46], as does the identification of conscientiousness [33,45].
However, the two dimensions were by no means the only possibilities. Agreeableness
and neuroticism were possible as well, though much less frequent. All results agreed that
openness was not an engineering-worthy dimension for the type of robot tested for the
usage of dyadic communication.



Robotics 2022, 11, 28 18 of 24

Table 8. Results of 20 randomly chosen size-3 groups.

Five Principal Personality Dimensions a

Groups ext. agr. con. neu. ope.

User Group 1 - - - - -
User Group 2 - - - - -
User Group 3 - - - - -
User Group 4 * - * - -
User Group 5 - - - - -
User Group 6 - - - - -
User Group 7 * - - - -
User Group 8 - - - - -
User Group 9 * - - - -
User Group 10 * - * - -
User Group 11 * - * - -
User Group 12 - - - - -
User Group 13 - - * - -
User Group 14 * * - - -
User Group 15 - - - - -
User Group 16 * - - - -
User Group 17 - - - - -
User Group 18 - - - - -
User Group 19 - - - - -
User Group 20 - - - - -

a Identified personality dimensions are marked with an asterisk.

6. Discussion

The test procedure was put to 101 limited-scope tests, where we simulated an engi-
neering situation where 10 humanoid robot personalities were to be engineered for dyadic
communication for small user groups of 18, 15, 12, 8, 5, and 3 users. The corresponding
test results for simulated user groups of eight or more people reflect the existing body of
knowledge on the potential of humanoid robots for expressing personality traits, thereby
confirming the effectiveness of the proposed test procedure within the scope of the experi-
ment for user groups with at east eight people. However, the variations revealed should
allow us a glimpse into a common situation of engineering robot personalities, which is that
no one answer applies to all cases. The working hypotheses—that not all but some human
personality dimensions can be used to engineer robot personalities for non-android robots
that can imitate human behaviour—are supported as least within the scope of the exper-
iment. Our test procedure is the first one dedicated to engineering robot personalities in
significant quantities for practical applications with small user groups. It is inevitably primi-
tive, and there is much space for improvement. There are several limitations in particular
we can focus on.

The primary limitation of the test procedure is that it is currently ineffective for user
groups of fewer than eight people. Compatibility with smaller user groups is the most
needed improvement considering that most household user groups probably have fewer
than eight people. Another limitation is that the test procedure is not a guarantee for the
applicability of personality dimensions based on the lexical hypothesis. For guaranteed
applicability, we will need to develop dedicated personality models for robots based
on lexicons for describing robots, as a recent study did for conversational agents [9].
Dedicated models can be used together with the test procedure to identify engineering-
worthy dimensions for a type of robot. Considering that robots come in different shapes
and sizes for different purposes, even a dedicated model does not necessarily fully apply
to a particular type of robot. Last but not least, our test procedure is formulated based on
our definition of robot personalities. Our definition stipulates that robots be individuals
exhibiting characteristic patterns of computation and behaviour with inter- and intra-
individual differences, which suits our aim as to engineer robot personalities in significant
quantities. However, as there is currently no consensus on how robot personality should be
defined and it is questionable whether robot personalities should be imitations of human
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personalities [12], our understanding on robot personalities will keep evolving. Our current
approach to creating robot personalities needs to adapt and improve accordingly.

The primary limitation of the experiment is that we only confirmed the effectiveness
of the test procedure in a limited scope. We do not assert universal applicability. Future
research can also aim to expand the applicability of the proposed test procedure and validate
it in a broader context. In particular, albeit the test procedure is meant for engineering
populations of robot personalities that will be observed together, such as a music band
or idol group of robots or a staff of robotic errand runners in an office, the scope of the
experiment did not properly reflect this aim. The experiment featured multiple instances
of dyadic communication rather than users interacting with multiple robot personalities
at the same time. It is arguable that dyadic communication may still represent the most
common form of interaction. For example, in an office where humans work with multiple
errand runners, it is still more common for a human to interact with one of them at a time.
Still, an important future work is to cover interaction involving multiple physically present
robots. This would require multiple units of the type of robot to study and abolishing
video-based stimuli. In addition, the content of the interaction featured in the experiment,
which was about getting to know each other, albeit important for leaving first impressions,
did not necessarily reflect the main contents of interaction with service robots. Future
studies and implementations of the test procedure would benefit from settings that better
reflect the contents of the interaction based on realistic roles of service robots. Another
major limitation of the experiment was the simulation of 101 user groups by drawing
from a small pool of 18 observers. There were two possible impacts of this approach:
underrepresented inter-group variations and intra-group consistency. A main goal of the
test procedure is to take into account the inter-group differences of different user groups
when engineering robot personalities. However, by drawing from the same pool of 18
observers, the possible inter-group variations were not properly reflected in the results
(Tables 4–8). The intra-group consistency by randomly combining members of the 18 online
observers, who observed the robot personalities by watching short videos, might be lower
than that from a real user group interacting in the same environment with real robots.

Another limitation present both in the proposed test procedure and our experiment was
introduced by using an imprecise personality measure. This is also a limitation of the field,
which currently lacks a personality measure precise enough for engineering tasks. The use
of an imprecise measure based on Likert scales not only introduces possible incompatibility
issues with statistical tests, it also affects the resolution of presenting archetypes. In practical
engineering work, we cannot let two archetypes have the same trait on any dimension. How-
ever, traits as measured by an imprecise measure can be the same in terms of their numeric
trait levels. Therefore, using human archetypes as measured by an imprecise personality
measure should be limited to identifying personality dimensions for further practical engi-
neering work but not the actual engineering work, especially engineering tasks of a certain
scale, such as when we need to engineer hundreds or thousands of robot personalities, as
suitable for mass-produced robots. To that end, we will need a dedicated personality model
with precise, continuous scales for designing and measuring archetypes in greater numbers
with better precision. But then again, it is doubtful whether this dedicated model for robot
personalities can be used by human archetypes to report their own personalities. The future
of robot personalities engineering might need to go beyond imitating humans.

7. Conclusions

We have proposed a test procedure for identifying with the help of a user group
personality dimensions to engineer robot personalities out of a type of robot knowing its
typical usage. The test procedure should be suitable for practical engineering tasks since it
identifies personality dimensions on which users can provide effective feedback to guide the
engineering of robot personalities; it supports engineering robot personalities in significant
quantities; and it needs as few as eight users to function. It can serve as a useful tool for
robot personalities engineers to focus on the personality dimensions that matter to users
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and on which personality traits can be effectively engineered. It can also help check whether
previous engineering effort yields successful results. Regrettably, we were unable to validate
the tool in a more general sense. Therefore, we encourage our peers, in academia or industry,
to try and improve the tool and come up with better ones to make robot personalities
engineering a less challenging endeavour.
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Appendix A. Details of the Interview

The interviews were conducted to capture the head and eye movements of the can-
didate archetypes. The sessions took place in a soundproof room, where a round white
table was set in the middle, between two chairs placed on opposite sides. The candidate
and our interviewer (the actor) sat face-to-face on these chairs. On the table were two
cameras positioned side-by-side, one pointing at the candidate’s face right in front of them
on the eye level and the other, a gimbal camera, set to track the candidate’s head just in
case they moved out of the field of the fixed camera (this never happened). The clips
shot by the fixed camera were used as the sources of head and eye angles. There was
also a tablet computer set on a tablet stand for displaying the questions asked during the
interviews. Its screen first faced the interviewer. Behind the interviewer to the right was
another camera on top of a tall tripod for logging the interviews. When an interview session
started, the interviewer requested the candidate to briefly introduce themselves. After the
candidate finished, the interviewer proceeded to ask questions from the tablet. There were
12 questions in total, all selected from a website for practising English conversation [43].
The interviewer proceeded to ask the 12 questions sequentially. The candidate had been
told that they could skip questions just in case some questions were too personal; the
candidates answered all questions nonetheless. The interviewer listened to the candidate
answering the questions. In about 5 to 10 min, the interviewer exhausted the list. He then
proffered the tablet to the candidate. From now on, it was the candidate’s turn to ask the
same questions in the same order, only that the interviewer (now being interviewed) would
answer all questions according to a script he had memorised beforehand. This part of the
interview was controlled and it took about five minutes for most candidates. When the
candidate exhausted the list, the interview was over. Finally, the candidate reported their
own personalities (for the third time) and then the interviewer’s before they left.

https://drive.google.com/drive/folders/11MGEfyrxheGvJRX_5BLPjQt6SoQFR1Go?usp=sharing
https://drive.google.com/drive/folders/11MGEfyrxheGvJRX_5BLPjQt6SoQFR1Go?usp=sharing
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Appendix B. The Conversation Script

The below is the script the actor used to answer the questions from the participants of
the interview. Part of the script also appeared as the conversation script of the human–robot
interaction video stimuli. The part that made it to the videos is highlighted in bold. (The
answers in the script represent no views or opinions of any real person or group.)

Q1. What are some characteristics of your personality?

A1. I am introverted. . . very conscious of myself but not so much of others. I might not
be very likeable, but the people who know me well may consider me a good companion or
ally. I’m wont to have unorthodox views about things, but at the same time, I could be
very conservative—a paradox as people might say.

Q2. What makes you happy?

A2. Oh! Many things make me happy, such as a good meal or a good book. In
general, I’m happy when things have gone my way.

Q3. Would you like to be different?

A3. That. . . depends on how different I would be. Were I to be offered to have my
personality changed drastically, for good or ill, I think I would decline without hesitation.
However, if the changes were minor and for the good, I think I wouldn’t mind.

Q4. Are you a determined person? Are you a stubborn person?

A4. I’m determined to achieve the goals I deem important. In addition, I can
be very stubborn—especially about doing the right things. However, I’m less
determined and stubborn in non-essential things. For instance, I don’t mind
very much having my lunch menu suddenly changed or vacation cancelled—even
when I am looking forward to them.

Q5. What is one thing that many people don’t know about you?

A5. That I’m evil and often dream of taking over the world. Just kidding! A thing
that many people don’t know—which I suspect that my parents are no exceptions—is
my unwonted mischievous side. It is a point a bit difficult to elaborate on, but I’ll try.
For most of the time, I’m darn serious. However, when chances come, I might try to
play some harmless tricks. For example, there was one time when I was in an English
class where the students were assigned to give a presentation on a topic of their interest.
I made a presentation on fictional villains. I tried to imitate the demeanour of some
villains—mainly how they spoke—as how I introduced them. However, there was hardly
any reaction from my classmates, though. Perhaps my villain impressions were bad.

Q6. Do you think your personality has changed over the past few years? In
what way has it changed?

A6. I don’t think my personality has changed much over the past few years.
That being said. . . discernible changes did occur, with the most prominent one
being my growing indifference towards things that do not concern me directly.

Q7. Do you think you can change a major characteristic of your personality if you try?

A7. I don’t think that’s possible—to cause fundamental changes in one’s personality
through personal effort. What seems to be possible, however, is to change one’s behaviour
through conscious effort. . . so that other people might have a different impression of you.
I think. . . it is how celebrities maintain their personas.

Q8. If you could change any aspect of your personality, what would it be?

A8. Tough question. I wouldn’t want any major changes, whatever they were, so. . .
um. . . what’s the aspect of my personality that’s hamstringing me the most? Mm. . . I’m
wont to do things on my own and less inclined to collaborate with others. In addition, I
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seldom do things together with people just for the sake of doing things together that is,
I seldom go shopping, go to the movies, or have lunch with other people. Being such a
lone wolf has its pros and cons. However, I think it would benefit me if I tune-up my
inclination for group activities just a little bit.

Q9. Are you shy? In which occasions are you shy?

A9. I am shy, but the stereotypical ‘Asian’ shy. Generally speaking, I am shy in front of
people I don’t know well.

Q10. Are you more introverted or more extroverted?

A10. I am extremely introverted. . . but not the way how introverts are introverted. Most
introverts are easily associated with shyness; they are introverted because they are not
very social–even a little afraid of people–at least that’s the stereotype. It’s not my case,
though. I’m introverted because I don’t care much about other people.

Q11. Do you think you have an unusual personality? Why?

A11. I don’t think so. My personality is just the product of me being a person optimised
for the environment he is in; in other words, I am who I am because this is how things
will go the easiest for me.

Q12. Do you consider yourself to be even-tempered?

A12. I’m very even-tempered. In fact, I never get angry. However, again. . . I sus-
pect that my emotional stability comes from my lack of concern for many things.
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