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Supplementary materials and Methods 
 
Fluorescence correlation spectroscopy.  

For FCS measurements performed in simple samples in solution, a model that takes into 
account three-dimensional translational diffusion and triplet state formation for n diffusing species 
was used[47–49]. Where 𝑮(𝝉) is modelled by 

 
 

Where the axial (𝝎𝒛) to lateral (𝝎𝒙𝒚) dimension ratio, S, is given by 𝑺 = 𝝎𝒛𝝎𝒙𝒚, and the translational 

diffusion time,  𝝉𝑫, is given by 𝝉𝑫 = 𝝎𝒙𝒚𝟐𝟒𝑫 . N corresponds to the average number of fluorescent particles 
in the observation volume, fi is the fractional population of n different diffusion species, τT is the triplet 
lifetime and T corresponds to 𝒇𝒕𝟏 𝒇𝒕 , where 𝒇𝒕 is the fraction of fluorophores in the triplet state. For the 
modelling of data obtained from GUV membrane fluorescence, a model that considers two-
dimensional translational diffusion through a Gaussian observation volume was used [50], described 
by 

 𝑮(𝝉) = 𝟏𝑪𝝅𝝎𝒙𝒚𝟐 𝟏 + 𝟒𝑫𝝉𝝎𝒙𝒚𝟐 𝟏 =  𝟏𝑵 𝟏 + 𝝉𝝉𝑫 𝟏
, (2)

 
where, C corresponds to the particle concentration. The dimensions of the focal volume were 
determined by calibration with rhodamine 110 in milliQ water using the same optical setup as the 
samples. A rhodamine 110 diffusion coefficient (D) of 440 μm2s−1 was considered [51]. Analysis of all 
the FCS experimental data was carried out using the ISS Vista software. This program uses a 

𝑮(𝝉) = 𝟏 + 𝟏𝑵 ∙ 𝟏 𝑻  𝑻.𝒆 𝝉𝝉𝑻𝟏 𝑻 ∙ ∑ 𝒇𝒊𝟏 𝝉𝝉𝑫 𝟏 𝝉 𝑺 𝟐𝝉𝑫𝒏𝒊 𝟏 , (1)



Marquardt–Levenberg nonlinear least-squares fitting routine and the goodness of the fittings can be 
judged by the recovered χ2 value and the random distribution of the weighted residuals. 
 
Photon counting histogram.  

Recorded fluorescence fluctuation data can be used to generate photon counting histograms 
that access information on the molecular brightness, 𝜺, and average number of particles. To describe 
the PCH of a freely diffusing species, we must first consider the case of a single, diffusing particle 
enclosed in a small volume V0, where over a long enough observation time, the probability of the particle 
appearing at any position within V0 will be the same. Combining the appropriate probability 
distribution of particle diffusion and PSF with Mandel’s Formula, that describes the photon counting 
statistics for the semiclassical model of photon detection, we obtain the probability of detecting k > 0 
photons for one fluorescent particle in 𝑽𝟎 [52,53]. 

 𝒑(𝟏)(𝒌; 𝑽𝟎, 𝜺) =  𝟏𝑽𝟎 𝑷𝒐𝒊𝒔𝒔𝒐𝒏 [𝒌, 𝜺 ∙ 𝑾(𝒓)⃗]𝒅𝒓 ;   𝑷𝒐𝒊𝒔𝒔𝒐𝒏(𝒌, 𝝀) = 𝝀𝒌𝒆 𝝀𝒌! , (3)

 
This equation describes the PCH of a single diffusing fluorescent particle. It is the weighted average of 
Poissonian distributions for k counts. 𝑾(𝒓)⃗ is the function that describes the observation volume 
profile, considers excitation laser intensity and the detection efficiency as a function of the particle 
position. 𝜺 is the molecular brightness where: 

 𝜺 =  𝑰𝟎𝒏𝜷𝜼𝑾𝑻𝒔, (4)

 
The molecular brightness characterizes the average number of detected photons per sampling time (𝑻𝒔) 
per molecule. Through the parameter 𝜷, the molecular brightness takes into account the particle 
fluorescence quantum yield, extinction coefficient, and all of the instrument-dependent factors. The 
ratio 𝜺𝒔𝒆𝒄 =  𝜺/𝑻𝒔 is used as it allows a more convenient comparison between experiments. 𝜺𝒔𝒆𝒄 is 
expressed in counts per second per molecule (cpsm) [53]. After defining the PCH for a single diffusing 
particle, we then consider the possibility of finding N identical but independent particles that diffuse 
within V0. The distribution of the photon counts (k), will then be given by the Nth convolution of the 
distribution defined for a single particle, p, with itself: 

 𝒑(𝑵)(𝒌; 𝑽𝟎, 𝜺) = (𝒑(𝟏)⨂𝒑(𝟏)⨂ … ⨂𝒑(𝟏))(𝒌; 𝑽𝟎, 𝜺), (5)

 
The case where no particles are present in the reference volume and no photons are detected is also 
considered 

 𝒑(𝟎)(𝒌; 𝑽𝟎, 𝜺) = 𝟏, 𝒌 = 𝟎𝟎, 𝒌 ≠ 𝟎, (6)

 
If we account for the fluctuation of the number of particles N inside V0, given a certain concentration, c, 
then the probability of finding N particles in V0 follows a Poisson distribution with the mean value cV0. 
However, while c is adequate to characterize the concentration of particles, it is more straightforward 
to use the average of number of particles, 𝑵, in a certain volume V, as a fitting parameter. In this way, 
the PCH for a single species is given by: 

 𝑷 𝒌; 𝑵, 𝜺 =  ∑  𝒑(𝑵)(𝒌; 𝑸, 𝜺) ∙ 𝑷𝒐𝒊𝒔𝒔𝒐𝒏(𝑵, 𝑸𝑵)𝑵 𝟎 , (7)𝑸 = 𝑽𝟎𝑽 , (8)



 
The volume ratio Q serves as a numerical simplification, cancelling the units of volume in the PCH 
integration, as 𝒑(𝑵)(𝒌; 𝑽𝟎, 𝜺) is independent from the choice of V0 as long as it is large enough to obtain 
a positive probability of zero photon counts [52,53]. In all our data analysis we arbitrarily chose Q = 6. 
To account for deviations of the experimental observation volume from the 3D Gaussian 
approximation, Huang et al. [52] implemented a correction that takes into consideration the 
contribution to the PCH integral from the out-of-focus region. This correction introduced a new 
parameter, F, that accounts for the fraction of detected photons from the non-Gaussian part of the 
observation volume. In this way, after the correction of the 3D Gaussian approximation, the PCH model 
for a confocal microscope with one-photon excitation is described by the following equations: 

 𝑷(𝟏; 𝑸, 𝜺) = 𝟏(𝟏 𝑭)𝟐 𝒑𝑮 (𝟏; 𝑸, 𝜺) + 𝜺𝑭𝟐 𝟐𝑸 , (9)

 𝑷(𝒌; 𝑸, 𝜺) = 𝟏(𝟏 𝑭)𝟐 𝒑𝑮 (𝒌; 𝑸, 𝜺) 𝐟𝐨𝐫 𝒌 > 𝟏, (10)

 
and,  

 𝑷(𝟎; 𝑸, 𝜺) = 𝟏 − ∑ 𝒑 (𝒌; 𝑸, 𝜺)𝒌 , (11)

 
where, 

 𝒑𝑮 (𝒌; 𝑸, 𝜺) = 𝟏𝑸𝝅𝟏/𝟐𝒌! 𝜸 𝒌, 𝜺𝒆 𝟐𝒙𝟐 𝒅𝒙𝟎 , (12)

 𝒑𝑮  is the analytical expression for the PCH integration using a 3D Gaussian approximation for one-
photon excitation and confocal detection and γ is the incomplete Gamma function. For more than two 
species, differences in photophysical properties, like quantum yield, are considered and included in the 
coefficient 𝜺 that will be different for each species. This allows us to detect and quantify the presence of 
different species with different brightness, such as monomers and oligomers in a sample. In the case of 
multiple independent species with different brightness, the photon counting histogram can be obtained 
by convoluting the photon counting histograms of the individual species: 

 𝑷(𝒌; 𝑵𝟏, 𝜺𝟏,𝑵𝟐, 𝜺𝟐…𝑵𝒏, 𝜺𝒏)=𝑷(𝒌; 𝑵𝟏, 𝜺𝟏)⨂𝑷𝒌; 𝑵𝟐, 𝜺𝟐⨂…⨂𝑷(𝒌; 𝑵𝒏, 𝜺𝒏), (13)

 
For PH-YFP samples, these equations were globally fitted to the experimental data using a 

homemade MATLAB implementation by considering the presence of two populations with different 
brightness, ε1 and ε2, that correspond to the monomeric and oligomerized form of the protein, 
respectively. In this analysis, we consider that the monomer brightness does not change from sample 
to sample by linking ε1 across all the curves obtained. The correction factor, F, can be determined by a 
calibration procedure using 5 nM of rhodamine 110 and subsequently fixed for the other samples 
measured in the same chamber slide.  
Using the brightness and number of particles, obtained through PCH analysis of each data set, we 
calculated the fraction weighed by brightness (𝑭𝒊), given by the following equation:  

 𝑭𝒊 = 𝑵𝒊𝜺𝒊∑ 𝑵𝒊𝜺𝒊𝒊𝟏 , (14)

 



where, 𝑵𝒊 and 𝜺𝒊 refer to the number of particles and brightness, respectively, of population 𝒊. The 
fraction weighed by brightness can be used to quantify the total contribution of each population 
towards the total fluorescence collected. Here, we will use it to quantify each population of fluorescent 
proteins more accurately.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 

Figure S1. Ca2+ does not inhibit membrane association of PH-YFP at the studied concentrations. FCS 
autocorrelation curves obtained for PH-YFP in solution (red), 100 μM BODIPY-PC labelled LUVs (blue) and 
PH-YFP bound to 100 μM of POPC:PI(4,5)P2 (95:5 molar ratio) LUVs, in the presence of 10 μM Ca2+ (blue). 
Autocorrelation curves for PH-YFP in the presence of POPC:PI(4,5)P2 liposomes and calcium can be fitted 
with a single component of diffusion coefficient identical to the one recovered for labeled vesicles. 


