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Abstract: The thermodynamic properties of the interacting particle–antiparticle boson system at high
temperatures and densities were investigated within the framework of scalar and thermodynamic
mean-field models. We assume isospin (charge) density conservation in the system. The equations of
state and thermodynamic functions are determined after solving the self-consistent equations. We
study the relationship between attractive and repulsive forces in the system and the influence of these
interactions on the thermodynamic properties of the bosonic system, especially on the development
of the Bose–Einstein condensate. It is shown that under “weak” attraction, the boson system has a
phase transition of the second order, which occurs every time the dependence of the particle density
crosses the critical curve or even touches it. It was found that with a “strong” attractive interaction,
the system forms a Bose condensate during a phase transition of the first order, and, despite the
finite value of the isospin density, these condensate states are characterized by a zero chemical
potential. That is, such condensate states cannot be described by the grand canonical ensemble since
the chemical potential is involved in the conditions of condensate formation, so it cannot be a free
variable when the system is in the condensate phase.

Keywords: relativistic boson system of particles and antiparticles; Bose–Einstein condensation

1. Introduction

Knowledge of the phase structure of meson systems in the regime of finite temper-
atures and isospin densities is crucial for understanding a wide range of phenomena,
from nucleus–nucleus collisions to neutron stars, as well as cosmology. This field is an
important part of hot and dense hadronic matter research. Meanwhile, the study of meson
systems has its own specifics due to the possibility of the Bose–Einstein condensation of
bosonic particles. The aim of this paper is to investigate thermodynamic properties of a
bosonic many-particle system, specifically the character of the phase transitions during
the Bose–Einstein condensation at high densities. The latter condition means that the
interaction in the bosonic system plays a sufficient role.

Historically, the problem of the Bose–Einstein condensation in the system of interacting
bosons has been studied, starting from the pioneering works of N.N. Bogolyubov [1], where
he investigated non-ideal gas of bosons and managed to describe the excitations of the
system of interacting bosons in terms of non-interacting quasi-particles. Starting from
this approach, the investigation of interacting bosons at the temperatures close to zero
yielded the powerful impulse from the mean-field approach. Indeed, if the interactions in
the diluted atomic gases are sufficiently weak, it can be argued that the mean field is the
condensate wave function itself, as it was argued in Refs. [1–3]. Bogolyubov developed
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this idea systematically to study Bose condensation and superfluidity. Then, neglecting
the fluctuations altogether, it is possible to derive the equation of motion for the wave
function of the mean field, i.e., for the condensate wave function. This is the nonlinear
Schrodinger equation or Gross–Pitaevskii equation [4,5]. Afterwards, these approaches
were supplemented by the number of fruitful generalizations.

However, these methods and approaches are not suitable for the study of the Bose–Einstein
condensation at high densities. That has two main reasons. First, high densities imply that
the possible condensate states occupy the region of high temperatures where the density of
thermal particles can no longer be treated as a small fluctuation comparing with the density
of condensate. Second, as was pointed out by Kerson Huang in his textbook [6], the real
conservation law deals with the conserved quantity that is the number of particles minus
the number of antiparticles. That is why any study of the Bose–Einstein condensation in the
relativistic Bose gas must take antiparticles into account. Firstly, this was discussed in Ref. [7].
Moreover, as was shown in [8] in the case of the “weak” attraction in the system and a conserved
charge, the particles only develop the condensate states, but the antiparticles are in the thermal
phase for all temperature ranges beginning from zero temperature.

In the present study, we are focused first of all on meson systems. This field is
an essential part of investigations of hot and dense hadronic matter, which is a subject of
active research [9]. In our study, we name the bosonic particles “pions” conventionally. The
preference is made because the charged π mesons are the lightest hadrons that couple to the
isospin chemical potential. At the same time, the pions are the lightest nuclear boson parti-
cles and thus, an account for “temperature creation” of particle–antiparticle pairs is a task
for quantum statistics widely exploited in the paper. The problem of the Bose–Einstein
condensation of π mesons has been studied previously, starting from the pioneering works
of A.B. Migdal and coworkers (see [10] for references). Formation of classical pion fields in
heavy-ion collisions was discussed in Refs. [11–14], and the systems of pions and K mesons
with a finite isospin chemical potential have been considered in more recent studies [15–19].
A scalar model of a bosonic system that develops a Bose–Einstein condensate with conserva-
tion of isospin (charge) was first studied in [7,20,21]. Various aspects of free and interacting
systems of relativistic bosons are discussed further in Refs. [22–26]. First-principles lattice
calculations provide interesting new results concerning dense pion systems [27,28].

The presented study is associated with the approach proposed in Ref. [8], where the
boson system was considered when the attraction between particles is “weak”. Here, we
proceed to investigate the thermodynamic properties of interacting particle–antiparticle
meson systems at the conserved isospin density in the framework of the canonical ensemble
using the mean-field model (see Appendix A). In this paper, we study also the boson
systems where the attractive interaction between particles is “strong”. (The rigorous
definitions of the “weak” and “strong” attractive interactions will be given further.) We
regard a studied self-interacting many-particle system as a toy model that can help us
understand the Bose–Einstein condensation and phase transitions over a wide range of
temperatures and densities.

The paper is organized as follows. Section 2 shortly describes the thermodynamic
properties and condensation in an ideal Boson gas at the particle-number conservation.
In Section 3, we introduce a self-interacting scalar mean-field model, which is then used
to investigate condensate creation in the bosonic system of particles and antiparticles.
An analogous description of the bosonic system of particles and antiparticles, but in the
framework of the thermodynamic mean-field model, is given in Section 4. Section 5
compares the results obtained in the former two approaches for describing the bosonic
system and the condensate formation at zero total charge. The phase transitions in the
particle–antiparticle system with conserved isospin (charge) density are studied in Section 6.
Section 7 is a final one, where we compare the description of the Boson systems in the
presence of condensate in the framework of the canonical ensemble and the grand canonical
ensemble. Conclusions of the present study are given in Section 8.
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2. Canonical Ensemble: Condensation in Ideal Boson Gas

As a referring point, let us give a reminder about the main properties of the Bose
condensation in a single-component ideal gas at conserved particle-number density n. This
is shown in Figure 1, where two samples of the particle-number density are presented,
n = 0.1, 0.2 fm−3. The red dashed line is the critical curve n(id)

lim that determines the critical
temperature Tc. The critical curve is the dependence of the particle-number density on the
temperature at the maximum value of the chemical potential, which is equal to the particle
mass, µ = m 1. Thus, the formula that determines the critical curve reads

n(id)
lim = g

∫ d3k
(2π)3 fBE(E, µ)

∣∣
µ=m , (1)

where E = ωk =
√

m2 + k2 and

fBE(E, µ) =
1

e(E−µ)/T − 1
. (2)

In Figure 1 and further in the text, the dependence n(T) given in Equation (3) is noted
as n = n(id)

lim (T). The solution of Equation (3) with respect to temperature for the given
particle density n determines the critical temperature Tc(n).

c
(0.1)T c

(0.2)T

n = 0.2

n = 0.1

lim
(id)n

T1

T2

n1 n2

~

~

~ ~

Figure 1. Left panel: particle-number density versus temperature in ideal single-component gas.
The horizontal lines represent two constant particle density samples, n = 0.1, 0.2 fm−3, which

correspond to critical temperatures T(0.1)
c and T(0.2)

c , respectively. Here, the critical curve n(id)
lim (T)

is defined in (3). Right panel: normalized critical temperature T̃ = T/m vs. normalized particle
density ñ = n/m3 in ideal single-component gas.

In the condensate phase, the generalization of Equation (3) is

n = ncond(T) + g
∫ d3k

(2π)3 fBE(E, µ)
∣∣
µ=m . (3)

The results of calculation of the energy density and heat capacity represented in
Figure 2 evidently show that at the crossing point of the particle-number density and the
critical curve, the phase transition of the second order occurs. Indeed, there is a finite
discontinuity of the derivative of the heat capacity in the Tc points and a smooth behavior
of the energy–density dependence in these points, i.e, there is no release of the latent heat.
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n = 0.1

lim
(id)

(0.1)Tc
(0.2)Tc

n = 0.2

(0.1)Tc
(0.2)Tc

n = 0.2
n = 0.1

vc(cond)

Figure 2. Left panel: energy density versus temperature for the same system and conditions as in the

left panel. The red dashed line marked as ε
(id)
lim represents the energy density of the states that belong

to the critical curve n(id)
lim depicted in the upper panel. Right panel: heat capacity normalized to T3 as

a function of temperature in the ideal single-component gas where the particle-number density is
kept constant.

Let us briefly discuss the results obtained for a single-component ideal gas, where
the particle-number density n remains constant. First of all, we fix that when the line
n(T) = const intersects the critical curve n(id)

lim (T), the system undergoes a phase transition
of the second order or follows the Ehrenfest classification of the third order. It has long been
known, see Ref. [29], that the Bose–Einstein condensation is indeed a third-order phase
transition according to the first classification of general types of transitions between phases
of matter, introduced by Paul Ehrenfest in 1933 [30,31]. Therefore, the obtained temperature
Tc is really the temperature of the phase transition of the second order (according to modern
terminology), and the density of condensate ncond is the order parameter. In what follows,
we will show that the same behavior is typical also in the case of interacting two-component
systems at conserved charge density.

3. Self-Interacting Scalar Field

We start our consideration from the Lagrangian density of the self-interacting real
scalar field

L(x) =
1
2

[
∂µφ̂(x)∂ µφ̂(x)−m2 φ̂2(x)

]
+ Lint[φ̂

2(x)] , (4)

where x = (t, r). We adopt that

φ̂(r) = φcond + ψ̂(r) , where
〈

ψ̂(r)
〉
= 0 . (5)

Here, we use the famous Bogolyubov’s decomposition of the field operator into
two contributions [1–3]

φ̂(r) =
1√
V

a0 +
1√
V

∑
k 6=0

akeik·r/h̄ . (6)

Due to the argument that at T → 0 in a non-perfect Bose gas, the number of particles
on the ground state N0 approximately equals to the total number of particles N,

N0 = 〈a+0 a0〉 ≈ N , (7)

one can treat a0 and a+0 as classical values.
Heisenberg representation:

φ̂(x) = eiHtφ̂(r)e−iHt = φcond + ψ̂(x) with 〈ψ̂(x)〉 = 0 , (8)
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[
ψ̂(t, r),

∂ψ̂(t, r′)
∂t

]
=

[
φ̂(t, r),

∂φ̂(t, r′)
∂t

]
= iδ3(r− r′) . (9)

Hence, the quantum fluctuations of the field ψ̂(x) have the same commutation relation
as the complete field φ̂(x). Expansion over solutions of the Klein–Gordon equation is

ψ̂(x) =
∫
|p|6=0

d3 p
(2π)32ωp

(
ap e−ip·x + a+p eip·x

)∣∣
p0=ωp

, (10)

where
[ak, a+p ] = (2π)32ωp δ3(k− p) , [ak, ap] = 0 . (11)

For the field variance, we obtain the following decomposition:〈
φ̂2(x)

〉
=
〈

φ2
cond + 2φcondψ̂ + ψ̂2

〉
= φ2

cond +
〈

ψ̂2
〉

. (12)

We see that the field variance is decomposed also on classical and quantum pieces.

3.1. The Effective Lagrangian in the Mean-Field Approximation

We are going to consider the Bose–Einstein condensation of the scalar field (for details
see Ref. [32]),

L(x) =
1
2

[
∂µφ̂(x) ∂ µφ̂(x)−m2 σ̂(x)

]
+ Lint(σ̂) , (13)

where we introduced notation
σ̂(x) = φ̂2(x) . (14)

We use the quantum statistical averaging of the operator Â:

〈
Â
〉
=

1
Z

Tr
[
e−β(Ĥ−µN̂) Â

]
, Z = Tr

[
e−β(Ĥ−µN̂)

]
. (15)

Next, we introduce the mean value σ of the operator σ̂

σ = 〈σ̂〉 , δσ̂ = σ̂− σ . (16)

Here, δσ̂ is the deviation of the operator σ̂ from its mean value. One can expand the
Lagrangian (13) as the function on the variable σ̂ around the point σ:

Lint(σ̂) ' Lint(σ) + δσ̂L′int (σ) = Lint(σ) + σ̂L′int (σ) − σL′int (σ) , (17)

where prime means the derivative with respect to σ. We come to the effective Lagrangian
in the mean-field approximation

L(x) ' 1
2

[
∂µφ̂(x) ∂ µφ̂(x)−M2(σ) φ̂2(x)

]
+ Pex(σ) , (18)

where we introduced the following notations

Pex(σ) ≡ Lint(σ)− σ
∂Lint(σ)

∂σ
, M̂2(σ) = m2 + 2 U(σ) , (19)

with

U(σ) ≡ − ∂Lint(σ)

∂σ
. (20)

The differential relation between the excess pressure Pex(σ) and the mean field U(σ)
follows from this definition

σ
∂U(σ)

∂σ
=

∂Pex(σ)

∂σ
. (21)
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3.2. Hamiltonian Density in the Mean-Field Approximation

Momentum operator π̂ satisfies the equal-time commutation relations

π̂(x) = ∂t φ̂(x) ,
[
φ̂(t, r), π̂(t, r′)

]
= iδ3(r− r′). (22)

The Hamiltonian density Ĥ = π̂ ∂tφ̂−L reads

Ĥ ' 1
2

[
π̂2(x) +∇φ̂(x) ·∇φ̂(x) + M2(σ)φ̂2(x)

]
− Pex(σ) . (23)

Using solutions of the Klein–Gordon equation,

∂ µ∂µ φ̂ + M2(σ) φ̂ = 0, (24)

one can represent the scalar field φ̂(x) as

φ̂(x) = g
∫ d 3k

(2π)3
√

2ωk

[
ake−ik·x + a+k eik·x

]
, (25)

where k0 = ωk =
√

k2 + M2(σ) and the operators of creation and annihilation satisfy the
standard commutation relations[

ak, a+
k′

]
= (2π)3δ(k− k′),

[
ak, ak′

]
=
[

a+k , a+
k′

]
= 0 . (26)

As a first step, we consider a boson system at zero isospin (charge) density nI = 0,
i.e., the numbers of particles and antiparticles are equal. In this case, the Hamiltonian in
the mean-field (MF) approximation reads

Ĥ =
∫

d 3x Ĥ = V

[
g
∫ d3k

(2π)3 ωk a+k ak − Pex(σ)

]
. (27)

In the MF approximation, the equilibrium momentum distribution coincides with that
of an ideal gas of bosons with the effective mass M(σ)

nk(σ) ≡ 〈a+k ak〉 = (eβ ωk − 1)−1 , β = 1/T , kB = 1 , µI = 0 , (28)

where ωk =
√

M2(σ) + k2 with M2(σ) = m2 + 2U(σ).
The thermodynamical description of the system is obtained by means of solution of

self-consistent equations for the thermal phase and condensate phase with respect to the
scalar density σ = 〈φ̂2〉 2. In the thermal phase, this equation reads

σ = g
∫ d3k

(2π)3
nk(σ)

ωk
. (29)

In the condensate phase, one should take into account the necessary condition for
condensate creation M2(σ) = 0 and include into the equation the density of the scalar
condensate, then the equation becomes

σ = σcond + g
∫ d3k

(2π)3
nk(σ)

ωk

∣∣∣
M2(σ)=0

, (30)

where, in the case of µI = 0 (or nI = 0), we are left with one canonical variable T. The last
equation corresponds to the relation〈

φ̂2
〉

= φ2
cond +

〈
ψ̂2
〉

, (31)
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which we obtained as a result of the decomposition of the field operator (5) and specific
features of the quantum fluctuations, see Equation (12).

Other thermodynamic quantities that characterize the quasi-particle boson system can
be obtained in a regular way in the framework of the quantum statistics. The pressure reads

p = pkin(T, σ) + Pex(σ) , (32)

where the kinetic pressure in the thermal phase is

pkin(T, σ) =
g
3

∫ d 3k
(2π)3

k2

ωk
nk(σ) , (33)

whereas the kinetic pressure in the condensate phase reads

pkin(T, σ) =
g
3

∫ d 3k
(2π)3

k2

ωk
nk(σ)

∣∣∣
M2(σ)=0

. (34)

The energy density and entropy density s = (ε + p)/T in the thermal phase read

ε = g
∫ d3k

(2π)3 ωk nk(σ) − Pex(σ) , (35)

s =
g
T

∫ d 3k
(2π)3

(
ωk +

k2

3ωk

)
nk(σ) . (36)

The energy density and entropy density in the condensate phase read

ε = εcond + g
∫ d3k

(2π)3 ωk nk(σ)
∣∣∣

M2(σ)=0
− Pex(σ) , (37)

s = scond +
g
T

∫ d 3k
(2π)3

(
ωk +

k2

3ωk

)
nk(σ)

∣∣∣
M2(σ)=0

. (38)

3.3. Bosonic System with ϕ4 + ϕ6 Self-Interaction

For specific numerical calculations, we adopt the following parametrization of the
interaction part of the Lagrangian

Lint

(
φ̂2(x)

)
=

a
4

φ̂4(x) − b
6

φ̂6(x) . (39)

Then, the mean field and the excess pressure are

U(σ) = −1
2

a σ +
1
2

b σ2, Pex(σ) = − a
4

σ2 +
b
3

σ3 , (40)

where σ = 〈φ̂2〉. This means that attraction and repulsion between particles in the form of
a mean field are simultaneously present in the system of bosons. The distribution function

nk =
[
exp (

√
k2 + M2/T)− 1

]−1
makes sense when the argument is positive, i.e.,

M2(σ) = m2 + 2U(σ) = m2 − aσ + b σ2 > 0 . (41)

The limiting case in this relation is the condition for the occurrence of scalar condensate:

M2(σ) = m2 − aσ + b σ2 = 0 . (42)
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Solutions of this equation are

σ1,2 =
m√

b

(
κ ∓

√
κ2 − 1

)
, (43)

where we introduce the dimensionless parameter κ:

κ =
a

2m
√

b
, → a = κ ac , ac = 2m

√
b . (44)

Thus, we conclude that when κ ≤ 1, the quasi-particle effective mass becomes imagi-
nary (M2 < 0), and the system becomes unstable. The stability is restored by the formation
of the Bose condensate.

4. An Interacting Boson System within the Thermodynamic Mean-Field Model

We are going to compare a description of the boson system at high densities in the
field-theoretical and in the quantum-statistical approaches. The consideration of the latter
one starts from separation of the free energy F(T, N, V) into free and interaction parts as

F(T, N, V) = F0 + Fint . (45)

Or, for the free energy density as Φ(T, n) = Φ0 +Φint, where Φ(T, n) = F(T, N, V)/V.
Then, we introduce the following important notations (for details, see [33])

U(n, T) =

[
∂Φint(n, T)

∂n

]
T

, (46)

Pex(n, T) = n
[

∂Φint(n, T)
∂n

]
T
− Φint(n, T) . (47)

These quantities are related to one another by the differential equality

n
∂U(n, T)

∂n
=

∂Pex(n, T)
∂n

. (48)

In these notations, the pressure in the system can be written as

p(T, µI) =
g
3

∫ d3k
(2π)3

k2√
m2 + k2

fBE

(
Ek(n), µI

)
+ Pex(n) , (49)

where g is the degeneracy factor, Ek(n) =
√

m2 + k2 + U(n) is the effective single-particle
energy, µI is the isospin chemical potential and fBE is the Bose–Einstein distribution function

fBE

(
E, µ

)
=

{
exp

[
E− µ

T

]
− 1
}−1

. (50)

In the particle–antiparticle system, the Euler relation is ε + p = Ts + µInI , where nI is
the isospin (charge) density. Let us first consider the case of zero charge density, i.e., nI = 0,
that corresponds to µI = 0 in the grand canonical ensemble.

The mean-field model implies that the thermodynamic description of the system is
obtained via a self-consistent approach. In our case, this is achieved by a self-consistent
equation for the total particle density n, which should be solved separately in the thermal
and condensate phases. In the thermal phase, this equation has a structure n = nth(T, n),
and it should be solved with respect to the total particle density n for every fixed value
of T,

n = g
∫ d3k

(2π)3 fBE(Ek(n)) , (51)
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where fBE(E) = [exp (E/T) − 1]−1. The solution of Equation (51) in the thermal phase
results in the explicit dependence n = n(T), which in general differs from the ideal gas
dependence, n0(T). Knowledge of the dependence n(T) gives a possibility to obtain
equation of state through a direct calculation of other thermodynamic quantities such as
pressure, energy density, entropy density, etc.

In the condensate phase, one should take into account the condensation condition at
µI = 0, U(n) + m = 0 that leads to specific “critical” density nc, which is a real root of this
equation. The solution of this equation has the following structure: nc = ncond(T) + nth(T),
where the density of the condensate component ncond appears as a new degree of freedom.
Thus, in the condensate phase, the self-consistent equation for ncond reads

nc = ncond + g
∫ d3k

(2π)3 fBE(Ekin) , (52)

where Ekin =
√

m2 + k2 −m.

4.1. Parametrization of the Interaction

To be closer to the field-theoretical approach, we use the following correspondence
between the scalar density 〈φ2〉 and particle number density n, which simply coincide
with one another in the non-relativistic limit. Then, using the correspondence ϕ4 → n2

and ϕ6 → n3, we write the excess pressure and the corresponding mean field (see the
differential relation (48)) as

Pex(n) = − 1
2

A n2 +
2
3

B n3 , → U(n) = − A n + B n2 , (53)

where the positive parameter A is responsible for attraction between particles and the
positive parameter B for repulsion between particles in a boson system (for details see [10]).
The parameter A will be varied, whereas the parameter B, associated with a hard-core
repulsion, will be kept constant. It is advisable to parameterize A in the following way: let
us use solutions of equation U(n) +m = 0, which determine the condition for a condensate
creation (a similar algorithm was adopted in Refs. [10,34]). For the given mean field (53),
there are two roots of this equation

n1 =

√
m
B

(
κ −

√
κ2 − 1

)
, n2 =

√
m
B

(
κ +

√
κ2 − 1

)
, (54)

where we introduce the dimensionless parameter κ:

κ ≡ A
2
√

m B
. (55)

Then, one can parameterize the attraction coefficient as A = κAc with Ac = 2
√

mB. As
it is seen below, the parameter κ is the scale parameter that determines the phase structure
of the system. We consider two intervals of the parameter κ: (1) a “weak” attraction that
corresponds to κ < 1, i.e., n1,2 are not the real roots, and (2) a “strong” attraction that
corresponds to κ > 1, i.e., n1,2 are the real roots. The critical value Ac is obtained when
both roots coincide, i.e., when κ = 1, then A = Ac = 2

√
mB.

5. Condensation of Interacting Bosons at Finite Temperatures

In this section, we compare the numerical results obtained within two approaches,
the field-theoretical approach, which is based on the scalar mean-field (SMF) model, and
the quantum-statistical approach, which is based on the thermodynamic mean-field (TMF)
model. Our purpose is to study an influence of the attraction and repulsion between
particles on the thermodynamic properties of a Boson system, especially in the presence of
the condensate. In both cases, we will keep constant the repulsive term while varying the at-
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tractive interaction by means of the parameter κ. We present the solutions of self-consistent
equations for different values of the attraction coefficient a in the SMF model while fixing
the repulsion coefficient as b = 25 m−2

π . The same is done for the TMF model, where we vary
the attraction coefficient A while fixing the repulsion coefficient as B/mπ = 10v2

0. It is nec-
essary to note that these variations of the attraction coefficients are done in the same way in
both approaches by means of the dimensionless parameter κ: in the SMF model as a = κac,
where ac = 2m

√
b, and in the TMF model as A = κAc, where Ac = 2

√
mB. We name the

boson particles “pions” and take their mass as m = mπ = 139 MeV for the degeneracy
factor g = 3. In the SMF model, the critical curve is obtained when M2 = m2 + 2U(n) = 0,
and it reads

σlim = g
∫ d3k

(2π)3

(
ek/T − 1

)−1
=

g
12

T2 . (56)

In the case of the TMF model, there is a similar condition for determination of the
critical curve, m + U(n) = 0, that looks like a presence of the effective chemical potential
µ = m. Therefore, the critical curve in the case of the TMF model reads

nlim = g
∫ d3k

(2π)3

{
exp

[√
m2 + k2 −m

T

]
− 1

}−1

. (57)

The numerical calculations of the particle density vs, temperature for the SMF model
and TMF model are presented in Figure 3 in the left and right panels, respectively. The
calculations are done for different values of the attraction coefficients a and A, which are
parameterized by parameter κ in both models. We name κ < 1 as the “weak” attraction and
κ > 1 as the “strong” attraction. It is seen that for “weak” attraction, the scalar densities
and the particle number densities are in the thermal phase. At κ = κc = 1, the density
curves have one common point with the critical (red dashed line). The critical curve σlim(T)
is depicted in Figure 3 in the left panel as a red dotted-dashed line, and the critical curve
nlim(T) is depicted in Figure 3 in the right panel as a red dashed line. In both approaches,
at “strong” attraction, κ > 1, there is a first-order phase transition at T = Tc with creation
of the condensate. This is a result of competition of pressure corresponding to two different
solutions of the self-consistent equation in the thermal and in the condensate phases.
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Figure 3. Left panel: scalar density vs. temperature, b = 25 m−2
π , a = κ ac , ac = 2m

√
b.

Right panel: particle-number density vs. temperature, B = 10mπv2
0, A = κ Ac , Ac = 2

√
mB. In

both panels, the shaded area indicates the states of the Bose–Einstein condensate. Crosses on both
panels separate metastable and non-physical states.

In the SMF model, we solve Equation (30) to obtain the scalar density σ = σtherm(T)
in the thermal (liquid–gas) phase and a corresponding pressure plg(T). On the other
hand, Equation (30) for the condensate (mix) phase 3 is characterized by two constant
solutions σ = σ1 and σ = σ2, see Figure 3, the left panel. Then, we compare the pressure
dependencies p(1)mix(T) and p(2)mix(T) corresponding to σ1 and σ2, respectively, with one
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another and with plg(T). The result of this comparison is depicted in Figure 4 in left

panel as the solid blue line. It is seen that at T = Tc, the pressure p(2)mix(T) becomes the
largest, which determines the phase transition of the first order with creation of the scalar
condensate (for details, see [32]).

The same analysis is made also for the TMF model. We solve Equation (51) to obtain
the dependence of the particle density n = ntherm(T) in the thermal (liquid–gas) phase and
a corresponding pressure plg(T). Equation (52) is characterized by two constant real roots
nc1 and nc2 and two corresponding pressures. The result of this comparison is depicted in
Figure 4 in the right panel as the solid blue line.
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Figure 4. In both panels: Pressure vs. temperature for the supercritical attraction, κ = 1.1. The

solid blue line that consists of two segments, plg and p(2)mix, is the final equation of state, Tc is the
critical temperature that indicates the phase transition of the first order. Crosses on both panels
separate metastable and non-physical states. Left panel: The scalar mean-field model. The pressure

p(1)mix corresponds to the scalar density σ1. Right panel: The thermodynamic mean-field model. The

pressure p(1)mix corresponds to the particle-number density n1.

It is seen from the comparison of results depicted in the two panels in Figure 3, and
in the two panels in Figure 4, that the two models show a very similar behavior. That
is why in what follows, we consider only the TMF model, assuming that it gives a true
thermodynamic description of the bosonic system at high densities.

6. Particle–Antiparticle System with Conserved Isospin (Charge) Density
6.1. Derivation of Basic Equations

Let us consider a homogeneous system with conserved charge (isospin). The de-
scription of such a system can be done within the canonical ensemble with the canonical
variables (T, nI). Here, nI = n(−) − n(+) is the difference between the densities of π−

and π+ mesons. Note, now we use the thermodynamic mean-field (TMF) model for
many-component boson systems, see Appendix A. As a first step, we consider the “weak”
attraction between particles, i.e., κ ≤ 1. In this case, there are two pairs of self-consistent
equations. The first set of equations describes the system when both components, i.e.,
both the π− and π+ mesons, are in the thermal phase (high temperatures). The second
set of equations describes the system at low temperatures, when the π− mesons are in
the condensate phase but the π+ mesons are in the thermal (kinetic) phase (see details in
Ref. [8]). At high temperatures, the set of equations reads

n =
∫ d3k

(2π)3

[
fBE

(
E(k, n), µI

)
+ fBE

(
E(k, n),−µI

)]
, (58)

nI =
∫ d3k

(2π)3

[
fBE

(
E(k, n), µI

)
− fBE

(
E(k, n),−µI

)]
, (59)
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where the Bose–Einstein distribution function fBE

(
E, µ

)
is defined in (2) and E(k, n) =√

m2 + k2 + U(n). These equations should be solved with respect to the particle den-
sity n and chemical potential µI . We use the same parameterization as in the case of
zero charge density (see Section 4.1), it depends on the total particle-number density n:
Pex(n) = −(1/2)An2 + (2/3)Bn3 → U(n) = −An + Bn2 . Actually, this parameteriza-
tion of the interaction is in analogy to the field-theoretical approach with a correspondence
〈ϕ+ϕ〉 ↔ n, then, in the same manner, one can write ϕ4 → n 2 and ϕ6 → n 3.

One of the main goals of our research is to investigate the influence of attraction
and repulsion between particles on the thermodynamic properties of the bosonic system,
especially in the presence of a condensate. In this study, we fix the repulsive interaction
in the system while changing the attraction between particles. As in the case of zero
isospin density [10], we use the same parameterization of the attraction coefficient A using
the solutions (54) of equation U(n) + m = 0. Then, in the same manner, we introduce
dimensionless coefficient κ ≡ A/(2

√
mB) that parameterizes the parameter A as A = κAc

with Ac = 2
√

mB. Below, we use parameter κ to vary attraction between particles.
If one of the components of the particle–antiparticle system is in the condensate phase

(low temperatures) 4 , then self-consistent equations that determine the thermodynamic
structure of the system read

n = n(−)
cond(T) + nlim(T) +

∫ d3k
(2π)3 fBE

(
E(k, n),−µI

)∣∣∣
µI=m+U(n)

, (60)

nI = n(−)
cond(T) + nlim(T)−

∫ d3k
(2π)3 fBE

(
E(k, n),−µI

)∣∣∣
µI=m+U(n)

, (61)

where we assume that the condensed state of π− mesons develops under the (neces-
sary) condition

m + U(n) − µI = 0 . (62)

We use notation

nlim(T) =
∫ d3k

(2π)3 fBE

(
ωk, µI

)∣∣∣
µI=m

(63)

for a density of the thermal particles at the onset of condensation (the critical curve).

6.2. Numerical Results: Second-Order Phase Transitions Generated by the Particles That Carry
Dominant Charge

The solutions of Equations (58)–(61) are depicted in Figure 5 as the dependence of
particle-number densities of π− mesons (left panel) and π+ mesons (right panel) at fixed
isospin density nI = 0.1 fm−3 and a set of attraction parameters κ = 0, 0.6, 0.85, 0.96, 1.
The red dashed lines in both panels are the critical curves nlim, which reflect the maximal
density of thermal π− pions (left panel) or π+ pions (right panel). The dashed area indicates
the phase with the condensed particles. The open stars in the left panel indicate the Bose
condensation as a phase transition of the second order in the π− component, where T(−)

c is
the temperature of the Bose condensation of π− mesons. The “dark” star in the right panel
indicates a virtual-like second-order phase transition created by the π+ meson subsystem
at the attraction parameter κ = 1. Each “star” on the graphs corresponds to a second-order
phase transition. Roughly speaking, each intersection of the particle density curve with the
critical curve corresponds to a phase transition of the second order.

It turns out that the phase structure of π− mesons (the particles with dominant charge)
can be grouped into two types: (a) the curve n = n(−)(T) has one cross with the critical
curve nlim(T), and (b) the curve n = n(−)(T) has three crosses with the critical curve. The
regular behavior or the type (a) occurs when the parameter κ belongs to the low interval
0 ≤ κ < κs, where κs ≈ 0.93. In this case, π− mesons for T < T(−)

c1 are in the condensate

phase, and in the temperature interval T > T(−)
c1 they are in the thermal phase, see Figure 5,

the left panel.
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Figure 5. Left panel: The particle-number densities n(−) of π− mesons versus temperature for the
system of interacting π+ - π− mesons at fixed isospin density nI = 0.1 fm−3 and the set of “weak”
attraction parameters κ = 0, 0.6, 0.85, 0.96, 1. The red dashed curve nlim reflects the maximal density
of thermal π− mesons (or π+ mesons) in the ideal π+ - π− gas. The dashed area indicates the phase
with the condensed particles. The open stars show the onset of phase transition of the second order of
the π− mesons. Right panel: The particle-number densities n(+) of π+ mesons versus temperature
at the same set of parameters as in the left panel. The “dark” star corresponding to the T∗ temperature
indicates a virtual second-order phase transition of the π+ component without condensate formation.

Therefore, for the κ of type (a), the temperature of the phase transition Tc in the
whole system is determined as Tc = T(−)

c1 , or it is a regular phase transition of the second
order. Indeed, in Figure 6, in the left panel, one can clearly see a finite discontinuity of the
derivative of heat capacity (left panel) and the absence of the latent heat (right panel) at the
temperature Tc.
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Figure 6. Left panel: Energy density versus temperature in the interacting particle–antiparticle
system of pions at κ = 0, 0.6, 0.85, 0.96, 1. The isospin (charge) density is kept constant, nI = 0.1 fm−3.
The points of the phase transition of the second order are indicated by the corresponding temperatures

T(−)
c1 , T(−)

c2 , T∗, T(−)
c . Right panel: heat capacity as a function of temperature for the same system

and conditions as in the left panel.

In fact, in case (a), the dependence n(−)(T), which reflects the behavior of the density
of π− mesons (Figure 5, left panel), looks very similar to the behavior at a constant density
of particles in a single-component system, at least in the condensate phase, that is, for
temperatures 0 ≤ T ≤ Tc, see Figure 1 in Section 2. On the other hand, the dependence
n(+)(T) (Figure 5, right panel) that reflects behavior of the π+ particle density looks very
similar to the particle-density dependence at nI = 0 and κ < 1, shown in Figure 3 in the
right panel. Both of these features can be explained by the similar initial conditions at T = 0
and a slow creation of the thermal pion pairs at low temperatures.
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When the attraction parameter κ increases and becomes type (b), i.e., κs < κ ≤ 1,
the phase structure of the charge-dominant component (π− mesons) is more complex. In
this case, the curve n(−)(T) consistently crosses the critical curve nlim(T) three times at
temperatures T(−)

c1 < T(−)
c2 < Tc, see Figure 5, the left panel. The obvious explanation of

this phenomenon is due to the charge conservation. Indeed, for sufficiently high values
of κ, say κ > κs, the π+ density approaches the critical curve (see Figure 5, right panel)
and simply “squeezes out” to the other side of the critical curve the π− density since
its values must be higher by nI than π+ density. That is, the states of the π− mesons
again “pass” into the condensate phase. As can be seen in Figure 6, each intersection of
the curve n(−)(T) with the critical curve nlim(T) corresponds to a phase transition of the
second order. Indeed, in Figure 6, in the right panel, one can see a finite discontinuity of
the derivative of heat capacity at temperatures T(−)

c1 , T(−)
c2 , T∗ and Tc. At the same time,

in the left panel in Figure 6, we see no jumps corresponding to the latent heat at these
temperatures. Therefore, we can conclude that due to the conservation of charge, along
with the regular phase transition of the second order, multiple “weak” phase transitions
can also occur in a particle–antiparticle system.

At the same time, the antiparticle component of the system or π+ mesons are in the
thermal phase for the whole temperature range, see Figure 5, the right panel. Only at
the critical value κ = κc = 1, the density n(+)(T) touches the critical curve nlim(T) at the
temperature T = T∗. For this special case where κ = 1, we have calculated the heat capacity
and its derivative, see Figure 7. One can see that heat capacity (left panel) has a pronounced
peak at a relatively high temperature of ∼190 MeV.
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Figure 7. Left panel: Heat capacity normalized by T3 as a function of temperature in the interacting
particle–antiparticle system at κ = 1 (black solid curve). The isospin (charge) density is kept constant,
nI = 0.1 fm−3. The derivative of heat capacity is shown in a small window. Right panel: Energy
density normalized by T4 versus temperature for the same system and conditions as in the left panel
(black solid curve). The enlarged central area of the graphic is shown in a small window.

It is necessary to point out that the heat capacity and energy density are the physical
quantities, which reflect the integrated behavior of the total particle–antiparticle system.
That is why the curves cv(T) and ε(T) “carry” specific peculiarities that are due to the
joined behavior of the particles and antiparticles. This can be seen clearly in Figure 7 for
κ = 1. Indeed, we see three phase transitions of second order at T = Tc1, Tc2, Tc that are
due to behavior of π− mesons at κ = 1. Meanwhile, for the π+ meson subsystem at κ = 1,
one can see the virtual second-order phase transition at T = T∗, marked as the filled star
on the critical curve in Figure 5, right panel. It is a specific phase transition of the second
order because there is no creation of the condensate in both directions from the temperature
T∗ 5. The character of this phase transition is clearly seen in Figure 7, in the small window
in left panel as a discontinuity of the heat-capacity derivative at T = T∗. At the same time,
we see a smooth behavior of the energy density at this temperature, see the small window
in Figure 7 in the right panel.
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We notice that all crosses of the dependencies n(−)(T) and n(+)(T) with the critical
curve nlim(T) are exhibited as the finite discontinuity of the derivatives of heat capacity
cv(T) at the temperatures T = Tc1, Tc2, T∗, Tc, see the left panel in Figure 7. In the right
panel in this figure, we plot the energy density. One can recognize that it is really the
second-order phase transitions at these four temperature points because the dependence of
the energy density, ε(T), is indeed continuous and without release of the latent heat.

Therefore, regarding thermodynamic behavior of the particle–antiparticle bosonic
system at “weak” attraction (κ ≤ 1), we identified the phase transitions of the second
order at every cross point of the density n(−)(T) with the critical curve nlim(T) defined in
Equation (63). For parameter κ in the interval 0 ≤ κ < κs, we fix the onset of condensation
at one temperature T = T(−)

c , corresponding to a phase transition of the second order.
However, for the values of parameter κ in the interval κs < κ ≤ 1, we find the onset of
condensation at three temperatures T(−)

c1 , T(−)
c2 and Tc due to an oscillating behavior of the

curve n(−)(T) around the line nlim(T).
The density dependence n(+)(T) of π+ mesons at κ = 1 provides a remarkable feature

that we once noted above. As one can see in Figure 5, in the right panel, at the temperature
T∗ = 202 MeV, the curve n(+)(T), calculated at κ = 1, touches the critical curve nlim(T),
but it does not cross it. Let us look at this in some detail. For the value κ = 1, the roots (54)
of equation U(n) + m = 0 coincide with one another: n1 = n2 ≡ n∗, where n∗ =

√
m/B.

At this density, because U(n∗) + m = 0, the condition (62) of the condensate creation leads
to zero value of the chemical potential, i.e., µI = 0, but U(n∗) = −m. Therefore, for the
particle-density point n = n∗, the arguments in the Bose–Einstein distribution functions
of the densities n(+) and nlim coincide and equal to (ωk −m)/T. Hence, it is possible to
calculate the temperature that corresponds to the total particle density n∗ by solving the
following equation: nlim(T∗) = (n∗ − nI)/2. One can see the behavior of the chemical
potential vs. temperature at κ = 1 in Figure 8 in the left panel as the blue solid curve (the
axis indicating the value of the chemical potential is on the right of the graph). The chemical
potential drops down to zero at one point T = T∗, where the density of π+ mesons touches
the critical curve, see Figure 5, the right panel. As can be seen in Figure 7, in the left panel,
the common point of the line n(+)(T) with the line nlim(T) is sufficient to create a finite
discontinuity of the derivative of the heat capacity with a continuous behavior of the energy
density, that is, to cause a phase transition of the second order at the temperature T∗. We
name this phenomenon the virtual phase transition of the second order because it does not
lead to the creation of the condensate that plays a role of the order parameter.
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Figure 8. Left panel: Density of the condensate of π− mesons as a function of temperature in
the interacting particle–antiparticle gas at κ = 1. The isospin (charge) density is kept constant,
nI = 0.1 fm−3. Shaded blue areas show the condensate states of π− mesons. The blue solid line
shows the behavior of the chemical potential. Right panel: The same as in the left panel but for
κ = 1.1. The sail-like shaded area indicates the condensate states created by π− mesons and by π+

mesons at the same time. The gap of the chemical potential at T = Tcd reflects phase transition of the
first order, which creates the condensate of π− and π+ mesons.
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At the end of this section, we can formulate the following theorem: Each intersection
of the particle density curve n(±)(T) with the critical curve nlim(T) (or even touching the critical
curve) leads to a phase transition of the second order at the temperature that characterizes this
intersection point. At the temperature T∗ corresponding to the point of touching, we encounter a
virtual phase transition of the second order without the formation of a condensate, that is, without
the formation of an order parameter.

7. Canonical Ensemble vs. Grand Canonical Ensemble: Description of the Boson
Systems in the Presence of a Condensate
7.1. Particle-Number Conservation in an Ideal Single-Component Bosonic System

Let us assume that in the case of the conserved charge, we want to describe the
boson system in the framework of the grand canonical ensemble, where the canonical
variables are (T, µ). As a starting point, let us consider an isolated ideal single-component
boson gas with a conserved number of particles (next, in the framework of the grand
canonical ensemble, we will consider a particle–antiparticle boson system at a conserved
charge density).

It turns out that even in this case, the general procedure is not so unambiguous. First of
all, one should adjust the chemical potential at high temperatures T, where no condensate
is present in the system, at a given particle density n, which should be treated as a mean
value. In the canonical ensemble, where the free variable is the particle density n, the
chemical potential is found from equation

n = g
∫ d3k

(2π)3 fBE(ωk, µ) . (64)

On the other hand, it can be represented vice versa: at some given temperature T′

and chemical potential µ′, by using Equation (64), one can calculate the mean value n̄,
which will be adopted as a conserved particle-number density in the canonical ensemble.
However, further, for other temperatures than T′, one has to know the chemical potential
that provides the same particle density n. Again, it is necessary to solve Equation (64)
with respect to the chemical potential to obtain a dependence µ(T, n). The solution of
Equation (64) is represented in Figure 9 in the left panel for two densities n = 0.1 fm−3 and
n = 0.2 fm−3, where the critical curve is depicted as n(id)

lim . It should be noted that in the
condensed phase T < Tc, the chemical potential is equal to the maximum value, which is
the mass of particles µ = m. Then, in the condensate phase, the variables (T, µ) determine
only the density of thermal particles in this temperature interval, see two examples of
curves in Figure 9 in the right panel. In addition to this, it should be noted that if the
chemical potential participates in the condition of condensate formation, i.e., µ = m, then
from a formal point of view, it cannot be a free variable in the condensate phase.

Therefore, if we continue to investigate the conservation of the number of particles in
a single-component ideal gas over a wide temperature interval, we must use the chemical
potential profile depicted in Figure 9 in the left panel. Then, indeed, if we use this function
µ(T, n) in Equation (64) to calculate the particle density, the resulting dependence n(T)
actually remains constant, n(T) = n̄ = const. However, in fact, this is not the use of
the grand canonical ensemble, where the two free variables (T, µ) should determine the
thermodynamic state of the system, we see that the chemical potential profile is calculated
with the help of some value of n. This especially applies to the condensate phase, where
the chemical potential is limited by the condition of condensate formation, i.e., µ = m.
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Figure 9. Left panel: Chemical potential vs. temperature in an ideal single-component boson gas at

conserved mean value n of the particle-number density for two samples: n = 0.1 fm−3 with T(0.1)
c

(the black solid line) and n = 0.2 fm−3 with T(0.2)
c (the black dashed line). The segment µ = m

belongs to the condensate phase. Right panel: Density of thermal particles vs. temperature in an

ideal single-component boson gas. The critical curve n(id)
lim is defined in (3). (The same notations as in

the left panel).

The picture obtained becomes even more striking when we study the conservation
of charge in a relativistic ideal boson gas of particles and antiparticles at nI 6= 0. Indeed,
if we assume that particles and antiparticles are simultaneously in the condensate phase,
then two conditions must be satisfied simultaneously: m− µI = 0 and m + µI = 0, where
µI is the isospin chemical potential, which corresponds to nI . This leads to two equations:
m = 0 and µI = 0. As we can see, the first equation is impossible or unphysical. That is,
only one condition can be fulfilled, for example m− µI = 0. Therefore, we can formulate
the following theorem: in a relativistic bosonic ideal gas of particles and antiparticles with a
conserved charge nI 6= 0, only one component of the system can form a condensate phase. The sign
of the excess charge, the modulus of which is equal to nI , determines the answer, which
component of the system, particles or antiparticles, can be in the condensate.

7.2. Charge Conservation in an Interacting Particle–Antiparticle Boson System

A similar paradoxical picture arises when describing an interacting particle–antiparticle
bosonic system at a finite isospin (charge) density nI 6= 0 within the grand canonical
ensemble. With “strong” attraction, when the temperature rises from zero, the system
has a different phase structure in different temperature intervals, as was the case with
“weak” attraction.

As we saw in the previous Section 6.1, with “weak” attraction, the boson system has
a different phase structure in different temperature intervals. With a “strong” interaction,
an additional thermodynamic state arises, when both components, that is, particles and
antiparticles, can simultaneously be in the condensate phase. Therefore, if κ > 1, it is
necessary to sequentially solve three sets of equations, each of which corresponds to
a certain thermodynamic phase:

(a) at low temperatures, when the charge-dominant component of the particle–antiparticle
system is in the condensate phase 6 and the low-density component is only in the
thermal phase, this is a set of Equations (60) and (61);

(b) when both components, i.e., mesons π− and π+, are in the condensate phase, it is
necessary to modify set (a), see hereinafter;

(c) at high temperatures, it is a set of Equations (58) and (59), which defines the state
when both components of the system, that is, particles and antiparticles, are only in
the thermal phase.

There is a delicate issue when both particles and antiparticles undergo the Bose–Einstein
condensation at the same time. In this case, in addition to the condensate condition (62) for
π− mesons, the argument of the distribution function for π+ mesons must satisfy a similar
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condition to ensure that this component of the system is also present in the condensate
at the same temperature T and chemical potential µ. Therefore, when both particles and
antiparticles are in the condensate, we obtain two conditions simultaneously:

U(n) − µI + m = 0 ,

U(n) + µI + m = 0 .

(65)

(66)

Then, Equations (60) and (61) should be modified to take these conditions into account.
We must include a condensate component n(+)

cond of π+ mesons, accounting for the fact that
the density of thermal π+ mesons is now nlim(T), as well as the density of thermal π−

mesons. Hence, when both components are in the condensate, the set of self-consistent
equations reads (case (b))

n = n(−)
cond(T) + n(+)

cond(T) + 2 nlim(T) , (67)

nI = n(−)
cond(T) − n(+)

cond(T) . (68)

It turns out that the solutions of sets (a) and (b) exist in the same temperature interval.
Indeed, in addition to self-consistent solutions of equation (a), there are two other branches
of solutions: (n(−)

1 = const, n(+)
1 = const) and (n(−)

2 = const, n(+)
2 = const), which

satisfy Equations (67) and (68). It can be shown that the branch (n(−)
2 = (n2 + nI)/2,

n(+)
2 = (n2 − nI)/2, where n2 is the root (54) of equation U(n) + m = 0, is preferable

because of the higher pressure corresponding to these states.
The competition between branches (a) and (b) is resolved in the standard way ac-

cording to the Gibbs criterion: the state corresponding to the highest pressure is preferred
in the thermodynamic realization. Using this rule we find the temperature Tcd from
equation p(a)(T, nI) = p(b)(T, nI), where the pressure p(a)(T, nI) corresponds to solutions
of the set of equation (a) and p(b)(T, nI) to the set of equation (b). For temperatures
above Tcd, the pressure that corresponds to the states determined by set (b) dominates,
i.e., p(b)(T, nI) > p(a)(T, nI). This leads to the transition from branch (a) to branch (b)
of self-consistent solutions, which leads to a phase transition of the first order at the
temperature T = Tcd.

The set of Equations (65) and (66) can be rewritten as

µI = 0 ,

U(n) + m = 0 .

(69)

(70)

Note, in Ref. [10], the system of pions was studied in the grand canonical ensemble at
µI = 0 in the mean-field approach, and the condition for the onset of the condensate phase
leads to the same equation U(n) + m = 0.

Results of the numerical solution of the sets of equations (a), (b) and (c) for the particle
density at κ = 1.1 are shown in Figure 10 in the left panel. The density n(−)(T) of π−

mesons is represented by a solid blue curve, which consists of several horizontal segments
and one vertical segment, which reflects a phase transition of the first order. The density
n(+)(T) of π+ mesons is depicted as a dashed blue curve, which also consists of several
horizontal segments and one vertical segment, which also reflects a first-order phase
transition. It can be seen from the figure that the isospin (charge) density in the system of
bosons under consideration remains constant. Indeed, for each temperature point on the
graph, it can be seen that n(−)(T)− n(+)(T) = 0.1 fm−3.
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Figure 10. Interacting particle-antiparticle boson system in the thermodynamic mean-field model.
Left panel: Particle densities vs. temperature at conserved isospin (charge) density nI = 0.1 fm−3 as
the solid blue line consisting of several segments (π− mesons) and the dashed blue line consisting
of several segments (π+ mesons). The vertical segment for both dependencies indicates a phase
transition of the first order with the creation of the condensate. In the condensate phase, µI = 0.
A dashed red line is the critical curve nlim(T), see Equation (63). Right panel: Particle-number
densities vs. temperature at nI = 0 (or at µI = 0): (1) the supercritical attraction κ = 1.1 is shown
as a solid blue line consisting of several segments; the vertical segment (solid blue line) indicates
a phase transition of the first order with the creation of the condensate; (2) particle densities at
“weak” attraction κ ≤ 1 are shown as solid black lines in the thermal phase. A dashed red line is the
critical curve. Crosses on both panels separate metastable and non-physical states.

For a clearer comparison in the right panel in Figure 10, we took the liberty of depicting
the right panel of Figure 3 once again. We would like to emphasize that in the condensate
phase, both systems are represented by a zero chemical potential regardless of whether
the particle–antiparticle system described in the left panel has a finite charge density,
i.e., nI = 0.1 fm−3, while the particle–antiparticle system described in the right panel is
characterized by zero charge density, i.e., nI = 0. Therefore, if one intends to study both
systems, one system with a finite charge density and another with zero charge density
within the grand canonical ensemble, then the canonical variables should be (T, µI = 0)
when describing the condensate phase in both systems.

We seem to be coming to a kind of contradiction, since the textbooks say that the chem-
ical potential should reflect charge conservation or particle-number density conservation,
as we saw in the previous Section 7.1. The resolution of this contradiction occurs according
to the statement that the grand canonical ensemble with canonical variables (T, µ) is suitable for
describing only the thermal phase or for describing particles that are in kinetic states, but not in
condensed states. We verified that this is true for particle-number conservation in the case of
an ideal gas of bosons, where with the canonical variables (T, µ) in the condensate phase
we were able to describe only the kinetic particles, see Section 7.1.

This is also the case in our particular consideration of the relativistic particle–antiparticle
boson system with conserved isospin charge nI . Indeed, it can be seen in Figure 10 in
the left panel in the temperature interval that corresponds to the condensate phase, i.e.,
between points 2 and 3 on the graph, that for each temperature from this interval, the
thermal density of π− mesons is equal to the thermal density of π+ mesons, since these
two densities are equal to nlim(T). In other words, these kinetic densities are equal to the
critical curve density. Therefore, the charge density, which is determined only by thermal
particles and antiparticles, is zero. Respectively, the chemical potential, which corresponds
to the charge of the system, which is determined only by thermal particles, is also zero. In
addition, we see that the chemical potential µI is really useful for describing only thermal
or kinetic particles. Actually, this can be understood from the very beginning, because the
chemical potential “works” in the integral (in the distribution function), which determines
only the density of kinetic particles.
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The results of solving the self-consistent equations for κ = 1.1 are shown in Figure 8 in
the right panel (the axis indicating the value of the chemical potential is on the right side
of the graph). One can see the behavior of the chemical potential, the value of which is
actually zero in the phase where the particles and antiparticles are in a condensed state. It
can be seen that the chemical potential drops to zero at the temperature Tcd, which indicates
a phase transition of the first order. We can also see in Figure 8 in the right panel that
condensate forms in two different temperature intervals, at low temperatures the presence
of condensate is exclusively due to charge conservation, but at higher temperatures, the
formation of condensate is caused by supercritical attraction between particles.

7.3. Other Examples

Consider the thermodynamic mean-field model, where the mean field also depends on
the isospin density. As shown in Ref. [35], since n and nI are independent thermodynamic
variables, the form of this mean field is as follows: U(∓)(n, nI) = U(n)∓UI(nI), where
UI(nI) is an odd function, for example, UI(nI) ∝ nI , and the field U(−) acts on π− mesons,
while U(+) acts on π+ mesons. Then, if π− and π+ mesons are in the condensate phase,
two necessary conditions must be fulfilled: m + U(n)−UI(nI)− µI = 0 and m + U(n) +
UI(nI) + µI = 0. From here, we obtain the equivalent equations: m + U(n) = 0 and
µI = −UI(nI). Therefore, the chemical potential is fixed by the condition of condensate
formation and is determined by the isospin density, which remains constant. Hence, when
the mean interaction in the system depends on the isospin (charge) density, we again
conclude that µI cannot be a free variable in the presence of a condensate, and hence, the
grand canonical ensemble is not applicable in the condensate phase.

When describing the interacting particle–antiparticle bosonic system at a finite isospin
(charge) density nI 6= 0 in the field-theoretic approach formulated in Section 3, we encounter
exactly the same paradox. Indeed, for development of the condensate by both particles
and antiparticles, two conditions must be met: M2 − µI = 0 and M2 + µI = 0, where M is
the effective mass of quasi-particles. By complete analogy with case (c) discussed above,
these conditions lead to two equations: M2 = 0 and µI = 0. Therefore, it turns out that the
system with a finite charge density nI 6= 0 is characterized by zero value of the chemical
potential. On the other hand, we see that in the presence of condensate, the density of
thermal particles is the same in the negatively and positively charged components of the
system, i.e., n(−)

th (T) = n(+)
th (T). Hence, the problem can be resolved by accepting that the

chemical potential is responsible only for thermal (kinetic) particles.

8. Conclusions

Therefore, in the present study, we have investigated the relativistic interacting system
of Bose particles and antiparticles, which we conventionally named “pions” due to zero
spin and mass m = 139 MeV/c2. The repulsion between particles was fixed (hard-core
repulsion), but attraction between particles, which was parameterized by the dimensionless
parameter κ, changes from zero (κ = 0) to some supercritical value (κ > 1).

We proved, and by this we confirmed the conclusion obtained in [8], that at “weak”
attraction (κ ≤ 1), the π− component of the system only can develop the Bose–Einstein
condensate, the π+ component is in the thermal phase for all temperatures. We have shown
that for 0.93 ≤ κ ≤ 1, in addition to the condensate of π− mesons at low temperatures, it
can appear again in some interval at higher temperatures.

• The intersections of the particle density curves with the critical curve indicate second-
order phase transitions in the system.

• At the point where the particle density of π− mesons touches the critical curve, the
virtual phase transition of second order, i.e., a phase transition without setting the
order parameter, appears.

• The meson system develops a first-order phase transition for sufficiently strong attrac-
tive interactions via forming a Bose condensate, thus releasing the latent heat. The
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model predicts that the condensed phase is characterized by a constant total density
of particles.

• The grand canonical ensemble cannot describe the state of the condensate since
the chemical potential µI is significantly affected by the conditions of condensate
formation, so it cannot be used as a free variable if the system is in the condensed
phase. That is why the grand canonical ensemble is not suitable for describing a
multi-component system in the condensate phase, even if only one of the components
is in the condensate.
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Appendix A. Thermodynamically Consistent Mean-Field Model for the Interacting
Particle–Antiparticle System

The consideration in this section is based on the thermodynamic mean-field model
developed in Ref. [33], where a multi-component system consisting of any number of
species was studied. Here, we consider specific equations of the thermodynamic mean-
field model for the system of particles and antiparticles.

We limit our study to the case where at a fixed temperature, the interacting boson
particles and boson antiparticles are in dynamical equilibrium with respect to annihilation
and pair-creation processes. To take into account the interaction between the bosons, we
introduce a phenomenological Skyrme-like mean field U(n), which depends only on the
total density of mesons n.

To start with, let us consider a thermodynamic system consisting of two sorts of
particles. The free energy of the system and its differential can be written as

F(N1, N2, T, V) = µ1N1 + µ2N2 − pV , (A1)

dF = µ1dN1 + µ2dN2 − SdT − pdV , (A2)

where N1,2 is the number of particles of the first and second sorts, µ1,2 are their chemical
potentials, p is the pressure in the system and S and V are its entropy and volume. The
differential of the free energy density (FED), which, for a homogeneous system, is defined
as Φ = F/V, reads

dΦ(n1, n2, T) = µ1dn1 + µ2dn2 − sdT , (A3)



Universe 2023, 9, 411 22 of 25

where s = S/V, n1,2 = N1,2/V are the entropy density and the particle number density,
respectively. The chemical potentials are expressed as

µ1 =

(
∂Φ
∂n1

)
T

, (A4)

µ2 =

(
∂Φ
∂n2

)
T

. (A5)

We assume that the FED of a system of interacting particles can be represented as a
sum of FEDs of the system without interaction Φ(0)

1 + Φ(0)
2 and the term Φint responsible

for interaction, which, in turn, depends on the total density of particles n = n1 + n2,

Φ(n1, n2, T) = Φ(0)
1 (n1, T) + Φ(0)

2 (n2, T) + Φint(n1 + n2, T). (A6)

Then, in accordance with Equations (A4) and (A5), we obtain

µ1 =
∂Φ(0)

1
∂n1

+
∂Φint

∂n
= µ

(0)
1 +

∂Φint

∂n
, (A7)

µ2 =
∂Φ(0)

2
∂n2

+
∂Φint

∂n
= µ

(0)
2 +

∂Φint

∂n
. (A8)

The pressure can be written as

p(n1, n2, T) = µ1n1 + µ2n2 −Φ(n1, n2, T)

=
{

µ
(0)
1 n1 −Φ(0)

1

}
+
{

µ
(0)
2 n2 −Φ(0)

2

}
+

{
n

∂Φint

∂n
−Φint

}
. (A9)

We introduce the following notations

U(n, T) =

[
∂Φint(n, T)

∂n

]
T

, (A10)

P(n, T) = n
[

∂Φint(n, T)
∂n

]
T
− Φint(n, T). (A11)

From these definitions, one immediately obtains a relation that connects these two quantities

n
∂U(n, T)

∂n
=

∂P(n, T)
∂n

. (A12)

Next, in Equation (A9), we use expressions for the pressure in the single-particle
ideal gas

p(0)1 = µ
(0)
1 n1 −Φ(0)

1 =
g
3

∫ d3k
(2π)3

k2

ωk
f (ωk; µ

(0)
1 ), (A13)

p(0)2 = µ
(0)
2 n2 −Φ(0)

2 =
g
3

∫ d3k
(2π)3

k2

ωk
f (ωk; µ

0)
2 ) , (A14)

where f (ωk; T, µ(0)) is the Bose–Einstein distribution function of ideal gas

f
(

ωk; µ(0)
)

=

{
exp

[
ωk − µ(0)

T

]
− 1

}−1

with ωk =

√
m2 + k2 . (A15)
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Using relations (A7) and (A8) in the form

µ
(0)
1 = µ1 −U(n) , (A16)

µ
(0)
2 = µ2 −U(n) , (A17)

one can insert these expressions into Equations (A13) and (A14) and then rewrite the total
pressure (A9) as

p(T, n1, n2) =
g
3

∫ d3k
(2π)3

k2

ωk

[
f
(
E(k, n); µ1

)
+ f

(
E(k, n); µ2

)]
+ P(T, n), (A18)

where g is the degeneracy factor, E(k, n) =
√

m2 + k2 + U(T, n) is the effective single-
particle energy and P(T, n) can be treated now as the excess pressure.

To obtain a self-consistent equation for the total particle-number density n, it is conve-
nient to pass from the variables (T, n1, n2) to the variables (T, µ1, µ2). In this case, the total
number of particles n in the system is also a function of new variables (T, µ1, µ2). Then, for
the total number of particles n, we obtain

n = n1 + n2 =

(
∂p
∂µ1

)
T
+

(
∂p
∂µ2

)
T

= g
∫ d3k

(2π)3

[
f
(
E(k, n); µ1

)
+ f

(
E(k, n); µ2

)]
. (A19)

For free energy density, one has (see Equation (A1)) an expression

Φ = µ1n1 + µ2n2 − p . (A20)

The System of Particles and Antiparticles

The chemical potential µ includes components related to different quantum numbers

µ = BµB + SµS + QµQ + IµI + . . . , (A21)

where B, S, Q and I correspond to the baryon quantum number, strangeness, electric charge
and isospin, respectively. It is clear that the chemical potentials of boson particles µ1 and
boson antiparticles µ2 have opposite signs [33]

µ1 = −µ2 ≡ µI . (A22)

Requiring the conservation of the isotopic spin nI in the system, we obtain the set
of equations

n = g
∫ d3k

(2π)3

[
f
(
E(k, n); µI

)
+ f

(
E(k, n);−µI

)]
, (A23)

nI = g
∫ d3k

(2π)3

[
f
(
E(k, n); µI

)
− f

(
E(k, n);−µI

)]
, (A24)

where the Bose–Einstein distribution function reads

f (E; µ) =

{
exp

[
E− µ

T

]
− 1

}−1
. (A25)

The set of Equations (A23) and (A24) can be solved with respect to the thermody-
namic quantities n and µI for given canonical variables T and nI . As a result, we obtain
the functions

n = n(T, nI), µI = µI(T, nI). (A26)
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In our case, the interaction between particles is described by the Skyrme-like mean field

U(n) = −An + Bn2 , (A27)

where n is the total particle-number density. Using the self-consistent solutions n(T, nI)
and µI(T, nI) of the set of Equations (A23) and (A24), one can obtain the expressions for
the pressure and free energy density in the boson interacting system in the following form

p =
g
3

∫ d3k
(2π)3

k2

ωk

[
f
(
E(k, n); µI

)
+ f

(
E(k, n);−µI

)]
+ P(n) , (A28)

Φ = nIµI(T, nI)− p(T, nI) , (A29)

where E(k, n) =
√

m2 + k2 + U(n). 7 Here, the excess pressure P(n) is known, and it can
be calculated with the help of integration of relation (A12) using the given mean field (A27)
and a natural initial condition P(n = 0) = 0. Hence, after integration, one obtains

P(n) = −A
2

n2 +
2B
3

n3 . (A30)

With the help of free energy density, it is easy to calculate the volumetric heat capacity cV

cV = −T
∂2Φ
∂T2 . (A31)

Notes
1 In the nonrelativistic case, where µnonrel = µ − m, the maximum value of the thermal-particle density is achieved at zero

chemical potential.
2 It should be noted that we just conventionally say “condensate phase”. In fact, it is the thermodynamic state of a system that

contains thermal particles and condensed particles at the same time.
3 In fact, the name “condensate phase” is just a conventional one because this phase is a mixture of the thermal (kinetic) particles

and the condensed particles.
4 For our choice of the total charge of the system, it is the π− mesons.
5 Because we named it as the virtual phase transition of the second order.
6 For our choice of the total charge of the system, these are π− mesons.
7 It should be noted that Equations (A23), (A24) and (A28) take place only in the absence of condensate in the system.
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