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Abstract

:

We formulate a statistical wave-mechanical approach to describe dissipation and instabilities in two-dimensional turbulent flows of magnetized plasmas and atmospheric fluids, such as drift and Rossby waves. This is made possible by the existence of Hilbert space, associated with the electric potential of plasma or stream function of atmospheric fluid. We therefore regard such turbulent flows as macroscopic wave-mechanical phenomena, driven by the non-Hermitian Hamiltonian operator we derive, whose anti-Hermitian component is attributed to an effect of the environment. Introducing a wave-mechanical density operator for the statistical ensembles of waves, we formulate master equations and define observables: such as the enstrophy and energy of both the waves and zonal flow as statistical averages. We establish that our open system can generally follow two types of time evolution, depending on whether the environment hinders or assists the system’s stability and integrity. We also consider a phase-space formulation of the theory, including the geometrical-optic limit and beyond, and study the conservation laws of physical observables. It is thus shown that the approach predicts various mechanisms of energy and enstrophy exchange between drift waves and zonal flow, which were hitherto overlooked in models based on wave kinetic equations.
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1. Introduction


Zonal flow (ZF) is a turbulence-related phenomenon observed in physical systems which appear to be very different, such as planetary atmospheres, protoplanetary discs, and astrophysical and laboratory plasmas; an extensive list of literature can be found in recent reviews [1,2]. For example, Rossby waves (RW) occur in planetary atmospheres [3,4,5], magneto-rotational turbulence occurs in accretion discs [6,7], and drift-wave (DW) turbulence is observed in fusion plasmas [8,9,10]. However, another range of phenomena related to zonal flows are flow instabilities, jets and transitions to the chaos regime [11,12,13,14,15].



The first attempts to describe turbulence in plasma were made as early as the 60 s, in works by Vedenov, Drummond and Pines, Kadomtsev, and others [16]. About a decade later, Hasegawa and Mima proposed a new approach to low-frequency turbulence in non-uniform strongly magnetized plasma [17]. In their approach, the fluid approximation and a perturbation approach were applied, resulting in the nonlinear Hasegawa–Mima equation (HME), which has since become a very popular model in the theory of zonal flows, drift waves and their interactions [18,19,20].



In a different branch of physics, the theory of atmospheric fluids, RW-related turbulence occurs as a result of fluid rotation, one example being the turbulence in Earth’s atmosphere caused by the planet’s rotation. Its evolution equations turn out to be very similar to the Hasegawa–Mima equation [11]. In such systems, the role of drift waves is played by the Rossby waves, which allows direct analogies between plasmas and atmospheric flows [21,22,23].



It is known that turbulence transfers energy from large scales to smaller ones, thus causing it to dissipate. For instance, it is this kind of dissipation which leads to difficulties with magnetic fusion confinement. Therefore, it is important to study dissipative processes associated with drift or Rossby waves and zonal flows. There are many approaches to describing dissipative (open) systems, each with different underlying assumptions and various degrees of rigor.



In our case, it is of great help that a sufficiently general DW/RW system can be mapped onto a wave-mechanical system described by a Hamiltonian operator, akin to a Schrödinger equation in quantum mechanics, the only difference being that this operator turns out to be non-Hermitian. This non-Hermiticity reaffirms the fact that we are dealing with an open system [24]. By virtue of this flow-Schrödinger analogy, one can apply a quantum-statistical technique based on master equations with non-Hermitian Hamiltonians (NH), developed relatively recently [25,26,27,28,29,30,31]. This approach is proven to be robust for a large set of physical systems and phenomena, to mention just recent literature [32,33,34,35,36,37,38,39,40,41,42,43,44,45,46,47,48,49,50,51,52,53,54,55,56,57,58,59,60,61,62,63]. The advantage of this approach is that it makes the whole theory of dissipative DW/RW systems a subset of the modern theory of open systems, which is statistical mechanical by nature, and describes both microscopical and macroscopic phenomena, as well as interplays between them from basic quantum-mechanical principles [64].



The outline of the paper is as follows: In Section 2, we give a brief introduction to the generalized Hasegawa–Mima model, and the underlying assumptions thereof. In Section 3, we formulate a mapping between the HME flow equations and wave equations of a Schrödinger type, which allows us to describe wave-mechanical phenomena in zonal flows. In Section 4, we generalize the wave-mechanical approach from state vectors to their statistical ensembles by introducing density operator and master equations. We find that two types of time evolution are possible, described by non-normalized and normalized density operators, and describe differences between the two. In Section 5 and Section 6, we formulate a phase space approach for finding solutions of master equations in, respectively, non-normalized and normalized density operator cases. Section 7 summarizes our findings and presents our conclusions.




2. Hasegawa–Mima Model


Let us derive a generalized Hasegawa–Mima equation as an example, which is widely used to describe electrostatic two-dimensional turbulent flows [18,19]. These flows can occur in magnetized plasma, which exhibits the drift-wave turbulence. The plasma itself is usually assumed to be collisionless and quasi-neutral, its magnetic field  B  being uniform, ion temperature being much smaller than the electron temperature, and electrons following Boltzmann distribution [65,66]. As mentioned in our Introduction, such flows can also occur in atmospheric fluids on a rotating planet, where the role of drift waves is played by Rossby waves. We are going to describe both types of physical systems using the same approach, the only difference being the values of some parameters; therefore, our results should be applicable to both types of waves.



2.1. Hasegawa–Mima Equation for Plasma


We assume a conventional geophysical coordinate system, where   x = ( x , y )   are coordinates on a two-dimensional plane, such that the x-axis lies in the zonal flow direction, and the y-axis points in the direction of the local gradient of the plasma density (in atmospheric fluids, it would be the Coriolis force parameter).



Let us derive a generalized Hasegawa–Mima equation in the case of plasma being entrapped in the magnetic field, which is directed along the z-axis:


  B = B   e z  ,  



(1)




where   B =  B 0    is a constant magnitude and   e z   is a unit vector normal to the plane. Plasma is assumed to be confined to a slab, which is perpendicular to the magnetic field, so that perturbations of density and potential can propagate only in the   ( x , y )   plane. It is inhomogeneous, with density gradient pointing along the x-axis.



From now on, we assume the cold ions approximation    T i  ≪  T e   . Electron and ion components’ temperatures are assumed to be constant; therefore, the electron density is    n e  =  n 0  exp  ( e  ϕ ˜  /  T e  )   , where   ϕ =  ϕ 0  +  ϕ ˜    is the electric potential,   n 0   is unperturbed density and   T e   is the electron temperature. If   e  ϕ ˜  ≪  T e   , then    n e  ≈  n 0   ( 1 + e  ϕ ˜  /  T e  )   . Keeping perturbations of electron density up to a first order only,    n e  =  n 0  +   n ˜  e   , we obtain


     n ˜  e   n 0   =   e  ϕ ˜    T e   .  



(2)




therefore, in the formula   ϕ =  ϕ 0  +  ϕ ˜   , the first term vanishes.



In a slab plasma with    v z  ≪  v ⊥   , with the electrostatic field being   E = − ∇ ϕ  , where   ∇ =  e x   ∂ x  +  e y   ∂ y   , the equation of motion for an ion is


   m i   d  d t    v ⊥  = q  − ∇ ϕ +  v ⊥  × B  ,  



(3)




where   m i   and q are ion’s mass and charge, respectively. Applying a perturbation theory,


   v ⊥  =  v ⊥  ( 0 )   + λ  v ⊥  ( 1 )   +  λ 2   v ⊥  ( 2 )   + … ,  ϕ =  ϕ 0   ( r )  + λ  ϕ ˜   ( r , t )  + … ,  








we can write Equation (3) as


        1  ω  c i     d  d t     v ⊥  ( 0 )   + λ  v ⊥  ( 1 )   +  λ 2   v ⊥  ( 2 )   + …           =  1 B   − ∇  λ  ϕ ˜   ( r , t )  + …  +   v ⊥  ( 0 )   + λ  v ⊥  ( 1 )   +  λ 2   v ⊥  ( 2 )   + …  × B  ,     



(4)




where    ω  c i   = q B /  m i    is the ion’s cyclotron frequency. To a zeroth order of perturbation theory, we thus obtain the equation:


   1  ω  c i      d  v  ⊥   ( 0 )     d t   =  1 B    v  ⊥   ( 0 )   × B  ,  



(5)




whose solution describes rotary motion, so that we have    v  ⊥   ( 0 )   = 0 .  



In the first order, one can write


   1  ω  c i      d  v  ⊥   ( 1 )     d t   = −  1 B   ∇  ϕ ˜  −  v  ⊥   ( 1 )   × B  ,  



(6)




whose solution is given by


   v  ⊥   ( 1 )   = −  1 B  ∇  ϕ ˜  ×  e z  −  1   ω  c i   B    D  D t   ∇  ϕ ˜  ,  



(7)




where we denoted the convective derivative as


   D  D t   ≡  ∂ t  −  1 B   ( ∇  ϕ ˜  ×  e z  )  · ∇ ,  








where by   ∂ t   we denote a partial time derivative. Ignoring higher-order corrections, we obtain


   v ⊥  =  v  ⊥   ( 1 )   = −  1 B  ∇  ϕ ˜  ×  e z  −   ∂ t  −  1   ω  c i    B 2     ( ∇  ϕ ˜  ×  e z  )  · ∇  ∇  ϕ ˜  .  



(8)







By substituting    n i  =  n 0  +   n ˜  i    into the continuity equation for the ion component’s fluid,


    ∂  n i    ∂ t   + ∇ ·   n i   v ⊥   = 0 ,  



(9)




and using the quasi-neutrality condition     n ˜  i  =   n ˜  e   , we obtain the following equation:


   ∂ t      n ˜  e   n 0    +  v ⊥  ·    ∇  n 0    n 0   +   ∇   n ˜  e    n 0    +  1 +    n ˜  e   n 0    ∇ ·  v ⊥  = 0 ,  



(10)




which transforms, using Equations (2) and (8), and neglecting terms which are higher than the first order, into the equation


        ∂ t    e  ϕ ˜    T e   −  1 B   ∇  ϕ ˜  ×  e z   ·    ∇  n 0    n 0   +   e ∇  ϕ ˜    T e             −  1 +   e  ϕ ˜    T e    ∇ ·   1 B   ∇  ϕ ˜  ×  e z   +  1   ω  c i   B     ∂ t  −  1 B   ∇  ϕ ˜  ×  e z   · ∇  ∇  ϕ ˜   = 0 .     



(11)







In this equation, the term    ( ∇  ϕ ˜  ×  e z  )  · ∇  ϕ ˜    vanishes due to orthogonality, while the terms with   ( e  ϕ ˜  /  T e  ) ∇ ·   can be neglected as being higher-order small. Multiplying Equation (9) by   −  T e  / e   and recalling an expression for the ion’s cyclotron (gyro)radius,


   R s  =   c s   ω  c i    =  1  ω  c i       T e   m i    ,  



(12)




where    c s  =  T e  /  m i    being an ion’s characteristic sound speed, we obtain


   ∂ t     ρ s 2   ∇ 2  − 1   ϕ ˜   +   e z  ×   ∇  ϕ ˜   B   · ∇    ρ s 2   ∇ 2  − 1   ϕ ˜   −   T e   | e | B     ∂ ln  n 0    ∂ y     ∂  ϕ ˜    ∂ x   = 0 .  



(13)







In terms of dimensionless values    t ´  =  ω  c i   t  ,    (  x ´  ,  y ´  )  =  ( x /  R s  , y /  R s  )    and    ϕ ´  = e  ϕ ˜  /  T e   , we thus obtain


   ∂  ∂  t ´      (  ∇ 2  − 1 )   ϕ ´   +  (  e z  × ∇  ϕ ´  )  · ∇   (  ∇ 2  − 1 )   ]   ϕ ´   −   ∂ ln  n 0    ∂  x ´      ∂  ϕ ´    ∂  x ´    = 0 ,  








therefore


    ∂ w   ∂  t ´    + v · ∇ w + β   ∂  ϕ ′    ∂  x ′    = Q ,  



(14)




where   Q ( x , t )   is an added external forces’ and dissipation term,   β ≡  V *  /  c s    is a positive constant parameter,    V *   ≡ − (   T e  /  | e | B )    ∂  x ´   ln  n 0   , and   w =  (  ∇ 2  − 1 )   ϕ ´    is a vorticity defined as a measure of local angular velocity, see Appendix A for details.



Placing both plasma and atmospheric flow cases on the same footing, one can write the generalized Hasegawa–Mima equation in the final form:


   ∂ t  w + v · ∇ w + β  ∂ x  ϕ = Q ,  



(15)




where the generalized vorticity   w ( x , t )   can be written in the form:


  w =   ∇ 2  −  L D  − 2    α ^   ϕ ,  



(16)




where   v =  e z  × ∇ ϕ   is the fluid velocity on the   ( x , y )   plane,   α ^   is a preselected operator whose value equals the unit operator   I ^   (DW case) or to zero (RW case),   ϕ ( x , t )   is the electric potential or stream function,   L D   is the plasma sound radius or deformation radius. Here, and below, we work with the dimensionless values, but omit primes for brevity.




2.2. Fluctuations


Let us define zonal averages according to the formula    A ¯   ( y )  ≡  L x  − 1    ∫  0   L x   A  d x  , where   L x   is the system’s extent along the x-axis. From now on, we assume that a tilde and bar refer to, respectively, fluctuation and zonal-averaged values. We therefore start with the following expansion [23]:


    w   =     w ˜   ( x , y , t )  +  w ¯   ( y , t )  ,     



(17)






    ϕ   =     ϕ ˜   ( x , y , t )  +  ϕ ¯   ( y , t )  ,     



(18)




where


   w ˜  =  (  ∇ 2  − 1 )   ϕ ˜  ,   w ¯  =  ∇ 2   ϕ ¯  =  ∂ y 2   ϕ ¯  .  



(19)







Note that, if we want to restore the parameter   L D  , we would obtain


   w ˜  =  (  ∇ 2  −  L D  − 2   )   ϕ ˜  ,   w ¯  =  ∇ 2   ϕ ¯  =  ∂ y 2   ϕ ¯  .  



(20)







Furthermore, Equation (14) can be written in the quasilinear approximation as


        ∂ t   w ˜  +  v ˜  · ∇  w ¯  +  v ¯  · ∇  w ˜  + β  ∂ x   ϕ ˜  =  Q ˜  ,     



(21)






        ∂ t   w ¯  +    v ˜  · ∇  w ˜   ¯  =  Q ¯  ,     



(22)




because eddy–eddy interactions can be omitted [13]. Fluid velocity can be written in terms of its components as   v = −  e x   ∂ y  ϕ +  e y   ∂ x  ϕ  ; therefore, its fluctuating and zonal-averaged components are, respectively:


   v ˜  =  e x    v ˜  x  +  e y    v ˜  y  ,   v ¯  =  e x  U ,  



(23)




where     v ˜  x  = −  ∂ y   ϕ ˜   ,     v ˜  y  =  ∂ x   ϕ ˜   , and


  U  ( y , t )  = −  ∂ y   ϕ ¯   



(24)




is the xth component of a ZF velocit    v ¯  =  e x  U  .



With the use of Equations (19) and (23) and due to independence of   ϕ ¯   from x, the second term of Equation (21) can be rewritten as


   v ˜  · ∇  w ¯  = −  ∂ y   ϕ ˜   ∂ x   ∂ y 2   ϕ ¯  +  ∂ x   ϕ ˜   ∂ y 2   ϕ ¯  = −  ∂ x   ϕ ˜   U 2  ,  



(25)




where we used the notation    U k  ≡  ∂ k  U / ∂  y k  = −  ∂  k + 1     ϕ ¯  / ∂  y  k + 1    . A third term in Equation (21) can be written as


   v ¯  · ∇  w ˜  = U  ∂ x   w ˜  .  



(26)







Furthermore, a second term in (22) yields


   v ˜  · ∇  w ˜  = −  ∂ y   ϕ ˜   ∂ x    ∂ x 2  +  ∂ y 2  − 1   ϕ ˜  +  ∂ x   ϕ ˜   ∂ y    ∂ x 2  +  ∂ y 2  − 1   ϕ ˜  ,  








therefore


       v ˜  · ∇  w ˜   ¯    =     1  L x    ∫  0   L x   −  ∂ y   ϕ ˜    ∂ x     ∂ x 2  +  ∂ y 2  − 1   ϕ ˜   d x +  1  L x    ∫  0   L x    ∂ x   ϕ ˜    ∂ y     ∂ x 2  +  ∂ y 2  − 1   ϕ ˜   d x       =    −  1  L x    ∂ y   ∫  0   L x     ∂ x   ϕ ˜   ∂ x 2   ϕ ˜  +  ∂ x   ϕ ˜   ∂ y 2   ϕ ˜  −  ϕ ˜   ∂ x   ϕ ˜   d x = −  ∂ y 2       v ˜  x    v ˜  y   ¯  ,     



(27)




where we used integration by parts in the last line. Substituting Equations (25)–(27) into Equations (21) and (22), we obtain:


        ∂ t   w ˜  + U  ∂ x   w ˜  +  β −  U 2    ∂ x   ϕ ˜  =  ζ ˜  −  μ dw  ( 0 )    w ˜  ,     



(28)






        ∂ t  U +  μ zf  ( 0 )   U = −  ∂ y      v ˜  x    v ˜  y   ¯  ,     



(29)




where   ζ ˜   is an external dissipation source with a zero zonal average,   μ dw  ( 0 )    and   μ zf  ( 0 )    are the constant parameters of the terms describing the simplest kinds of dissipation of, respectively, driftons and zonal flows, caused by the environment.



Using Equation (19), these equations can be also rewritten in terms of the function   ϕ ˜  :


        (  ∇ 2  − 1 )   ∂ t   ϕ ˜  = −  β −  U 2  + U  (  ∇ 2  − 1 )    ∂ x   ϕ ˜  +  (  ∇ 2  − 1 )    ξ ˜  −  μ dw  ( 0 )    ϕ ˜   ,     



(30)






        ∂ t  U +  μ zf  ( 0 )   U =  ∂ y       ∂ y   ϕ ˜    ∂ x   ϕ ˜   ¯   ,     



(31)




where   ξ ˜   is an external dissipative potential with a zero zonal average [12].




2.3. Observables


The important observables of the model are enstrophy and energy, which can be defined as the following integrals:


     Z dw    ≡     1 2  ∫  d 2  x    w ˜  2  =  1 2  ∫  d 2  x    (  ∇ 2  − 1 )   ϕ ˜   2  ,     



(32)






     Z zf    ≡     1 2  ∫ d y    w ¯  2  =  1 2  ∫ d y   U 1 2  ,     



(33)






     E dw    ≡    −  1 2  ∫  d 2  x   w ˜    ϕ ˜  =  1 2  ∫  d 2  x   ϕ ˜    ( 1 −  ∇ 2  )   ϕ ˜  ,     



(34)






     E zf    ≡    −  1 2  ∫ d y   w ¯    ϕ ¯  =  1 2  ∫ d y   U 2  ,     



(35)




where subscripts indicate a corresponding component, either a drift-wave or a zonal-flow one. The total enstrophy and energy are, respectively,


   Z tot  =  Z dw  +  Z zf  ,    E tot  =  E dw  +  E zf  ,  



(36)




which are usually expected to be conserved values in those physical systems, and which allow description in terms of wave kinetic equations (WKE).





3. Wave-Mechanical Analogy in Zonal Flows


Building on the ideas presented in works [5,22,23], let us formulate a formal mapping of Equation (30) to an effective Schrödinger-like equation which is somewhat analogous to a quantum-mechanical description. For reasons, which will be later specified, around Equation (58), we shall refer to this analogy as wave-mechanical.



Judging by the form of Equation (30), one can expect that its solutions form the Hilbert space of normalizable smooth functions, whose inner product is defined as an integral over the whole   ( x , y )   plane,   ∫  d 2  x  . Postponing discussion of the physical implications of this until the end of this section, we introduce, in Dirac’s bra-ket notations, a state vector    |   ϕ ˜   〉   , such that in the coordinate representation one obtains    ϕ ˜   ( x , t )  =  〈 x |  ϕ ˜  〉   , similarly for    ξ ˜   ( x , t )   .



Using the resolution of identity,   ∫  d 2   x | x 〉 〈 x |  =  I ^   , we obtain


   〈  ϕ ˜  |  ϕ ˜  〉  ≡ ℵ = ∫  〈  ϕ ˜  | x 〉   〈 x |  ϕ ˜  〉   d 2  x = ∫   ϕ ˜  2   d 2  x ,  



(37)




where   ℵ ( t )   is a norm of a state vector    |   ϕ ˜   〉   . This state vector is almost what we are looking for, but the proper Schrödinger analogy requires a normalized state vector (ray), which spans a projective Hilbert space. We thus introduce


   | Ψ 〉  ≡  ℵ  − 1 / 2    |  ϕ ˜  〉  ,  



(38)




so that   〈 Ψ | Ψ 〉 = 1  .



Furthermore, using an operator of spatial translations in the   ( x , y )   plane,    p ^  = − i ∇ = − i  (  e x    p ^  x  +  e y    p ^  y  )   , we can define the Hermitian operators     p ^  2  =  p ^  ·  p ^  = −  ∇ 2   ,     p ^  D 2  =   p ^  2  +  L D  − 2   ⇔ 1 −  ∇ 2    and    U ^  ≡ U  (  y ^  , t )   . In terms of these operators, Equation (30) can be rewritten in the Schrödinger-like form:


  i  ∂ t   〈 x | Ψ 〉  =  H ^   〈 x | Ψ 〉  + i  ℵ  − 1 / 2    〈 x |  ξ ˜  〉  ,  



(39)




or, in a general basis


  i  ∂ t   | Ψ 〉  =  H ^   | Ψ 〉  + i  ℵ  − 1 / 2    |  ξ ˜  〉  ,  



(40)




where the Hamiltonian operator is given by


     H ^    =      ℧ ^  +   p ^  D  − 2     U ^  2  − β   p ^  D  − 2      p ^  x  − i  μ dw   I ^  ,     



(41)




where we introduced a similarity transform of   U ^  :


      ℧ ^  =   p ^  D  − 2    U ^    p ^  D 2  ,     



(42)




used an identity    [   p ^  D  − 2   ,  p ^  ]  = −   p ^  D  − 2    [   p ^  D 2  ,  p ^  ]    p ^  D  − 2   = 0  , and denoted


   μ dw  =  μ dw  ( 0 )   +  1 2    ℵ ˙  ℵ  ,  



(43)




where dot means an ordinary derivative with respect to time.



It should be noticed that the term   i  ℵ ˙  /  ( 2 ℵ )    occurs in the Hamiltonian, caused by the transition from    |   w ˜   〉    to the proper state vector (38), which indicates that dissipation exists even if   μ dw  ( 0 )    is zero. In general, this term is time-dependent, except in two cases: when ℵ is constant (in which case the term vanishes) or when ℵ depends on time exponentially (then the term becomes a constant representing a rate of loss or gain). Note that, because the canonical Schrödinger picture per se presumes no explicit time dependence of a Hamiltonian operator, time evolution of our system at the general function   ℵ ( t )   must be described, not by a Schrödinger equation, but by a master equation as will be discussed later, in Section 4.1.



Note also that, in [23], the flow-Schrödinger analogy was proposed, but using wavefunction    ω ˜   ( x , t )    instead. From Equation (19), it is clear that   ω ˜   is a surjective function of   ϕ ˜   (due to the partial differentiation thereof), which should rather be interpreted as a source density. All this suggests that the Hilbert space spanned by state vectors    |   ϕ ˜   〉   , or by projective rays   | Ψ 〉  , is the underlying one. Therefore, it is not surprising that, by using the   ϕ ˜  -associated Hilbert space, one obtains more general Hamiltonian, as will be demonstrated below, and also decreases the number of inverse differential operators in the resulting evolution equations, both for the state vector and function U.



Furthermore, in terms of the normalized state vector, some of the integral values of Section 2.3 can be written in a more convenient form to use in the next section. We thus obtain in Dirac’s notations


     Z dw    =     1 2   ℵ 〈 Ψ |    p ^  D 4   | Ψ 〉  ,     



(44)






     Z zf    =     1 2  ∫ d y   U 1 2  ,     



(45)






     E dw    =     1 2   ℵ 〈 Ψ |    p ^  D 2   | Ψ 〉  ,     



(46)






     E zf    =     1 2  ∫ d y   U 2  ,     



(47)




where we used Equation (38).



Furthermore, one can see that the Hermitian adjoint of an operator (41),


    H ^  †  =    ℧ ^  †  +   U ^  2    p ^  D  − 2   − β   p ^  D  − 2      p ^  x  + i  μ dw   I ^  ,  



(48)




does not coincide with Equation (41). Therefore, our model belongs to a class of theories with non-Hermitian Hamiltonians, usually referred as NH theories.



Furthermore, operator (41) can be decomposed into its Hermitian and anti-Hermitian parts:


   H ^  =   H ^  +  +   H ^  −  =   H ^  +  − i  Γ ^  ,  



(49)




where


    H ^  ±  =  1 2    H ^  ±   H ^  †   = ±   H ^  ± †  ,  



(50)




and    Γ ^  = i   H ^  −  = i   H ^  −   H ^  †   / 2   is a Hermitian operator, often referred as the decay rate operator. In our case, we obtain


      H ^  +    =      ℧ ^  +    p ^  x  +  1 2     U ^  2  ,   p ^  D  − 2       p ^  x  − β   p ^  D  − 2     p ^  x  ,     



(51)






     Γ ^    =    i    ℧ ^  −    p ^  x  −  i 2     U ^  2  ,   p ^  D  − 2      p ^  x  +  μ dw   I ^        =      Γ ^  0  +  1 2    ℵ ˙  ℵ   I ^  ,     



(52)




where


      Γ ^  0    ≡     Γ ^  −  1 2    ℵ ˙  ℵ   I ^  = i    ℧ ^  −    p ^  x  −  i 2     U ^  2  ,   p ^  D  − 2      p ^  x  +  μ dw  ( 0 )    I ^  ,     



(53)






      ℧ ^  ±    ≡     1 2    ℧ ^  ±   ℧ ^  †   =  1 2     p ^  D  − 2    U ^    p ^  D 2  ±   p ^  D 2   U ^    p ^  D  − 2    = ±   ℧ ^  ± †  ,     



(54)




and   {  ,  }   and   [  ,  ]   are the anticommutator and commutator, respectively. Using these, Equation (54) can be written in the form


      ℧ ^  +    =     1 2     p ^  D  − 2     U ^  ,   p ^  D 2   +   p ^  D 2    U ^  ,   p ^  D  − 2           =     1 2     U ^  ,   p ^  D 2     p ^  D  − 2   −   U ^  ,   p ^  D  − 2      p ^  D 2   ,     



(55)






      ℧ ^  −    =     1 2     p ^  D  − 2     U ^  ,   p ^  D 2   −   p ^  D 2    U ^  ,   p ^  D  − 2           =     1 2     U ^  ,   p ^  D 2     p ^  D  − 2   −   U ^  ,   p ^  D  − 2      p ^  D 2   ,     



(56)




which is more convenient for our calculations.



Let us turn our attention to the evolution equation for function U, which must be also rewritten in a wave-mechanical form. From Equations (31) and (38), we obtain


      ∂ t  U = −  μ zf  ( 0 )   U + ℵ   ∂ y       〈 x |    p ^  y   | Ψ 〉 〈 Ψ |    p ^  x   | x 〉   ¯   ,     



(57)




where an overscore denotes a zonal average per usual.



To conclude this section, we showed that drift waves can be described not only as waves but also as “quanta” (states in a Hilbert space), which is somewhat similar to the de Broglie’s wave-particle duality in quantum mechanics. However, one must emphasize that this analogy between fluctuation equations in turbulent flows and a Schrödinger-type equation is not an exactly quantum-mechanical one. The reason for this is that the flow equation does not contain a Planck constant, but only an analogue thereof, which is determined by pertinent scales of length, time and mass. Up to a dimensionless coefficient, we can define this effective Planck constant as


   ℏ eff  ≡  m i   R s 2   ω  c i   =    m i   c s 2    ω  c i    =   T e   ω  c i    ,  



(58)




where we used magnetized plasma’s characteristic scales of length   R s  , time   ω  c i   − 1   , and mass   m i  , taken from Section 2.1. In the case of atmospheric fluids, one could use, respectively, the planet’s average radius, angular speed of planet’s rotation, and mass of a characteristic fluid parcel of planet’s atmosphere. For the sake of brevity, the value of   ℏ eff   can be set to one, by rescaling and working in properly chosen units.



Nevertheless, this is yet another example of macroscopic phenomena which have quantum-like features and can thus be described by virtue of notions and methods originating from quantum mechanics. One such formalism is an analogue of the quantum-statistical master equation approach in the theory of open quantum systems, which will be described in the next section. While Equations (39) and (40) are simply a way of rewriting the original flow equations, the next section’s formalism is actually a generalization, which ushers in a new physics.




4. Density Operator Formalism


In this section, we describe statistical approach based on the density operator, which is analogous to the von Neumann approach in quantum mechanics of mixed states, i.e., probabilistic mixtures of pure states [25,26,27,28,29,30]. In the matrix representation of a density operator, pure states are described by diagonal elements of a density matrix, whereas mixed states by off-diagonal components thereof. It is the latter which are regarded in quantum theory as an essentially quantum-mechanical effect which does not usually have a classical counterpart.



When it comes to NH systems, the density operator formalism is more general than the state-vector one because it allows the description of not only pure states, or their superpositions, but also mixed states. This generalization is especially important because dissipative effects are known to evolve some pure states into mixed ones [29]. In other words, restricting ourselves to state vectors ab initio would pose an implicit assumption of forbidding the transition from pure to mixed states. This assumption does not seem to be realistic when it comes to open systems.



In addition, if one were dealing with an equation for state vectors driven by a non-Hermitian Hamilton operator, such as Equation (40), then one would arrive at complex eigenvalues of energy, which seem somewhat contradictory to the notion of energy per se. On the contrary, in a density operator approach, no complex-valued energies occur: the role of anti-Hermitian part of the Hamiltonian is to describe the time evolution of energy eigenvalues of its Hermitian part.



4.1. Master Equation: Non-Sustainable Evolution


Let us regard the operator   | Ψ 〉 〈 Ψ |   as a special case of the reduced density operator   W ^  . From Equation (40) and its adjoint, one can obtain an equation for   W ^  , which is thus called a master equation:


     i  ∂ t   W ^  =  H ^   W ^  −  W ^    H ^  †  + i  D ^  =  [   H ^  +  ,  W ^  ]  − i   Γ ^  ,  W ^   + i  D ^  ,     



(59)




where


   D ^  →  ℵ  − 1 / 2     |   ξ ˜   〉 〈 Ψ |  +  | Ψ 〉 〈   ξ ˜   |    



(60)




is a dissipator operator, which is self-adjoint by construction. Here, the arrow stands for “for pure states tends to”, which indicates that   D ^   is a mixed-state generalization of the operator    |   ξ ˜   〉 〈 Ψ |  +  | Ψ 〉 〈   ξ ˜   |   . In that case, one should use the hybrid approach, which deals with systems which are driven by both Liouvillian (or Lindblad) and non-Hermitian Hamiltonian parts of their master equations [26].



If we neglect the dissipator term for the sake of simplicity, we arrive at a canonical NH master equation


      ∂ t   W ^     =    − i  [   H ^  +  ,  W ^  ]  −   Γ ^  ,  W ^         =    − i  [   H ^  +  ,  W ^  ]  −    Γ ^  0  ,  W ^   −   ℵ ˙  ℵ   W ^  ,     



(61)




where the NH operators are given by Equations (51)–(53). Physical observables in this approach are defined as statistical averages:


    〈  A ^  〉  W  ≡ Tr  (  A ^   W ^  )  ,  



(62)




for a given observable’s operator   A ^  , and similarly for correlation functions [27].



Let us recall Equation (57), which is supposed to supplement our master equation. Unlike the master equation, it is not an operator equation; therefore, U can be considered a c-number. Altogether, we obtain


      ∂ t    W ^  ℵ     =    − i  [   H ^  +  ,   W ^  ℵ  ]  −    Γ ^  0  ,   W ^  ℵ   ,     



(63)






      ∂ t  U    =    −  μ zf  ( 0 )   U +  ∂ y     tr     p ^  y    W ^  ℵ    p ^  x    ¯  ,     



(64)




where we denoted     W ^  ℵ  = ℵ  W ^   . In the last equation, we introduced the partial trace operation ‘tr’, which is an algebraic matrix tracing or summation over all states of the type    |   Ψ k   〉 〈   Ψ k   |   , but without averaging (integrating) over the configuration space.



One can see that the ℵ-dependent term in Equation (52) can be removed by rescaling the density operator. Note that the averages are still computed with respect to   W ^  ; therefore,     〈  A ^  〉  W  =  ℵ  − 1   Tr  (  A ^    W ^  ℵ  )  =  ℵ  − 1     〈  A ^  〉   W ℵ    , according to Equation (62). Recalling that the typical averages in our case, such as (44) and (46), have a coefficient ℵ, we can transform our density operator    W ^  ↦   W ^  ℵ  = ℵ  W ^   ,     〈  A ^  〉  W  ↦   〈  A ^  〉   W ℵ   = ℵ   〈  A ^  〉  W   ; then, drop the subscript ‘ℵ’, and assume   ℵ ↦ 1   from now on. This contributes to the remarks made after Equation (43): the ℵ-dependent term in the Hamiltonian disappears when working within the framework of a more general approach.



We thus finally obtain the following set of evolution equations


      ∂ t   W ^     =    − i  [   H ^  +  ,  W ^  ]  −    Γ ^  0  ,  W ^   ,     



(65)






      ∂ t  U    =    −  μ zf  ( 0 )   U +  ∂ y     tr     p ^  y   W ^    p ^  x    ¯  ,     



(66)




while the averages are defined according to Equation (62). For example, using Equations (44)–(47), we can define enstrophy and entropy as the following statistical averages:


     Z dw    =     1 2    〈   p ^  D 4  〉  W  =  1 2  Tr  (   p ^  D 4   W ^  )  ,     



(67)






     Z zf    =     1 2  ∫ d y   U 1 2  ,     



(68)






     E dw    =     1 2    〈   p ^  D 2  〉  W  =  1 2  Tr  (   p ^  D 2    W ^  )  ,     



(69)






     E zf    =     1 2  ∫ d y   U 2  ,     



(70)




while the total values are given by Equation (36), per usual.



Finally, taking trace of Equation (65), one can obtain the following equation:


    T ˙  W  = − 2 Tr  (   Γ ^  0   W ^  )  = − 2   〈   Γ ^  0  〉  W  ,  



(71)




supplemented with the initial condition    T W   ( t =  t 0  )  = 1  , where    T W   ( t )  ≡ Tr   W ^  =   〈  I ^  〉  W   , and   t 0   is the moment of time at which the environment switches on. This equation clearly indicates that the trace of the operator   W ^   is not necessarily conserved during evolution.



This means that the drifton (sub)system experiences drain or loss of its degrees of freedom, which can result in its total decay or critical instability. While this can indeed be the case in some systems, it is not compulsory for all open systems. In fact, next we are going to consider the possibility of other types of evolution.




4.2. Master Equation: Sustainable Evolution


Dynamical systems, which can be described by non-Hermitian Hamiltonians, can follow two types of evolution, which can be referred as non-sustainable and sustainable, by analogy with some photobiological systems, where this difference becomes striking [33]. The former type is the one described by the density   W ^   obeying the master Equation (61). The sustainable type is the one described by the normalized density operator


   ρ ^  =  W ^  / Tr  (  W ^  )  ,   



(72)




so that   Tr (  ρ ^  ) = 1   at all times, which automatically removes the probability gain/loss problem [25]. This density would be a solution of the equation


      ∂ t   ρ ^     =    − i  [   H ^  +  ,  ρ ^  ]  −    Γ ^  0  ,  ρ ^   + 2  Tr  (   Γ ^  0   ρ ^  )    ρ ^  ,     



(73)




which is both nonlocal and nonlinear with respect to a density operator. Fortunately, for practical computations, this equation can be transformed into a linear equation of type (65) by using the ansatz (72).



For the sustainable type of evolution, physical observables are defined as


       〈  A ^  〉  ρ  ≡ Tr  (  A ^   ρ ^  )  ,     



(74)




for a given observable’s operator   A ^  , and similarly for correlation functions [27]. Using the ansatz (72), one can relate the two types of averages:


    〈  A ^  〉  ρ  =   〈  A ^  〉  W  / Tr  (  W ^  )  =   〈  A ^  〉  W  /   〈  I ^  〉  W  ,  



(75)




which is often convenient for optimizing computations.



Furthermore, recalling the mean-value origin of the last term in Equation (29), the operator   W ^   must be replaced with   ρ ^   in the equation for the function U:


   ∂ t  U = −  μ zf  ( 0 )   U +  ∂ y     tr     p ^  y    ρ ^    p ^  x    ¯  ,  



(76)




according to remarks preceding Equation (74).



Similarly to Equations (67)–(70), one can define “normalized” enstrophy and entropy as the following statistical averages:


      Z ˋ  dw    =     1 2    〈   p ^  D 4  〉  ρ  =  1 2  Tr  (   p ^  D 4   ρ ^  )  ,     



(77)






      Z ˋ  zf    =     1 2  ∫ d y   U 1 2  ,     



(78)






      E ˋ  dw    =     1 2    〈   p ^  D 2  〉  ρ  =  1 2  Tr  (   p ^  D 2    ρ ^  )  ,     



(79)






      E ˋ  zf    =     1 2  ∫ d y   U 2  ,     



(80)




where U is now a solution of Equation (76). While these definitions look very similar to their non-sustainable evolution analogues (67)–(70), one should notice the differences—such as the coefficients and functions of time, which occur both in the definitions themselves and in Equation (76).



To summarize Section 4.1 and Section 4.2, in the case of non-Hermitian Hamiltonian systems, one can have two types of evolution, each described by its own sets of equations. In the case of non-sustainable evolution, this set consists of Equations (65) and (66), whereas, in the case of sustainable evolution—of Equations (73) and (76). The choice between these types of NH evolution, or even the switch between them, is a process which is external to the subsystem itself (it should also be remembered that we are dealing with reduced density operators here). In other words, this choice must be considered a special case of the effect induced by the environment, which can also include the measuring apparatus itself, as well as any pre- and post-selection measurement protocols. For example, in quantum optics, the calibrating and resetting of fields inside optical fibers, to prevent them from damage or to prepare for the next run, would be another example of sustainable-type evolution.




4.3. Time Evolution of Averages


Master equations are differential equations for operators, which makes solving them a technically challenging task. However, some physical information can be extracted without actually finding a density operator explicitly. One of the methods for such an extraction are equations for averages, which can be derived from a master equation.



Let us consider the non-sustainable type of NH evolution, described by Equations (65) and (66). Multiplying Equation (65) with various operators and tracing, one can obtain time evolution equations for corresponding averages as ordinary differential equations. For example:


      ∂ t    〈  I ^  〉  W     =    − 2   〈  Γ ^  〉  W  ,     



(81)






      ∂ t    〈   p ^  D 2  〉  W     =    − i   〈  [   p ^  D 2  ,   H ^  +  ]  〉  W  −   〈  {   p ^  D 2  ,  Γ ^  }  〉  W        =    − i   〈  [   p ^  D 2  ,  H ^  ]  〉  W  − 2   〈  Γ ^    p ^  D 2  〉  W  ,     



(82)






      ∂ t    〈   p ^  D 4  〉  W     =    − i   〈  [   p ^  D 4  ,   H ^  +  ]  〉  W  −   〈  {   p ^  D 4  ,  Γ ^  }  〉  W        =    − i   〈  [   p ^  D 4  ,   H ^  +  ]  〉  W  −   〈   p ^  D 2   [   p ^  D 2  ,  Γ ^  ]  〉  W  −   〈  [   p ^  D 2  ,  Γ ^  ]    p ^  D 2  〉  W  ,     



(83)






      ∂ t    〈   H ^  +  〉  W     =    −   〈  {  Γ ^  ,   H ^  +  }  〉  W  ,     



(84)






      ∂ t    〈  Γ ^  〉  W     =    − i   〈  [  Γ ^  ,   H ^  +  ]  〉  W  − 2   〈  Γ ^  〉  W  ,     



(85)




where we used identities mentioned after Equation (41) and the identity    {  A ^   B ^  ,  C ^  }  =  A ^   [  B ^  ,  C ^  ]  +  [  A ^  ,  C ^  ]   B ^   . If some of the resulting differential equations form a nontrivial closed subset, they can then be solved for the corresponding averages as functions of time. Otherwise, one has to apply approximations or iteration methods to the full set.





5. Phase-Space Formulation: Non-Sustainable Evolution


Master equations of the types described in the previous section are differential equations for operators. This creates a formidable technical problem when it comes to solving them. As a result, there are a number of methods which allow us to solve them, each with a different degree of accuracy or completeness. Solving the equations for averages is one of the approaches that allows us to compute averages as solutions of a set of differential equations for functions, instead of dealing with operators. However, in the case of an infinite-dimensional Hilbert space, the number of such equations is not necessarily finite or reducible to something simple, but dependent on other symmetries of the problem. The second method, which is to be discussed in this section, is based on mapping between functions in the quantum phase space formulation and Hilbert space operators in the Schrödinger representation [67,68,69,70], which was adapted for density operators for various NH systems [71,72,73,74], including zonal-flow models specifically [5,22,23].



There also exists a subtle point when it comes to the completeness of the phase space description of density operators for NH systems including zonal-flow ones. As mentioned at the beginning of Section 4, it is important to preserve and extract, as fully as possible, an essentially non-classical piece of information about time evolution of a probabilistic mixture of states of NH-driven systems [29]. This is straightforward within the framework of the Hilbert space matrix formulation of a density operator from Section 4, where the structure is clear: this information is encoded mostly in the off-diagonal elements of a density matrix, as we know it from quantum mechanics of mixed states. It is far less obvious how one can separate “off-diagonal” effects from “diagonal” ones in the phase space formulation of a density operator, in the presence of additional approximations which are technically inevitable to obtain definite results.



5.1. Wigner–Weyl Transform


Let us introduce the Weyl symbol of the density operator   W ^   as the integral [69]:


  W  (  W ^  )  = W  ( x , p , t )  ≡ ∫  d 2   s exp   ( − i p · s )   〈 x + s / 2 |   W ^   | x − s / 2 〉  ,  



(86)




from which the following property


  W ( x , p , t ) = W ( x , − p , t )  



(87)




can be easily deduced in the case of real-valued wavefunctions.



Correspondingly, Weyl symbols for operators in the previous section will turn into functions (c-numbers). For example, using the resolution of identity, we obtain for the operator    p ^  x  :


     W (   p ^  x  )    =    ∫  d 2   s exp   ( − i p · s )   〈 x + s / 2 |    p ^  x   | x − s / 2 〉        =    ∫  d 2  s   d 2   p ′   exp   ( − i p · s )   〈 x + s / 2 |    p ^  x   |   p  ′  〉   〈   p  ′  | x − s / 2 〉        =     1  2 π   ∫  d 2   p ′   p x ′  ∫  d 2  s exp  [ i s ·  (   p  ′  − p )  ]  = ∫  d 2   p ′   p x ′  δ  (   p  ′  − p )  =  p x  ,     



(88)




for the operator    p ^  D  − 2   :


     W (   p ^  D  − 2   )    =    ∫  d 2  s   d 2   p ′   exp   ( − i p · s )   〈 x + s / 2 |   1    p ^  2  + 1    |   p  ′  〉   〈   p  ′  | x − s / 2 〉        =     1  2 π   ∫    d 2   p ′     p  ′ 2   + 1   ∫  d 2  s exp  [ i s ·  (   p  ′  − p )  ]  = ∫    d 2   p ′     p  ′ 2   + 1   δ  (   p  ′  − p )  =  p D  − 2   ,     



(89)




for the similarity transform operator and its combinations, using Equations (54)–(56):


     W (  U ^  )    =    U ,     



(90)






     W (   U ^  2  )    =     ∂ y 2   W  (  U ^  )  =  U 2  ,     



(91)






     W (  ℧ ^  )    =     p D  − 2   🟉 W  (  U ^  )  🟉  p D 2  ≡ ℧ ,     



(92)






     W (   ℧ ^  +  )    =     1 2    p D  − 2   🟉 W  (  U ^  )  🟉  p D 2  +  p D 2  🟉 W  (  U ^  )  🟉  p D  − 2          =     1 2    {   {   { U ,  p D 2  }   }   }  🟉  p D  − 2   − i  {   { U ,  p D  − 2   }   }  🟉  p D 2   ≡  ℧ +  ,     



(93)






     W (   ℧ ^  −  )    =     1 2    p D  − 2   🟉 W  (  U ^  )  🟉  p D 2  −  p D 2  🟉 W  (  U ^  )  🟉  p D  − 2          =     i 2    {   { U ,  p D 2  }   }  🟉  p D  − 2   −  {   { U ,  p D  − 2   }   }  🟉  p D 2   ≡ i  ℧ −  ,     



(94)




where   {  { , }  }   and   {  {  { , }  }  }   are, respectively, sine and cosine Moyal brackets defined in Appendix B.



Furthermore, using the Moyal product rule (A16), we obtain for operator products, such as   W  (   p ^  x    p ^  D  − 2   )  =  p x  🟉  p D  − 2   =  p x   ( 1 + i  L ^  / 2 )   p D  − 2   =  p x  /  p D 2   , where    p D 2  =  p x 2  +  p y 2  + 1  . Similarly,   W  (  U ^    p ^  x  )  = U  p x   . Other properties of the Moyal product, which will be used in what follows, such as the associativity (A19), are listed in Appendix B.



Performing the Weyl transform of Equation (65), we obtain the equation


   ∂ t  W =  {   {  H +  , W }   }  −  {   {   {  Γ 0  , W }   }   }  ,  



(95)




where


     H +    ≡    W  (   H ^  +  )  =  ℧ +   p x  +  1 2   {   {   {  U 2  , 1 /  p D 2  }   }   }   p x  − β  p x  /  p D 2  ,     



(96)






     Γ 0    ≡    W  (   Γ ^  0  )  = −  ℧ −   p x  +  1 2   {   {  U 2  , 1 /  p D 2  }   }   p x  +  μ dw  ( 0 )   ,     



(97)




according to Equations (51), (52) and (88)–(94).



Furthermore, let us consider an equation for function U, which supplements the master Equation (95). Since Equation (66) is not an operator equation, it is only the last term which should be rewritten in terms of Wigner function. We obtain


      ∂ t  U +  μ zf  ( 0 )   U    =     ∂ y  ∫    d 2  p    ( 2 π )  2    p y  🟉  W ¯  🟉  p x        =     ∂ y  ∫    d 2  p    ( 2 π )  2    p x   p y   W ¯  ,     



(98)




where we took into account in the last step that the zonal-averaged Wigner function   W ¯   does not depend on x and satisfies the condition (87).



Finally, the integrals (67)–(70) are transformed into the form


     Z dw    =     1 2    〈   p ^  D 4  〉  W  =  1 2  ∫    d 2  p    ( 2 π )  2    d 2  x   p D 4  🟉 W ,     



(99)






     Z zf    =     1 2  ∫ d y   U 1 2  ,     



(100)






     E dw    =     1 2    〈   p ^  D 2  〉  W  =  1 2  ∫    d 2  p    ( 2 π )  2    d 2  x   p D 2  🟉 W ,     



(101)






     E zf    =     1 2  ∫ d y   U 2  ,     



(102)




and the total values are as defined in Equation (36).




5.2. Eikonal Approximation


Equation (95) remains difficult to solve, except in a few cases when the Moyal products series can be truncated. In our case, it seems that no truncation is possible; therefore, one has to resort to the eikonal or geometrical-optics approximation (A25), which is analogous to a leading-order WKB approximation with respect to the effective Planck constant (58). Then, Equations (93) and (94) become approximately


     ℧ +    =    U ,     



(103)






     ℧ −    =     1 2     U ,  p D 2   c   p D  − 2   −   U ,  p D  − 2    c   p D 2         =    2  p y   U 1  /  p D 2  ,     



(104)




and the whole system (95)–(98) simplifies to a system of integro-differential equations


        ∂ t  W =   H , W  c  − 2 G W − 2  μ dw  ( 0 )   W ,     



(105)






        ∂ t  U +  μ zf  ( 0 )   U =  ∂ y  ∫    d 2  p    ( 2 π )  2    p x   p y   W ¯  ,     



(106)




where


    H   =     p x  U +  p x   U 2  /  p D 2  − β  p x  /  p D 2  ,     



(107)






    G   =    − 2  p x   p y   U 1  /  p D 2  +  1 2     U 2  ,  p x  /  p D 2   c        =    − 2  p x   p y   U 1  /  p D 2  −  p x   p y   U 3  /  p D 4  ,     



(108)




where    ,  c   is a canonical Poisson bracket as defined in Appendix B.



Notice that, in the formula for  H , all derivatives of U are even, while for  G , all are odd, which is similar to even-odd function classification in quantum mechanics. In this case, this is caused by a discrete   Z 2   symmetry with respect to the mirror transformation   x → x ,  y → − y  , which leaves invariant both  H  and  G . This symmetry thus supplements the parity-time reversal symmetry   x → − x ,  t → − t  , of the system (105)–(108), which occurs when    μ dw  ( 0 )   =  μ zf  ( 0 )   = 0  .



By zonal averaging of Equations (105) and (106), we obtain the following equations:


        ∂ t   W ¯  =   H ,  W ¯   c  − 2 G  W ¯  − 2  μ dw  ( 0 )    W ¯  ,     



(109)






        ∂ t  U = −  μ zf  ( 0 )   U +  ∂ y   ∫    d 2  p    ( 2 π )  2    p x   p y   W ¯  ,     



(110)




where we also used Equations (43) and (121). The former of these equations belongs to a class of generalized WKE models, some other examples to be found in [23].



Finally, in the eikonal approximation, the integrals (99)–(102) can be simplified to


     Z dw    =     1 2  ∫    d 2  p    ( 2 π )  2    d 2  x   p D 4  W =  1 2  ∫    d 2  p    ( 2 π )  2   d y   p D 4   W ¯  ,     



(111)






     Z zf    =     1 2  ∫ d y   U 1 2  ,     



(112)






     E dw    =     1 2  ∫    d 2  p    ( 2 π )  2    d 2  x   p D 2  W =  1 2  ∫    d 2  p    ( 2 π )  2   d y   p D 2   W ¯  ,     



(113)






     E zf    =     1 2  ∫ d y   U 2  ,     



(114)




while the total values are as defined in Equation (36), as before. The rates of these values are


      d  d t    Z dw     =     1 2  ∫    d 2  p    ( 2 π )  2   d y   p D 4    ∂ t   W ¯        =    − 2  μ dw  ( 0 )    Z dw  − ∫    d 2  p    ( 2 π )  2   d y   p x   p y   U 3   W ¯  ,     



(115)






      d  d t    Z zf     =    ∫ d y   U 1    ∂ y   ∂ t  U = − ∫ d y   U 2    ∂ t  U       =    − 2  μ zf  ( 0 )    Z zf  + ∫    d 2  p    ( 2 π )  2   d y   p x   p y   U 3   W ¯  ,     



(116)






      d  d t    E dw     =     1 2  ∫    d 2  p    ( 2 π )  2   d y   p D 2    ∂ t   W ¯        =    − 2  μ dw  ( 0 )    E dw  + ∫    d 2  p    ( 2 π )  2   d y   p x   p y   U 1   W ¯  ,     



(117)






      d  d t    E zf     =    ∫ d y  U   ∂ t  U       =    − 2  μ zf  ( 0 )    E zf  − ∫    d 2  p    ( 2 π )  2   d y   p x   p y   U 1   W ¯  ,     



(118)




where we used evolution Equations (109) and (110), and formulae from Appendix B.



Using these expressions for rates, one can immediately see that total enstrophy and total energy (36) evolve in our model according to the formulae


      d  d t    Z tot     ≡     d  d t    Z dw  +  d  d t    Z zf  = − 2   μ dw  ( 0 )    Z dw  +  μ zf  ( 0 )    Z zf   ,     



(119)






      d  d t    E tot     ≡     d  d t    E dw  +  d  d t    E zf  = − 2   μ dw  ( 0 )    E dw  +  μ zf  ( 0 )    E zf   .     



(120)







Therefore, depending on values of  μ ’s, our system’s enstrophy and energy can evolve in different ways. Let us consider the following special cases:




	
Overall conservation occurs when


   μ dw  ( 0 )   =  μ zf  ( 0 )   = 0 .  



(121)







In this case, both energy and enstrophy can flow from the drift-wave component to the zonal-flow one, and back, but do not leave the system:


      Z tot   ( t )     =     Z tot   ( 0 )  = const ,     



(122)






      E tot   ( t )     =     E tot   ( 0 )  = const .     



(123)







	
Overall exponential gain or loss occurs when


   μ dw  ( 0 )   =  μ zf  ( 0 )   = λ / 2 ,  



(124)




where  λ  is a real-valued constant. In this case, the total energy and enstrophy of our system both increase (decrease) if  λ  is negative (positive), at an exponential rate:


      Z tot   ( t )     =     Z tot   ( 0 )  exp  ( − λ t )  ,     



(125)






      E tot   ( t )     =     E tot   ( 0 )  exp  ( − λ t )  ,     



(126)




which ultimately leads to either critical instability or to the complete depletion of the system. Thus, our system has a finite lifetime   τ = 1 / λ   in this case.








To conclude, an eikonal approximation reveals a number of important features of dissipative processes induced by drift-wave turbulence, including the behaviour of average values of energy and vorticity of its drifton and zonal-flow components.





6. Phase-Space Formulation: Sustainable Evolution


In this section, we adopt a Wigner–Weyl formalism in the case of the normalized density operator   ρ ^  . In the computations that follow, an ansatz (72) will be of great assistance because it offers us a shortcut for our calculations. Then, use the results related to non-sustainable evolution.



6.1. Wigner–Weyl Transform


Let us introduce the Weyl symbol of the normalized density operator   ρ ^   as the ratio [75]:


  W  (  ρ ^  )  ≡ ρ  ( x , p , t )  = W  (  W ^  )  /  T W   ( t )  ,  



(127)




where


   T W   ( t )  = ∫    d 2  p    ( 2 π )  2    d 2  x  W  (  W ^  )  ,  



(128)




and   W (  W ^  )   is given by Equation (86). Therefore, an ansatz (72) can be applied in the form


     ρ ( x , p , t )    =     W ˋ   ( x , p , t )  /  T  W ˋ    ( t )  ,     



(129)






      T  W ˋ    ( t )     =    ∫    d 2  p    ( 2 π )  2    d 2  x   W ˋ   ( x , p , t )  ,     



(130)




where    W ˋ   ( x , p , t )    is a solution of the equation


   ∂ t   W ˋ  =  {   {   H ˋ  +  ,  W ˋ  }   }  −  {   {   {   Γ ˋ  0  ,  W ˋ  }   }   }  ,  



(131)




where


      H ˋ  +    ≡     H +   |  U =  U ˋ    =   ℧ ˋ  +   p x  +  1 2   {   {   {   U ˋ  2  , 1 /  p D 2  }   }   }   p x  − β  p x  /  p D 2  ,     



(132)






      Γ ˋ  0    ≡     Γ 0   |  U =  U ˋ    = −   ℧ ˋ  −   p x  +  1 2   {   {   U ˋ  2  , 1 /  p D 2  }   }   p x  +  μ dw  ( 0 )   ,     



(133)




where


      ℧ ˋ  +    =     1 2    {   {   {  U ˋ  ,  p D 2  }   }   }  🟉  p D  − 2   − i  {   {  U ˋ  ,  p D  − 2   }   }  🟉  p D 2   ,     



(134)






      ℧ ˋ  −    =     1 2    {   {  U ˋ  ,  p D 2  }   }  🟉  p D  − 2   −  {   {  U ˋ  ,  p D  − 2   }   }  🟉  p D 2   ,     



(135)




where function   U ˋ  , according to Equations (76) and (129), is a solution of the equation


      ∂ t   U ˋ  +  μ zf  ( 0 )    U ˋ  =  1  T  W ˋ     ∂ y  ∫    d 2  p    ( 2 π )  2     p y  🟉   W ¯  ˋ  🟉  p x  ,     



(136)




where    W ¯  ˋ   is a zonal average of the solution of Equation (131).



Furthermore, averages (77)–(80) take the form


      Z ˋ  dw    =     1  2  T  W ˋ     ∫    d 2  p    ( 2 π )  2    d 2  x   p D 4  🟉  W ˋ  ,     



(137)






      Z ˋ  zf    =     1 2  ∫ d y    U ˋ  1 2  ,     



(138)






      E ˋ  dw    =     1  2  T  W ˋ     ∫    d 2  p    ( 2 π )  2    d 2  x   p D 2  🟉  W ˋ  ,     



(139)






      E ˋ  zf    =     1 2  ∫ d y    U ˋ  2  ,     



(140)




where we used the ansatz (129).




6.2. Eikonal Approximation


By analogy with Section 5.2, we obtain that Equations (134) and (135) become in a leading-order approximation


      ℧ ˋ  +    =     U ˋ  ,     



(141)






      ℧ ˋ  −    =     1 2      U ˋ  ,  p D 2   c   p D  − 2   −    U ˋ  ,  p D  − 2    c   p D 2         =    2  p y    U ˋ  1  /  p D 2  .     



(142)







Therefore, the system (131)–(136) simplifies to a system of integro-differential equations


        ∂ t   W ˋ  =    H ˋ  ,  W ˋ   c  − 2  G ˋ   W ˋ  − 2  μ dw  ( 0 )    W ˋ  ,     



(143)






        ∂ t   U ˋ  +  μ zf  ( 0 )    U ˋ  =  1  T  W ˋ     ∂ y  ∫    d 2  p    ( 2 π )  2    p x   p y    W ¯  ˋ  ,     



(144)




where


     H ˋ    =     p x   U ˋ  +  p x    U ˋ  2  /  p D 2  − β  p x  /  p D 2  ,     



(145)






     G ˋ    =    − 2  p x   p y    U ˋ  1  /  p D 2  +  1 2      U ˋ  2  ,  p x  /  p D 2   c        =    − 2  p x   p y    U ˋ  1  /  p D 2  −  p x   p y    U ˋ  3  /  p D 4  .     



(146)







Therefore, performing zonal averaging of Equation (143), we obtain the zonal-averaged master equation


      ∂ t    W ¯  ˋ     =       H ˋ  ,   W ¯  ˋ   c  − 2  G ˋ    W ¯  ˋ  − 2  μ dw  ( 0 )     W ¯  ˋ  ,     



(147)




while Equation (144) stands as is.



It is useful to compute the trace of the auxiliary density operator in this approximation. Using Equations (71), (129), (130), (146) and (147), we obtain


    T ˙   W ˋ   = − 2  μ dw  ( 0 )    T  W ˋ   − 2  G W  ,  



(148)




where


      G W   ( t )     ≡    ∫    d 2  p    ( 2 π )  2   d y   G ˋ    W ¯  ˋ  = − ∫    d 2  p    ( 2 π )  2   d y     p x   p y    p D 2    2  U 1  +   U 3   p D 2      W ¯  ˋ  ,     



(149)




is an average of the truncated decay rate operator,     Γ ^  0  −  μ dw  ( 0 )    I ^   , with respect to the auxiliary (non-normalized) density operator.



Finally, in the eikonal approximation, averages (137)–(140) can be simplified to


      Z ˋ  dw    =     1  2  T  W ˋ     ∫    d 2  p    ( 2 π )  2   d y   p D 4    W ¯  ˋ  ,     



(150)






      Z ˋ  zf    =     1 2  ∫ d y    U ˋ  1 2  ,     



(151)






      E ˋ  dw    =     1  2  T  W ˋ     ∫    d 2  p    ( 2 π )  2   d y   p D 2    W ¯  ˋ  ,     



(152)






      E ˋ  zf    =     1 2  ∫ d y    U ˋ  2  .     



(153)







Therefore, rates of these values can be computed, using the evolution Equations (144), (147) and (148), and formulae from Appendix B, as


      d  d t     Z ˋ  dw     =     1 2  ∫    d 2  p    ( 2 π )  2   d y   p D 4    d  d t     1  T  W ˋ       W ¯  ˋ  +  1  T  W ˋ     ∂ t    W ¯  ˋ         =    2  G ρ    Z ˋ  dw  −  1  T  W ˋ    ∫    d 2  p    ( 2 π )  2   d y   p x   p y    U ˋ  3    W ¯  ˋ  ,     



(154)






      d  d t     Z ˋ  zf     =    ∫ d y    U ˋ  1    ∂ y   ∂ t   U ˋ  = − ∫ d y    U ˋ  2    ∂ t   U ˋ        =    − 2  μ zf  ( 0 )     Z ˋ  zf  +  1  T  W ˋ    ∫    d 2  p    ( 2 π )  2   d y   p x   p y    U ˋ  3    W ¯  ˋ  ,     



(155)






      d  d t     E ˋ  dw     =     1 2  ∫    d 2  p    ( 2 π )  2   d y   p D 2    d  d t     1  T  W ˋ       W ¯  ˋ  +  1  T  W ˋ     ∂ t    W ¯  ˋ         =    2  G ρ    E ˋ  dw  +  1  T  W ˋ    ∫    d 2  p    ( 2 π )  2   d y   p x   p y    U ˋ  1    W ¯  ˋ  ,     



(156)






      d  d t     E ˋ  zf     =    ∫ d y   U ˋ    ∂ t   U ˋ        =    − 2  μ zf  ( 0 )     E ˋ  zf  −  1  T  W ˋ    ∫    d 2  p    ( 2 π )  2   d y   p x   p y    U ˋ  1    W ¯  ˋ  ,     



(157)




where we used    G ρ   ( t )  ≡  G W  /  T  W ˋ     to denote an average of the truncated decay rate operator with respect to the main (normalized) density operator.



Using these formulae, one can see that “normalized” total enstrophy and total energy (36) evolve in our model according to the formulae


      d  d t     Z ˋ  tot     ≡     d  d t     Z ˋ  dw  +  d  d t     Z ˋ  zf  = − 2   G ρ    Z ˋ  dw  +  μ zf  ( 0 )     Z ˋ  zf   ,     



(158)






      d  d t     E ˋ  tot     ≡     d  d t     E ˋ  dw  +  d  d t     E ˋ  zf  = − 2   G ρ    E ˋ  dw  +  μ zf  ( 0 )     E ˋ  zf   ,     



(159)




where we used the total values defined by Equation (36) as analogy, per usual. Notice that, unlike their analogues from Section 5.2, these rates do not depend on   μ dw  ( 0 )   .





7. Conclusions


In this paper, we have presented a statistical mechanical approach to describing dissipative phenomena in zonal flows of plasmas and atmospheric fluids, such as drift waves and Rossby waves, which is based on the Landau–von Neumann’s density operator in a theory of open quantum systems. This became possible due to an occurrence of Hilbert space associated with an electric potential or stream function, which is regarded as the fundamental Hilbert space of the theory. This results in a formal mapping between flow and wave equations, which allows us to describe zonal flows and associated phenomena as macroscopic wave-mechanical effects. As a consequence of this mapping, flow equations can be rewritten as Schrödinger-like equations, with two important differences: for dimensionality purposes, one uses an effective Planck constant whose value is not necessarily equal to the quantum-mechanical Planck constant, and the resulting Hamiltonian operator is not necessarily Hermitian.



The second feature requires us to treat the entire theory from within the framework of the non-Hermitian Hamiltonian approach, where anti-Hermitian parts of Hamiltonian operators usually describe an effect of the environment. Fortunately, such an approach has been already developed and applied to various open systems. According to this formalism, one has to generalize from state vectors to density operators, because pure states do not necessarily stay pure during the time evolution in the presence of dissipation and noise. Moreover, the density operator approach prevents the occurrence of complex-valued energies. In this approach, energies are always real-valued, and refer to the subsystem itself, whereas any anti-Hermitian components describe the effects of the environment upon this subsystem (decay rates, et cetera).



Thus, after deriving a Hamiltonian operator and evolution equations for state vectors in our DW/RW models, we made a transition from state vectors to density operators, introduced NH master equations and defined observables; including the enstrophy and energy of both the waves and zonal flow. The upshot is that two types of density operator’s evolution exist; these can be referred to as non-sustainable and sustainable, analogous with some photobiological systems where they can be visualized.



The non-sustainable type is the one described by the non-normalized density operator. During such evolution, an open (sub)system experiences drain or loss of its degrees of freedom, which can result in its total decay or critical instability. While this can indeed be the case in some systems, it is not a compulsory feature of all open systems.



The sustainable type is the one described by the density operator which is normalized at all-times. This automatically removes the problem of probability’s gain or loss in NH systems, thus enhancing their stability. An example of such stability would be an environment-assisted stability in photobiological systems. Consequently, various observables, including those related to enstrophy and energy, behave in a way that is different from the non-sustainable case.



Because we are dealing with reduced density operators, a selection of one or another type of NH evolution, or even the switch between them at some point in time, is a process external to the subsystem itself. In fact, this process is neither unitary nor continuous. It can be considered a special case of the effect induced by the environment, which can also include the measuring apparatus itself.



Furthermore, to establish a method for solving master equations for a given DW/RW model, we considered a phase-space formulation of the theory. We introduced relevant Weyl–Wigner transforms and rewrote evolution equations and observables in the Moyal form. We also studied a leading-order approximation of the Wigner approach, for both types of evolution, which is analogous to the eikonal or geometrical approximation in optics or WKB approximation in quantum mechanics.



As it turns out, the statistical-mechanical density operator formalism shows itself to be an approach to dissipative phenomena related to zonal flows, which has clear foundations and notions emanating from quantum mechanics. It also allows us to take into account the wave-mechanical effects in the above-mentioned systems, thus producing more realistic descriptions thereof. As such, the formalism can also be extended to other dissipative systems in plasma and atmospheric physics, which allow the wave-mechanical analogy and non-Hermitian Hamiltonian operator description.
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The following abbreviations are used in this manuscript:



	DW
	Drift wave, drifton



	HME
	Hasegawa–Mima equation



	NH
	Non-Hermitian Hamiltonian



	RW
	Rossby wave



	WKB
	Wentzel–Kramers–Brillouin



	WKE
	Wave kinetic equation



	ZF
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Appendix A. Derivation of Vorticity


In the case of effectively two-dimensional systems, one can define vorticity as a projection of the vorticity pseudovector on the third axis. We therefore assume


  w ≡ w ·  e z  =  ( ∇ ×  v ⊥  )  ·  e z  ,  



(A1)




where   w = ∇ ×  v ⊥    is the vorticity pseudovector, and   v ⊥   is the ion’s velocity in the   ( x , y )   plane. Using Equation (8), we obtain


  w =  w  ( 1 )   +  w  ( 2 )   +  w  ( 3 )   ,  



(A2)




where


     w  ( 1 )     =    −  1 B  ∇ ×  ( ∇ ϕ ×  e z  )  ,     



(A3)






     w  ( 2 )     =    −  1   ω  c i   B   ∇ ×  ∂ t  ∇ ϕ = 0 ,     



(A4)






     w  ( 3 )     =     1   ω  c i    B 2    ∇ ×  [  ( ∇ ϕ ×  e z  )  · ∇ ] ∇ ϕ  .     



(A5)




In the components’ notations, we can write these expressions as


      (  w  ( 1 )   )  k    =    −  1 B   ϵ  m k l    ϵ  m j 3    ∂ l   ∂ j  ϕ =  1 B   δ  k 3    ∂ m   ∂ m  ϕ ,     



(A6)






      (  w  ( 3 )   )  k    =     1   ω  c i    B 2     ϵ  k m n    ϵ  i j 3    ∂ i   ∂ n  ϕ   ∂ m   ∂ j  ϕ         =     1   ω  c i    B 2     δ  k 3    (  ∂ m   ∂ n  ϕ   ∂ m   ∂ n  ϕ −  ∂ n   ∂ n  ϕ   ∂ m   ∂ m  ϕ )  ,     



(A7)




where we used the following properties of the Levi–Civita symbol in three dimensions:


      ϵ  i j k    ϵ  i m n      =     δ  j m    δ  k n   −  δ  j n    δ  k m   ,     



(A8)






      ϵ  i j k    ϵ  l m n      =     δ  i l    (  δ  j m    δ  k n   −  δ  j n    δ  k m   )  −  δ  i m    (  δ  j l    δ  k n   −  δ  j n    δ  k l   )  +  δ  i n    (  δ  j l    δ  k m   −  δ  j m    δ  k l   )  .     



(A9)








Appendix B. Wigner–Weyl Formalism


The Weyl symbol   A ( x , p )   for any given operator   A ^   is defined as


  A  ( x , p )  = ∫  d n   s exp   ( − i p · s )   〈 x + s / 2 |   A ^   | x − s / 2 〉  .  



(A10)






  A  ( x ,   x  ′  )  =  1   ( 2 π )  n   ∫  d n  p exp  [ − i p ·  (   x  ′  − x )  ]  A       x  ′  + x  2  , p  ,  



(A11)




in particular


  A  ( x , x )  = ∫    d n  p    ( 2 π )  n   A  ( x , p )  .  



(A12)




Completeness condition


   ∫  − ∞  ∞   d n   p | p 〉 〈 p |  = 1 .  



(A13)




Delta function


  δ  ( x )  =  1  2 π    ∫  − ∞  ∞   d n  p exp   ( i p · x )   .  



(A14)




Inner product of two different variables


   〈 x , p 〉  =  1   2 π    exp   ( i p · x )   .  



(A15)




Moyal product rule: for any    C ^  =  A ^   B ^   , the corresponding Weyl symbols satisfy


  C ( x , p ) = A ( x , p ) 🟉 B ( x , p ) ,  



(A16)




where 🟉 is the Moyal product defined as


  A  ( x , p )  🟉 B  ( x , p )  ≡ A  ( x , p )  exp   ( i  L ^  / 2 )   B  ( x , p )  ,  



(A17)




where    L ^  ≡   ∂ x  ←  ·   ∂ p  →  −   ∂ p  ←  ·   ∂ x  →    is the Janus operator, and


  A  L ^  B ≡   A , B  c  =  ∂ x  A   ∂ p  B −  ∂ p  A   ∂ x  B  



(A18)




is the canonical Poisson bracket.



The Moyal product is associative


  A 🟉 B 🟉 C ≡ ( A 🟉 B ) 🟉 C = A 🟉 ( B 🟉 C ) ,  



(A19)




and becomes an ordinary product inside the phase space integrals


  ∫  d n  x  d n  p A 🟉 B = ∫  d n  x  d n  p A B ,  



(A20)




provided integrands vanish at integration boundaries. Using the Moyal product, it is convenient to define the Moyal or sine bracket


   {   { A , B }   }  ≡ − i  ( A 🟉 B − B 🟉 A )  = 2 A sin  (  L ^  / 2 )  B ,  



(A21)




which is the Wigner map of the commutator,


    A ^  ,  B ^   ↦ i  {   { W  (  A ^  )  , W  (  B ^  )  }   }  = i  {   { A , B }   }  ,  



(A22)




as well as the symmetric Moyal or Groenewold–Baker’s cosine bracket


   {   {   { A , B }   }   }  ≡ A 🟉 B + B 🟉 A = 2 A cos  (  L ^  / 2 )  B ,  



(A23)




which is the Wigner map of the anti-commutator


    A ^  ,  B ^   ↦  {   {   { W  (  A ^  )  , W  (  B ^  )  }   }   }  =  {   {   { A , B }   }   }  ,  



(A24)




where   W (  A ^  )   denotes the Weyl transform of   A ^  .



When assuming an eikonal or leading-order WKB approximation, these brackets have the following properties:


   {   { A , B }   }  ↦ A  L ^  B =   A , B  c  + O  (  ℏ eff 2  )  ,   {   {   { A , B }   }   }  ↦ 2 A B + O  (  ℏ eff 2  )  ,  



(A25)




where the effective Planck constant is defined in Equation (58).



Finally, let us give some useful formulae for our case. If configuration space is two-dimensional and phase-space functions A and B do not depend on a coordinate x, we obtain


         A , B  c  =  ∂ y  A   ∂  p y   B −  ∂  p y   A   ∂ y  B ,     



(A26)






       f   A , B  c  = − B   ∂  p y   f   ∂ y  A + D  (  ∂  p y   ,  ∂ y  )  ,   ∀  f = f  ( p )  ,     



(A27)




where   D ( ∂ )   are total derivative terms with respect to arguments listed in braces. Such terms can be omitted when working inside reduced phase space integrals:   ∫  d 2  p  d y  D  ( ∂ )  = 0  , assuming that physical values vanish at phase space borders. For instance, for the functions


    H   =     p x  U +  p x   U 2  /  p D 2  − β  p x  /  p D 2  ,      G   =    − 2  p x   p y   U 1  /  p D 2  −  p x   p y   U 3  /  p D 4  ,     








we obtain the following identity:


  ∫    d 2  p    ( 2 π )  2   d y   p D  2 n      H ,  W ¯   c  − 2 G  W ¯   = 2 ∫    d 2  p    ( 2 π )  2   d y   p x   p y   p D  2 ( n − 1 )     ( 1 − n )    U 1  +   U 3   p D 2    +  U 1    W ¯  ,  



(A28)




where n is an integer, hence


       ∫    d 2  p    ( 2 π )  2   d y   p D 4     H ,  W ¯   c  − 2 G  W ¯   = − 2 ∫    d 2  p    ( 2 π )  2   d y   p x   p y   U 3   W ¯  ,     



(A29)






       ∫    d 2  p    ( 2 π )  2   d y   p D 2     H ,  W ¯   c  − 2 G  W ¯   = 2 ∫    d 2  p    ( 2 π )  2   d y   p x   p y   U 1   W ¯  ,     



(A30)




because neither U nor   W ¯   will depend on x.
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