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Abstract: Supervised neural network models have achieved outstanding performance in the
document summarization task in recent years. However, it is hard to get enough labeled training data
with a high quality for these models to generate different types of summaries in reality. In this work,
we mainly focus on improving the performance of the popular unsupervised Textrank algorithm that
requires no labeled training data for extractive summarization. We first modify the original edge
weight of Textrank to take the relative position of sentences into account, and then combine the output
of the improved Textrank with K-means clustering to improve the diversity of generated summaries.
To further improve the performance of our model, we innovatively incorporate external knowledge
from open-source knowledge graphs into our model by entity linking. We use the knowledge graph
sentence embedding and the tf-idf embedding as the input of our improved Textrank, and get the
final score for each sentence by linear combination. Evaluations on the New York Times data set
show the effectiveness of our knowledge-enhanced approach. The proposed model outperforms
other popular unsupervised models significantly.

Keywords: document summarization; knowledge graph; Textrank; unsupervised model

1. Introduction

Document summarization is considered as a challenging task in natural language processing.
This task aims at generating some short sentences to summarize the main points of a whole document.
Document summarization methods are divided into two categories. The first one is extractive
summarization which selects sentences from source documents as a summary. Another important
type is abstractive summarization, which is more difficult than extractive summarization. New words
and phrases are generated by abstractive summarization algorithms to express the main idea of an
original document.

Many recent studies focus on deep learning mechanisms in order to improve the performance of
models on the extractive or abstractive summarization task. Many sequence-to-sequence models [1–3]
and attention-based models [4] are proposed for this task. BERT [5] is also used in existing deep
learning models to achieve a better performance [6,7]. These studies have achieved promising results
in document summarization.

However, most of the above deep learning models are supervised models, and a large amount
of labeled training data is required for the training process. In reality, it is difficult to get so much
high-quality data set with labeled documents and summaries in all domains. Compared with other
natural language processing tasks such as text classification, the available labeled data set for document
summarization is limited, and most of the labeled documents are about news. Therefore, it is necessary
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to research on improving the performance of unsupervised summarization algorithms that require no
labeled training set.

Previous studies on unsupervised models mainly focus on extractive summarization. Most of
the popular algorithms are based on graph algorithms or text cluster algorithms. Among them, graph
algorithms such as Textrank [8] and Centroid [9] are the most popular. In these studies, each sentence
of a document is embedded into a vector by using tf-idf [10], skip-thought vectors [11] or BERT [5].
These sentences are represented as nodes of a graph, and the similarity of these sentences is calculated
as the weight of edges. Graph-sorting algorithms such as Pagerank [12] are used to calculate the score
of these nodes. Sentences that have the highest scores are selected as the abstract of a document.

Although these graph models have achieved good results, there are still some limitations.
One problem of the Textrank-based algorithm is that the relative position between sentences is not
considered in Textrank because documents are turned into undirected graphs. Another problem is that
sentences of the highest scores are very likely to be similar, which affects the diversity of the generated
summaries. Furthermore, due to lack of labeled training data, it is difficult for these unsupervised
models to achieve as good performance as supervised ones.

In this paper, a knowledge-enhanced unsupervised model based on Textrank and K-means is
therefore proposed to overcome all the above problems. In this model, tf-idf algorithm is used for
sentence embedding and the similarity between sentences is obtained by cosine similarity. Our first
approach to address these problems is to improve the performance of Textrank by multiplying the
weight separately according to the relative position between sentences. Our second approach is to
improve the diversity of generated abstracts. The output of K-means cluster algorithm and Textrank is
combined for the selection of top k sentences. The sentences selected should be in a different cluster so
that the diversity of our abstract is improved.

To further improve the performance of our model, we incorporate external knowledge from
open-source knowledge graphs to our model. We use external knowledge to generate better summaries
for the following reasons. The first reason is that we can acquire external domain knowledge of
high quality from knowledge graphs. Thanks to the development of open-source knowledge graph
and entity linking systems, we can map words to entities on knowledge graphs such as Wikipedia
(https://www.wikipedia.org/) with high accuracy. The second reason is that tf-idf is a count-based
algorithm which does not take synonyms into account. If we use entity linking systems, similar words
may be linked to the same entity, and a polysemous word may be linked to different ones so that we get
a better sentence embedding. The third reason is that the domain knowledge from knowledge graphs
has been proven useful in supervised summarization methods [13,14]. According to their studies, it is
more meaningful for a summarization model to generate an entity in a special domain than other words.
As a result that there is little research on using external knowledge in unsupervised summarization
models, we decide to investigate on incorporating external knowledge into unsupervised models in
this paper. In our approach, we use an open-source entity linking system to link words to entities in
Wikipedia. All the entities in our documents are discovered, and each sentence is transferred to an
one-hot vector based on the frequency of entities. We use the same algorithm based on our improved
Textrank to get another score for each sentence. These scores are combined by linear combination and
the results of K-means is also considered in our model to ensure that the sentences for summarization
are not similar with each other.

Our main contributions are as follows:

(1) We improve the performance of traditional unsupervised learning models by modifying the
Textrank algorithm and combining the output of Textrank and K-means. Our model takes the
relative position of sentences into account and improves the diversity of the generated abstracts.

(2) We innovatively incorporate external knowledge from knowledge graphs to our unsupervised
model to improve the performance on summarization. A different embedding method based on
entity linking is proposed in this paper. Our model runs the improved Textrank algorithm twice
to incorporate the external knowledge from Wikipedia into our model.

https://www.wikipedia.org/
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(3) Experiments are conducted on the New York Times data set. The experimental results show that
our knowledge-enhanced model outperforms other mainstream unsupervised models.

2. Related Work

Document summarization has been widely studied for many years. Extractive summarization
methods choose a subset of sentences from the original text to summarize a document. These sentences
are scored and rearranged by many machine learning or deep learning algorithms. Before we use
these ranking algorithms, sentences should be embedded into vectors to determine their similarity.
A commonly used sentence embedding method is td-idf [10], which computes both the frequency
and the inverse document frequency of words. Recently proposed skip-thought vectors [11] and
BERT [5] are also useful sentence embedding methods, and they are widely used in deep learning
summarization models. Many popular unsupervised models for document summarization are based
on graph algorithms such as Textrank [8] and Centroid [9]. In the Textrank algorithm, the score of a
sentence is calculated by Pagerank, which is a popular graph-based ranking algorithm in many areas.
Lexrank [15] uses a stochastic graph-based method to compute the relationship of sentences, and this
method is essentially identical to TextRank. To further improve the performance of these unsupervised
graph algorithms, the original Textrank algorithm is often modified for the target task. For example,
Mallick et al. [16] modify the inverse sentence frequency-cosine similarity by giving different weights
to different words. Although these graph models perform well in document summarization tasks,
the relationship between sentences are not considered in these models, and these models are likely to
select similar sentences as summaries. In addition to the graph-based algorithms, unsupervised text
cluster methods such as K-means [17] and K-medoids [18] are also used in document summarization
tasks, and the sentences selected by these methods are independent of each other. In this paper,
both the popular Textrank graph model and the K-means cluster algorithm are used in our approach.
We take the relative position of sentences into account in order to improve the performance of Textrank,
and select sentences that are independent of each other as summaries with the help of K-means
cluster algorithms.

Deep learning models are also widely used in document summarization tasks.
Many previous studies focus on neural sequence-to-sequence models for extractive and abstractive
summarization [1,2]. See et al. [3] propose a pointer-generator network to overcome the shortcomings
of traditional Seq2Seq models. Some studies focus on the use of reinforcement learning [19–21]
in document summarization tasks and achieve good performance. Attention mechanism,
Transformer [22] and BERT [7,23] are also popular methods in text summarization. Paulus et al. [4]
propose a network with a novel intra-attention for the abstractive summarization of long documents.
Bouscarrat et al. [6] propose a light model based on Transformer for extractive summarization.
However, most of these deep learning mechanisms are supervised models and they need a large
number of training data. In reality, we may not have enough labeled data to train these models.

Due to the lack of relevant domain knowledge, the performance of previous models is not
satisfactory. To solve this problem, some recent studies focus on incorporating external knowledge
into deep learning models to make these summarization models knowledgeable, and the external
knowledge may come from templates, topics or knowledge graphs. Wang et al. [24] propose an
abstractive model based on templates and a bi-directional selective mechanism. Different types of
templates are used as external knowledge to generate better summaries. Zhou et al. [25] experiment
on encoding distinctive external features such as Named Entity Recognition (NER) in the question
generation task. The topics of documents are also useful information, and many researchers focus
on the influence of topics for generating summaries with better quality [26–28]. In addition to topics,
real-world entities from knowledge graphs are also meaningful knowledge that can improve the
quality of summaries. Sun et al. [13] incorporate the background information of products into the
popular pointer network by adding a knowledge encoder. The model performs well in the product
title summarization task. Huang et al. [14] propose a knowledge graph-based abstractive model that
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utilizes a dual encoder and a graph-structured encoder for summarization. However, most of them use
external knowledge in supervised deep learning models. Few studies have focused on unsupervised
learning models such as Textrank for document summarization [23]. Ramakanth et al. [29] propose an
approach based on knowledge-based graph mining and name entity recognization for unsupervised
extraction of diagnosis codes. Hou et al. [30] construct a domain knowledge base and propose an
unsupervised Chinese rhetorical parsing architecture for summarization. These methods are the
examples of the few studies on incorporating external knowledge into unsupervised models for
summarization. However, Ramakanth et al. focus on summarization for medical records rather
than news articles. Hou et al. use a rhetorical parsing architecture rather than graph models for
unsupervised learning, and their model is a Chinese-oriented summarization model. In our approach,
we focus on incorporating external knowledge into unsupervised graph models for extractive
summarization on news articles. A knowledge-enhanced model based on unsupervised Textrank and
K-means algorithms is proposed in our paper to generate better summaries.

3. Method

An unsupervised summarization model selects a subset of words or sentences from a document
to generate a summary. The input of our task is a document consisting of several sentences
D = {x1, x2, ..., xn}, and n equals the number of sentences. The output of the task is a summary
of sentences D′ = {x′1, x′2, ..., x′m}, where m <n. Usually, an unsupervised model gives scores
S = {s1, s2, ..., sn} to these sentences to represent their importance, and sentences with the highest
scores are chosen as the final summary.

In this section, we will describe our Knowledge Graph-Based Summarizer with K-means and
TextRank (kg-KMTR) model in detail. The architecture of our model is shown in Figure 1. Kg-KMTR
splits the input documents into sentences, and transfers these sentences into vectors V = {v1, v2, ..., vn}
by tf-idf algorithms. An entity linking system is used in kg-KMTR to incorporate external knowledge
from Wikipedia into our model. To make use of external knowledge, kg-KMTR first finds out all the
entities in the sentences, and then uses another knowledge graph embedding V′ = {v′1, v′2, ..., v′n} to
represent them. These two kinds of sentence vectors are input into our improved Textrank algorithm,
and then we have two scores S = {s1, s2, ..., sn} and S′ = {s′1, s′2, ..., s′m} for each sentence. These two
scores are combined as the final score for these sentences. Furthermore, K-means cluster is also used
in kg-KMTR because the Textrank algorithm tends to select similar sentences as summary sentences.
The top k sentences should be in different clusters to improve the diversity of our generated summaries.

Figure 1. The overview of the Knowledge Graph-Based Summarizer with K-means and TextRank
(kg-KMTR) model.
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In Section 3.1, we describe how we use and improve the traditional Textrank algorithm to
generate better summaries. In Section 3.2, we propose a knowledge-enhanced approach to incorporate
knowledge from Wikipedia into kg-KMTR. In Section 3.3, we mainly describe our methods to combine
the scores and select the sentences.

3.1. Graph-Sorting Algorithm Based on Textrank

One serious shortcoming of the traditional Textrank algorithm is that the graph is an undirected
graph which do not consider the relative position between two sentences. It may affect the performance
because some sentences are meaningless without the previous sentences. Therefore, we modify the
original Textrank algorithm to improve the performance of our model.

3.1.1. Sentence Embedding

tf-idf algorithm is one of the most popular methods for sentence embedding in unsupervised
summarization models. Our sentences are split into words, and we use this algorithm to represent the
sentences of each document in our model. For each word in a document j, the tf-idf value is calculated
as follows:

wij = t fij × log
(

N
d fi

)
(1)

where t fi,j is the frequency of the word, and log
(

N
d fi

)
is the inverse document frequency. We get the

sentence embedding by calculating the tf-idf value of each word in the sentence. Each embedding
vector is filled in according to the index of the vocabulary.

Similarity between two sentences is calculated by cosine similarity where a and b are the sentence
embedding vectors we get above. The value of cosine similarity ranges from 0 to 1, and the formula is
shown below:

cos_sim(a, b) =
~a ·~b
‖~a‖‖~b‖

(2)

3.1.2. Improved Graph-Sorting Algorithm

After we get the sentence embedding vectors V = {v1, v2, ..., vn}, we compute a similarity matrix
E by calculating the cosine similarity between sentences and normalize it. The formula of the similarity
matrix is shown below:

Eij =
cos_sim

(
vi, vj

)
∑n 6=i cos_sim (vi, vn)

, i f i 6= j (3)

It can be seen that no directional relationship between two sentences are considered in this model.
To solve this problem, we multiply Ei,j and Ej,i by different parameters α and 1− α in order to learn
the importance of relative position between sentences. The parameter α ranges from 0 to 1.

Eij = Eij × α, i f i < j (4)

Eji = Eji × (1− α), i f i < j (5)

The rest process is almost the same as the traditional graph-sorting algorithm Pagerank.
After finishing this algorithm, sentences are sorted according to their own scores. The score of a
sentence is computed by the following formula:

score(vi) = d ∑
vj∈V

Eij × score(vj) +
(1− d)

N
. (6)
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3.2. Incorporation of External Knowledge

We believe that it is more meaningful for a summarization model to generate entities in a specific
domain than any other words, so we try to make our model more knowledgeable by incorporating
external knowledge from open-source knowledge graphs. We use an open-source entity linking system
named Dexter (http://dexter.isti.cnr.it/) in our model to link the words in sentences to Wikipedia
entries, and a knowledge graph embedding v′i is proposed to represent sentences.

Figure 2 gives an example of entities and how entity linking works in this paper. As is shown in
this figure, Michael Jeffery Jordan, United States, basketball and The National Basketball Association
are the entities in knowledge graphs such as Wikipedia. Entities are the basic units of the knowledge
graph, which contains rich domain knowledge such as properties and relationships. With the help of
entity linking algorithms, words in a sentence are linked to corresponding entities, and we only keep
these four entities to represent this sentence in this example.

Figure 2. An example of entity linking.

After we link the words in sentences to entities in Wikipedia, a vector of entities is used
v′i = [e1, e2, ..., en] to represent a sentence, and each dimension ei is the word count of a corresponding
entity. If we still use the sentence in Figure 2 as an example, the corresponding vector of this sentence
is [1, 1, 1, 1, 0, 0, ...] because these four entities only appear once in this sentence. The size of this vector
is equal to the number of the entities in the whole document. Since a sentence corresponds to fewer
entities than words, the sentence embedding vectors we get are sparse vectors. Therefore, we use word
counts instead of tf-idf algorithms to represent the entities in these sentences.

We run almost the same graph-sorting algorithm for the second time to take advantage of external
knowledge from Wikipedia. The only differences are the input vectors and the similarity function.
The sentence embedding vectors v′i mentioned above is used as our input vectors. Furthermore, due to
the fact that these embedding vectors are very sparse, cosine similarity is not appropriate to calculate
the weight of edges. If two short sentences do not contain any entities, they will have the best cosine
similarity, but they actually do not have any relationships. Therefore, we use dot product instead of
cosine similarity to calculate the similarity. We add the constant parameter to each dimension and then
use dot product to calculate similarity between sentences. We set this constant parameter as 1 in our

http://dexter.isti.cnr.it/
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experiment. As a result, a sentence with more entities tends to have a higher edge weight, and the
weight is much higher if sentences have more common entities.

3.3. Combining the Scores and Selecting the Top Sentences

After finishing the algorithms described above, we get two distinct scores for each sentence.
The scores from Section 3.2 are defined as S = {s1, s2, ..., sn} and the scores from Section 3.2 are
defined as S′ = {s′1, s′2, ..., s′n}. Each score si from S represents the importance of words in a sentence to
the entire document, and the score s′i represents the importance of entities. To incorporate external
knowledge from knowledge graphs to our model, we hope that the score of the knowledge graph can
affect the original one. Therefore, linear combination is used in the kg-KMTR to get the final scores:

score(i) = (1− β)si + βs′i (7)

where β is the parameter to adjust the influence of external knowledge on the model, which ranges
from 0 to 1. Now we are able to sort the sentences in a document by the final score.

The last problem of our model is that the sentences with the highest scores are very similar,
which may affect the diversity of the abstract. In our approach, we select the top k sentences with
the help of the K-means algorithm. K-means algorithm is an popular unsupervised text clustering
algorithm. The K-means algorithm for summarization represents the input sentences with vectors
and classifies them into k different clusters. One centroid is defined for each cluster, and there are k
centroids in total. For each turn, each sentence vector is divided into the cluster of the newest centroid,
and after all these sentences are classified, the average of vectors in each cluster is defined as the new
centroid. The objective function of K-means is:

J =
k

∑
j=1

n

∑
i=1

∥∥∥v(j)
i − cj

∥∥∥2
(8)

where v(j)
i consists of all the sentence vectors in cluster j and cj is the centroid in cluster j.

∥∥∥v(j)
i − cj

∥∥∥2

is the distance between v(j)
i and cj.

We use the tf-idf sentence embedding V = {v1, v2, ..., vn} as the input, and replace the original
distance metric with cosine similarity mentioned in Section 3.1.1. Each sentence is classified into a
cluster that ranges from 0 to k after finishing this algorithm. We select the sentence with the highest final
score from each cluster, and sort these sentences according to their position in the original document.
These sentences generate the final summary of our model.

4. Experiments

4.1. Data Set

We compare the performance of our model and other unsupervised models on the popular
document summarization data set of The New York Times Annotated Corpus (NYT Corpus) [31].
This data set includes articles published by the New York Times between 1987 and 2007, and the
summaries of these articles are written by library scientists. In our experiment, we select 2000 articles
from NYT Corpus as our validation set, and 2600 articles as the test set. Since our model is an
unsupervised model, training set is not needed in our experiment. The average numbers of sentences
in the validation set and test set are 52.26 and 50.27, and the average sentence length of summarizes is
3.33 and 3.51.
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4.2. Experiments Settings

In our experiment, we tune the hyper-parameters on the validation set and test the performance of
our model on the test set. According to the performance on the validation model, we set the parameter
d for the Pagerank algorithm as 0.8, and set α as 1. The parameter β is set as 0.3 to incorporate
knowledge from Wikipedia into our model, and the detailed tuning process of β is shown in Section 5.1
Moreover, we use sklearn (https://scikit-learn.org/stable/) to remove the stop words and generate
tf-idf sentence embeddings.

We also compare our knowledge-enhanced sentence embedding method with BERT embedding
in our ablation experiment. A publicly released Albert [32] Base model (https://tfhub.dev/google/
albert_base/3) is used in our experiment. The detailed parameters are described in Table 1.

Table 1. Parameters of the Albert Base model.

Parameter Value

embedding size 128
hidden size 768

initializer range 0.02
intermediate size 3072

max position embeddings 512
attention heads 12
hidden layers 12

vocab size 30,000

4.3. Baselines and Evaluation Metrics

We compare our model with other mainstream unsupervised document summarization baselines
on the test set. The baseline models are described in detail as follows.

Lead-3: A popular extractive baseline model, which selects the first three sentences as a summary.
Lead-3 is a simple, but very effective algorithm.

Textrank: It is proposed by [8] to select sentences according their scores on the graph. It is one of
the most common unsupervised graph-sorting algorithms to deal with text summarization tasks.

Lexrank: It is another graph-sorting algorithm proposed by [15]. Lexrank uses graph weight to
compute the importance of sentences, which is similar to Textrank.

K-means: It is proposed by [18] to summarize documents by the K-means clustering algorithm.
Sentences are embedded by tf-idf method in this approach.

Recall-Oriented Understudy for Gisting Evaluation (ROUGE) [33] is a commonly used automatic
evaluation metric in document summarization tasks. Among the ROUGE-based metrics, ROUGE-1,
ROUGE-2 and ROUGE-L are the most popular ones. They are calculated by matching the common
unigrams, bigrams and the longest subsequences between the generated summary and the correct
abstract respectively. The original ROUGE metrics only measure the recall rate, which leads to the fact
that a longer sequence may have a higher possibility to get a better score. To deal with this problem,
Rouge F1-score [34] is often used. We use ROUGE F1-score instead of recall score to measure the
performance of these models in our experiment.

5. Results and Analysis

5.1. Experimental Results and Analysis

The change of ROUGE-AVG F1-score on the validation set according to the β in Equation (7) is
shown in Figure 3. The ROUGE-AVG F1-score is the average of ROUGE-1, ROUGE-2 and ROUGE-L
F1-score. When β is zero, external knowledge from Wikipedia is not used in our model. According to
the result, when β increases from 0 to 0.3, the ROUGE F1-score increases significantly. The score
decreases when β is higher than 0.3. The changes reflect the importance of incorporating external

https://scikit-learn.org/stable/
https://tfhub.dev/google/albert_base/3
https://tfhub.dev/google/albert_base/3
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knowledge from open-source knowledge graph to our model. In the experiments below, we set β as
0.3, and test our kg-KMTR model in our test set.

Figure 3. The change of Recall-Oriented Understudy for Gisting Evaluation (ROUGE)-AVG F1-score
according to the β on the validation set.

The results of our models and the unsupervised baselines on the test set of NYT Corpus are
shown in Table 2. According to the experiment, the Lead-3 model achieves a higher ROUGE score
than the graph algorithms and the text clustering algorithms. The reason is that much important
information of a news report is at the beginning of a document, and the other unsupervised models do
not consider the relative position among sentences. Compared with the graph algorithms of Textrank
and Lexrank, the K-means algorithm achieves 31.69 of ROUGE-1, 12.02 of ROUGE-2 and 29.34 of
ROUGE-L, which is 2.01 higher than Textrank on average. The main difference between these two
algorithms is that Textrank is more likely to select three similar sentences as the summary, which may
affect the performance of the model. Document summarization method based K-means cluster solves
this problem because sentences are divided into different clusters. Our kg-KMTR model achieves
36.89 of ROUGE-1, 17.66 of ROUGE-2 and 35.27 of ROUGE-L, which performs better than the other
unsupervised baseline models. The average ROUGE score is 1.93 higher than the best baseline model.
The reason is that kg-KMTR modifies weight of edges based on the relative position and combines
the output of both Textrank and K-means to overcome the shortcomings of traditional unsupervised
models. External knowledge from Wikipedia also contributes to the improvement.

Table 2. ROUGE F1-score of unsupervised models on the test set.

Model ROUGE-1 ROUGE-2 ROUGE-L ROUGE-AVG

Lead-3 34.64 16.22 33.18 28.01
Textrank 29.96 9.74 27.33 22.34
Lexrank 22.05 4.45 19.31 15.27
K-means 31.69 12.02 29.34 24.35

kg-KMTR (ours) 36.89 17.66 35.27 29.94

5.2. Ablation Study and Case Study

To further analyze our knowledge-enhanced method, ablation tests are performed on the
kg-KMTR. In this section, we mainly concentrate on the performance of our model with and without
external knowledge. We also compare our knowledge-enhanced sentence embedding method with the
currently popular BERT sentence embedding method.
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Our first ablation test is on the external knowledge we use in this paper. We do this experiment to
show how knowledge graphs help us to generate better summaries. In this experiment, kg-KMTR
is the knowledge-enhanced model proposed in our paper, and KMTR is the same model without
external knowledge. The remaining parts of KMTR are the same as kg-KMTR and these two models
use the same parameters. As is shown in Figure 4, knowledge enhanced kg-KMTR outperforms
KMTR on ROUGE-1, ROUGE-2 and ROUGE-L. According to our experiment, the average ROUGE
score increases by 1.01, which proves the effectiveness of our knowledge-enhanced approach on
unsupervised document summarization.

Figure 4. Performance comparison of kg-KMTR and KMTR.

We also compare our knowledge enhanced embedding approach with the popular BERT approach.
We replace the tf-idf sentence embedding and the entity embedding layers with the Albert Base model
described in Section 4.2 in this experiment. The [CLS] vectors are used for sentence embedding,
and cosine similarity is still used as the similarity evaluation method. As is illustrated in Figure 5,
simply replacing our embedding layer with the public BERT model do not improve the performance.
Our embedding method based on tf-idf and entity linking is more suitable for the task.

Figure 5. Performance comparison of kg-KMTR and Albert.

We also compare the generated summaries manually in order to further analyze the performance
of kg-KMTR. The reference summary and the generated summaries are presented in Table 3. As is
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shown in this table, the first sentence of this reference is about the bull market and the second one
is of the detailed data in 2005 and 2006. It is obvious that the three sentences selected by Textrank
algorithms are similar with each other. The traditional Textrank model fails to capture the topic and
the important data. Our KMTR model without external knowledge overcomes this shortcoming by
modifying the weight and combining the results of K-means to our sorting algorithm. It can be seen
that our KMTR model picks the right data of 12.8 and the right year 2005, and the three sentences are
not similar. KMTR generates a better summary than Textrank.

However, due to lack of external knowledge, KMTR fails to catch the topic sentence of the
document. The last summary in Table 3 is generated by our kg-KMTR model. With the help
of open-source entity linking systems, knowledge from Wikipedia is incorporated to our model.
The words in red such as “bull market” and “housing market” are all the entities we discover in
these sentences, and a sentence with more entities is more likely to be chosen as summary sentences
in our algorithms. These entities from Wikipedia are closely related to the topic of our documents,
which helps our model understand the importance of sentences better. As a result, the kg-KMTR
correctly selects the topic sentence and the important data from the document and generates the best
summary than the other models in our experiment.

Table 3. Examples of generated summaries on the NYT data set. (The words in red are entities found
by the entity linking system).

Reference:

paul j lim article holds that four-year-old bull market can continue to rage on given enough economic growth,
corporate profits and cheap capital.
average general domestic stock fund gained 12.8 percent in 2006 , representing surprising improvement
over 2005.
investors reap rewards for risks taken during year .

Textrank:

the average diversified emerging-market stock fund , for example , soared 17.4 percent in the quarter and
finished the year up 32.6 percent , according to morningstar.
despite predictions that this would be the year when large-cap domestic stock funds returned to dominance ,
small-cap stock funds again led the domestic markets among general domestic stock funds.
according to morningstar , the average small-cap growth fund advanced 11.1 percent last year , versus
7.3 percent for the average large-cap growth portfolio.

KMTR:

emboldened by an economy that proved resilient in the face of federal reserve interest-rate increases , high
oil prices and a cooling housing market , the average general domestic stock fund gained 12.8 percent last year.
but it was a surprising improvement from 2005 , when domestic stock funds gained 7.7 percent , on average ,
and looked to be tiring.
and the average gain for equities during these years has been 18 percent.

kg-KMTR:

given enough of a dose of economic growth , corporate profits and cheap capital , a bull market that ’s more
than four years old – as this one is – can still rage on like a young buck.
emboldened by an economy that proved resilient in the face of federal reserve interest-rate increases , high oil
prices and a coolinghousing market, the average general domestic stock fund gained 12.8 percent last year.
but it was a surprising improvement from 2005 , when domestic stock funds gained 7.7 percent , on average ,
and looked to be tiring.
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6. Conclusions and Future Work

In this paper, we propose a knowledge-enhanced unsupervised model based on graph algorithms
for extractive document summarization. External knowledge acquired by entity linking is used to
incorporate external knowledge from open-source knowledge graph into our graph-based model.
Compared with the traditional graph-based algorithms, the summaries generated by kg-KMTR contain
more important information because of the domain knowledge learned from open-source knowledge
graphs. We also improve the performance of the traditional Textrank algorithm by combining it with
K-means and taking the relative position of sentences into consideration. The ROUGE evaluation
on the NYT data set shows that our kg-KMTR model achieves the best result than other mainstream
unsupervised models.

Although our model has achieved outstanding performance on the NYT data set, there still exist
some limitations. Our kg-KMTR requires a knowledge graph that contains a large amount of domain
knowledge and an entity linking algorithm with high accuracy. The quality of the knowledge graph
and the entity linking algorithm may affect the performance of the model significantly. In the future,
we will construct a knowledge graph in a special domain on our own and research on a new entity
linking algorithm with a higher accuracy to generate better summaries.
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