

  electronics-09-01446




electronics-09-01446







Electronics 2020, 9(9), 1446; doi:10.3390/electronics9091446




Article



Multibit-Generating Pulsewidth-Based Memristive-PUF Structure and Circuit Implementation



Seoyeon Choi 1, Dayoung Kim 1, Yunyeong Choi 1, Wookyung Sun 2,*[image: Orcid] and Hyungsoon Shin 1,*[image: Orcid]





1



Department of Electronic and Electrical Engineering, Ewha Womans University, Seoul 03760, Korea






2



Department of Electrical and Computer Engineering, Seoul National University, Seoul 08826, Korea









*



Correspondence: wksun@snu.ac.kr (W.S.); hsshin@ewha.ac.kr (H.S.)







Received: 7 August 2020 / Accepted: 1 September 2020 / Published: 4 September 2020



Abstract

:

As Internet of Things (IoT) devices have evolved, physical unclonable functions (PUFs) have become a popular solution for hardware security. In particular, memristor devices are receiving attention as suitable candidates for reliable PUFs because they can be integrated into nano-cross point array circuits with ultra-high efficiency. However, it has been found that typical 1-bit generating PUFs consume too many challenge–response pairs (CRPs) to generate a single response. This issue has to be overcome to construct a strong and reliable PUF with a large number of valid CRPs. We suggest a bank design and quantizing entropy source method for constructing a multibit-generating PUF. In this paper, we propose a new pulsewidth-based memristive PUF (pm-PUF) architecture that incorporates analog memristor devices and a nano-cross point array. We describe the architecture’s circuit implementation and its operating process in detail. We also evaluate the inter and intra performances of the pm-PUF in terms of randomness, diffuseness, uniqueness, and steadiness to show that the proposed pm-PUF will be a promising solution for a high-density hardware security system.
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1. Introduction


As Internet of Things (IoT) applications have rapidly proliferated, connected IoT device designs have trended toward sharing private data during communication; the shared data are not always secure from advanced hacking technology. Hardware security systems have been suggested; one of the solutions is using non-volatile memory (NVM) with its high density, reduced power consumption, and non-volatility. However, this scheme proves to be vulnerable to invasive physical attacks on systems to reveal their secret information [1].



To defeat such security threats, physical unclonable functions (PUFs) have been gaining attention as a promising component for trustworthy communication. PUFs utilize inherent physical variations that occur naturally during hardware device manufacturing and that are theoretically impossible to duplicate because some of them are unpredictable and uncontrollable [2]. These variations are the source of entropy that makes the responses unique.



In general, PUFs implement a challenge–response protocol wherein a challenge is applied to a PUF and a corresponding response is generated. The specific challenge and its corresponding response form a single challenge–response pair (CRP). The response is a very complex function of the given challenge and the unique physical features of the PUF [3]. For example, the responses to different challenges have to be different for a given PUF. In addition, for a given challenge applied to different PUFs, different responses should be generated due to the distinguishing property of each PUF instance. These constraints allow a set of CRPs to be regarded as the fingerprint of a PUF device that can be used in applications such as authentication, identification, and key generation [4].



Various PUF structures have been proposed since the concept of a PUF was first introduced [5,6,7,8,9]. PUFs can be classified as conventional PUFs that use traditional Complementary Metal Oxide Semiconductor (CMOS) devices or nanoelectronic PUFs which use nano-scale devices [6]. Conventional PUFs such as ring oscillator PUFs [7], latch PUFs [8], and arbiter PUFs [9] seemed appealing because of their easy construction. However, with the technology trending toward smaller feature sizes, CMOS devices with their CMOS-based PUF structures are likely to face future physical limitations on scaling down [10].



Recently, new PUF structures that incorporate nanoelectronics such as magnetic random-access memory (MRAM) [11], phase-change memory (PCM) [12], and memristors [13] have emerged to overcome CMOS limitations. In particular, memristors are expected to be a winning candidate owing to their higher sensitivity to the fabrication process and wider device-to-device variations than conventional PUFs. Moreover, the memristor, as a two-terminal resistive memory device, has the advantage of ultra-high integration density and low cost when realized as a cross-point array architecture [14].



Memristor-based PUFs have a finite number of CRPs corresponding to the limited number of memristor cells. To build a strong PUF for trustworthy communication, it is necessary to have a large number of valid CRPs [15]. However, in most cases, PUF structures generate a single bit for a given challenge bits and multiple CRPs are consumed to generate a single multibit key [16,17]. The single-bit generating method not only wastes valid CRPs but also increases the required time for manufacturers to generate the CRP table. This means there is a need to develop a new structure to generate multibit responses. On the other hand, for a given array size, generating multiple bits per challenge is likely to have less dynamic CRPs since the combinations of memristor cells are limited. Hence, it is important to increase the inherent randomness of the individual cell.



To deal with these issues, we propose a novel multibit-generating pulsewidth-based memristive-PUF (pm-PUF) structure that combines nano-cross point arrays and multiple subarrays in a design that generates multibit responses. A summary of the main contributions of this study is as follows:




	
We present the electrical characteristics of an analog memristor model exposed to varied numbers of pulses with different pulsewidths and show that this memristor model is beneficial for wide variations.



	
We propose a new structure for a memristor-based PUF that utilizes fabrication variations that are physically inherent in nanoelectronic devices. A practical bank design is suggested for a multibit-generating pm-PUF.



	
The circuit implementation of the proposed pm-PUF architecture and its operation are described in detail.



	
The multiple bits stored in a single pm-PUF cell by quantization resolve the problem of wasted CRPs, dramatically reducing the pulse cycles required to generate them.



	
We report on a circuit simulation with HSPICE to demonstrate the unique performance of pm-PUFs in terms of randomness, diffuseness, uniqueness, and steadiness. The evaluation methods are also explained.








The rest of this study is organized as follows. Section 2 presents the memristor model and a practical bank design. We also present the proposed pm-PUF architecture and describe its operation in detail in this section. In Section 3, we analyze the performance of the pm-PUF. In Section 4, we compare the pm-PUF with other PUFs. We conclude in Section 5 with a discussion of the results and future work.




2. Materials and Methods


2.1. Cross-Point Array and Memristor Model


Cross-point array structures have attracted a lot of attention for their high device density, compatibility with existing CMOS technologies, and simple implementation of devices. Cross-point arrays typically consist of the horizontal rows and perpendicular columns. Each column is stacked on the rows and devices can be implemented at each junction. When a row and a column are selected, the device located at the junction is also selected to be read by applying a read voltage between the connected lines. In contrast, the unselected lines are floating and the unselected devices connected to them are not read. In this study,   T  a 2   O 5    memristors are implemented in a cross-point array, as shown in Figure 1. The figure shows that when a row and column are selected, read current (shown in red) flows through the selected device (also in red) at a level that depends on the cell’s resistance [18,19].



Several two-terminal nanoelectronic devices including memristors have recently emerged for use in cross-point arrays. For memristors whose behavior is based on filamentary switching, random manufacturing variations in thickness, doping concentrations, and forming directly affect the conductance of each unit produced [20].



In Figure 1b, the black diamond-shaped values are experimental data from a   T  a 2   O 5    memristor [21]. The red line in the figure shows that the simulated results from our Verilog-A memristor model conform well to the experimental data. The memristor device model was also used for applications such as neuromorphic systems in our previous work [22,23,24,25]. To calibrate the memristor, we used the generalized memristive device spice model [26] where the memristor current is represented by the hyperbolic sine function, as shown in Equation (1). The amplitude parameters    a 1    and    a 2    cause different increases in the memristor current depending on the polarity of the input voltage V(t) and its effect as represented by the parameter b.


  I ( t )   =    {       a 1  x  ( t )  sinh  (  b V  ( t )   )  ,         V  ( t )  ≥ 0        a 2  x  ( t )  sinh  (  b V  ( t )   )  ,         V  ( t )  < 0        



(1)







The memristor current also depends on the state variable x(t) which directly impacts the conductivity of the device. The state variable has a value between 0 and 1. Equation (2) shows that the change in the state variable is based on two functions: g(V(t)) and f(x(t)).


    d x   d t     =    g   (  V  ( t )   )  f  (  x  ( t )   )   



(2)







Equation (3) shows that a change in resistance only occurs when either the positive threshold    V p    or the negative threshold    V n    is exceeded.    A p    and    A n    determine the impact of the function g(V(t)). Equations (4) and (5) show that the amount of conductance change is limited as the state variable gets closer to the boundaries    x n    and    x p   . The decaying rate can be adjusted with the parameters    α n    and    α p   .


  g  (  V  ( t )   )    =  {       A p   (   e  V  ( t )    −  e   V p     )  ,         V  ( t )  >  V p        −  A n   (   e  − V  ( t )    −  e   V n     )  ,         V  ( t )  < −  V n        0 ,     −  V n    ≤ V  ( t )  ≤    V p           



(3)






  f  (  x  ( t )   )  =  {       e   α n   (  x +  x n  − 1  )     w n   (  x ,  x n   )  ,         x ≤ 1 −  x n        1 ,                       x > 1 −  x n           



(4)






  f  (  x  ( t )   )    =    {       e  −  α p   (  x −  x p   )     w p   (  x ,  x p   )  ,         x ≥  x p        1 ,                       x <  x p           



(5)






   w n   (  x ,  x n   )    =  x  1 −  x n     



(6)






   w p   (  x ,  x p   )    =    x p  − x   1 −  x p      +   1  



(7)







The functions    w n    and    w p    in Equations (6) and (7) keep the state variable value between 0 and 1. The model parameters used for calibration in this study are listed in Table 1.




2.2. Initial Distributions


Memristor electrical behavior can be regarded as digital or analog resistive switching. Digital switching devices show abrupt resistive transitions during SET and RESET operations. In contrast, analog switching devices such as the   T  a 2   O 5    memristor characterized in Figure 1b exhibit a gradual current change as consecutive electrical inputs are applied, a behavior that is substantially different than the abrupt current jump exhibited by digital switching devices [27]. Figure 2a illustrates the resistance change of the analog memristor model we used in this study for 20-, 50-, and 100-ns pulses. The figure shows that wider pulses cause larger resistance decreases and more sequential pulses of the same width also decrease resistance.



In Figure 2b, the resistance distributions in the high resistive state (HRS) and the low resistive state (LRS) are compared to those resulting from a gradual SET and RESET transition induced by various pulses by using the characteristics of analog memristors described above.



The black bars show the initial resistance variation extracted from 4096 memristors in a 64 × 64 cross-point array. Half of the devices are SET and the other half are RESET; the blue bars show this resistance distribution. In contrast, the red bars exhibit the resistance variation when 64 different pulses are randomly applied to each memristor device. The influence of the pulses is added to the initial conductance of each device, resulting in random resistance variations which can be an entropy source for PUFs. It can be seen that the analog memristor model in gradual transition shows wider resistance distribution than it shows in two discrete states. In this study, wide entropy source variation is needed because it has to be quantized into several levels later to obtain multiple bits from a single cell value. However, since a transition to nano-size devices for the next generation is underway, wide die-to-die variation for a memory is a challenge that manufacturers want to resolve [28]. Hence, expanding the initial variations, minimum initial variations is considered in this study to maximize the effect of applied pulses.




2.3. Concept of Bank Design


The concept of combining multiple unit blocks to construct a large structure has been widely studied and applied. For example, a typical dynamic random-access memory (DRAM) system is divided into multiple blocks called banks that act as independent entities [29]. This structure serves multiple memory operations in parallel, which significantly reduces the total amount of time to generate the required outputs [30]. The structure can also be used to build a multibit-generating PUF by using multiple smaller PUFs since the response-generating processes can run in parallel. Furthermore, it has already been proven that combining small PUFs to build a large PUF results in better performance [31].



The proposed bank design is portrayed in Figure 3. The entire PUF consists of multiple small PUFs, each of which returns the bit strings (   R 1   ,   R 2   ,…,     R a   ) in response to the corresponding challenge bit strings (   C 1   ,   C 2   ,…,   C a   ). The group of bit strings forms a single multibit response and challenge that is an overall input and output of the whole PUF as depicted in Figure 3a. Combining multiple PUFs in this way allows the production of multiple response bit strings in parallel which can significantly reduce the number of operating cycles needed to generate a multibit response. However, building a PUF from simply a combination of multiple PUFs increases area and total power consumption, thus a practical circuit implementation of bank design is suggested in Figure 3b. The entire array is divided into n subarrays and challenge bit strings are applied to each subarray through row and column decoders that select a particular cell out of the block. Since this practical structure is derived from a single cross-point array, each block operates from the same conditions, and a single row decoder is shared to select a row through n blocks. Therefore, fewer decoders are needed, saving area and power. Consequently, the corresponding response bit strings are generated from each block, and together they form a multibit response.




2.4. Pm-PUF Architecture


The circuit shown in Figure 4a is an implementation of the proposed pm-PUF architecture. The pm-PUF can be divided into four key parts: an MxN cross-point array, the control blocks, the decoder blocks, and the sense amplifier block. In the cross-point array of n subarrays, memristors are implemented at each junction and have the initial distribution of entropy resulting from the widely varied resistances of the gradual state transitions during the writing phase. The operation of the pm-PUF comprises a writing phase and a reading phase as determined by the read or write (R/W) signal. During the writing phase, the R/W signal is set to “0”, and, during the reading phase, the R/W signal is set to “1”.



The circuit operates initially with the control blocks which connect each row and column to the random pulse generator or the decoder block depending on the R/W signal. The control blocks comprise the row control circuitry in Figure 4b and the column control circuitry in Figure 4c. The control circuitry is connected to each of the rows and columns. It also controls the voltages applied to each of the memristors by applying the required voltages to the rows and columns. The decoder blocks determine whether a cell is read or not while the circuit is in its reading phase. The circuit implementation of decoder blocks is shown in Figure 4d,e. The row decoder circuitry is connected to one of the inputs of the control circuitry, but the column decoder circuitry, which is allocated per subarray, is connected to the gate of a switch that connects each column to the sense amplifier block. The inputs of the decoder blocks (  i  n 1   ,  i  n 2   ,…,  i  n x    and   I  N 1   ,  I  N 2   ,…,  I  N y   ) are the challenge bits which contain the information about the addresses of the selected cells. The decoder for each subarray extracts the addresses and selects the cells to be read.



Here is how the pm-PUF operates in its two phases:



Writing phase. During the writing phase when the R/W and ON signals are set to “0”, the rows and columns are disconnected from the decoder blocks but connected to the random pulse generator. Pulses with different pulsewidths generated from the random pulse generator are applied to each row. The memristors are incrementally SET, and their conductance change is induced based on the applied pulsewidth. We also set the pulse amplitude higher than a threshold voltage by applying    W  N     = 0, which ensures that the SET voltage is applied between the top and bottom electrodes. Next,    W  N     = 0 is applied to each row and pulses are applied to each column resulting in a gradual RESET to the memristor devices. The result of these SET and RESET operations is that the array’s resistance variations, the entropy source of the pm-PUF, become widely distributed, as shown in Figure 2b.



Reading phase. During the reading phase, the R/W signal is set to “1”, connecting each row to the row decoder circuitry and column to the sense amplifier block with a switch that the column decoder circuitry controls. When a challenge for pm-PUF is applied, it is split into small challenge bit strings that are applied to the decoder of each subarray, providing the addresses of the selected cells. Then, the row and column decoders release output bits where one of the bits that corresponds to the selected row and column is “1” and the others are “0”. In the row decoder circuitry, the output of its AND gate connects a read voltage to each row when both of the inputs for AND gate (ON signal and the output of the decoder) are “1”. The ON signal is added to the decoder circuitry to block the AND gates before the address information is determined. When the decoder outputs are all delivered to the AND gates, the ON signal is set to “1” and the read voltage    V  r e a d     is applied to the selected row, allowing read current to flow through the connected memristors. The read current of each memristor is likely to differ because it directly depends on the conductance determined during the writing phase. Likewise, in the column decoder circuitry, one of the switches connected to the selected column in each subarray is on and the other switches are off. Although current flows through the rest of the memristors connected to the selected row, a single column in each subarray is open for the current to flow to the sense amplifier block.



The sense amplifier block generates multibit responses by quantizing block output voltage. The sense amplifier block consists of multiple voltage sense amplifiers, as shown in Figure 5a. Sense amplifiers are one of the major components in a dense memory because they detect small voltage differences between two inputs and easily produce a binary output without additional circuits and processing. The current that flows from each block, which is related to the selected memristor’s resistance, is converted to a corresponding voltage by the load resistor    R  l o a d    . The sense amplifiers compare the voltage with reference voltages to determine which sections the voltage value includes; each section is assigned to certain bits. The number of sense amplifiers required depends on the number of sections and response bits generated per block. The total CRPs are estimated as


   C R  P  t o t a l       =   M   ×      (   N n   )   n    



(8)




where M is the number of rows and N is the number of columns. The parameter n is the number of blocks. The parameters can be altered for the required number of CRPs.



In our pm-PUF structure, the range of voltage values that the node    V m    can have is quantized into four sections, as shown in Figure 5b, to generate a 2-bit response for each subarray, thus three sense amplifiers are used. One of the quantized sections is allocated to each of the two-bit responses (00, 01, 10, and 11) and each section’s voltage boundaries are determined by three reference voltages of 227V, 234, and 241 mV. We investigated the voltage distribution of the possible combinations of selected cells and determined the reference voltages that divides the distribution equally into four sections. For example, the voltage value between 227 and 234 mV is assigned to the two-bit response “01”; any value over 241 mV is assigned to the two-bit response “11”.



By using the quantization blocks, more than one bit can be stored in a single cell, increasing the storage efficiency of a given array size [32]. As a result, the assigned response bits are gathered block by block to form a single multibit response. For example, if the voltage values from each of two blocks resulted in responses of “00” and “10”, the overall response would be “0010” obtained by concatenating the two-bit responses. Challenge–response behavior can be made more unpredictable with a more complex assignment method, but, in this paper, the simplest method of sequential assignment is used.





3. Results


3.1. Simulation Environment


We conducted a circuit simulation to build and evaluate the proposed pm-PUF. In this simulation, the pm-PUF was built using a 64 × 64 cross-point array with 1.2  Ω  for line resistance and voltage sense amplifiers, as shown in Figure 5a. For the implementation of the bank design, the entire array was divided into eight subarrays of 64 × 8. Each memristor in the array followed the electrical characteristics of an experimentally measured   T  a 2   O 5    memristor device and was coded in Verilog-A for HSPICE circuit simulation using its generalized memristor model. Figure 1b shows that the simulation results of the Verilog model fit well with experimental results. It should be noted that minimum initial variations were used in these simulations to maximize the effect of pulses on variations. Pulse amplitude was set to 1.5 V, which is higher than the positive threshold voltage (=1 V), and the read voltage was set to 0.75 V, which is under the threshold voltage. The read voltage should not alter the resistance of the memristors. As a result of the circuit simulations with a 64 × 64 PM-PUF architecture, we obtained    2  30     possible CRPs using 30-bit challenges and two-bit responses combined from each subarray to form 16-bit responses.




3.2. Performance Evaluation


Performance evaluation is an essential process in the verification of practical and secure PUFs. There have been several methods proposed to measure PUF performance [33,34]. We selected the quantitative and statistical evaluation method proposed in [33] to analyze and quantitatively evaluate the performance of pm-PUF in terms of randomness, diffuseness, uniqueness, and steadiness. To evaluate intra-device performance, we applied 5500 different random challenges to a pm-PUF and measured randomness and diffuseness with the 5500 obtained CRPs. Uniqueness was evaluated for 100 different PUF instances. For steadiness, temperature and voltage deviations were tested with 256-bit responses. Temperature steadiness was measured at 0, 25, 50, and 85 °C with a constant supply voltage of 1.5 V. Voltage steadiness was measured at supply voltages of 1.4, 1.5, and 1.6 V at a constant room temperature of 25 °C




	(1)

	
Randomness. Ideal “0” and “1” response bits generated from a PUF are expected to be equiprobable. Randomness is a measure of the balance of “0” and “1” values in the responses; Equations (9) and (10) define the randomness    H n   . Randomness is not related to the response generating mechanism because only the frequency of the two values is considered. To measure the frequency, we investigated 5500 responses obtained from the pm-PUF. The randomness of the pm-PUF is 0.9828 (98.28%), slightly lower than the ideal value of 1. This randomness corresponds to the probability of a “0” being 50.6% (49.4% for a “1”), as shown in Figure 6a. Therefore, almost 8 bits (8.096 bits) out of a 16-bit response are likely to be 1, which indicates that the pm-PUF shows a high degree of randomness.





    H n      =   −   log  2  max  (   p n  ,   1 −  p n   )    



(9)






    p n      =    1  K · T · L     ∑   k = 1  K    ∑   t = 1  T    ∑   l = 1  L   b  n , k , t , l     



(10)




where    b  n , k , t , l     is the experimentally generated the lth bit of the kth response in device n in the tth test and    p n    is the relative frequency of 1 in all the response bits generated in device n.









	(2)

	
Diffuseness. Diffuseness indicates the degree of difference among the responses obtained by applying different challenges to the same PUF. Diffuseness    D n    is determined by calculating the intra-hamming distance (intra-HD) of all possible responses from a PUF instance, as shown in Equations (11) and (12). To measure the diffuseness of the pm-PUF, we applied 5500 sets of random challenge bits to the PUF and obtained 5500 sets of 16-bit response bits. The distribution of intra-HDs among the obtained responses is shown in Figure 6b, and the mean of the HDs is 7.886 bits, which means 49.29%. The diffuseness of the pm-PUF as calculated with the equations below is 0.9871, which is close to the highest value of 1, thus the PM-PUF is expected to have high intra-device performance.





    D n      =    1 L    ∑   l = 1  L     d  n , l       ( K / 2 )  2      



(11)






    d  n , l       =     ∑   i = 1   K − 1     ∑   j = i + 1  K   (   b  n , i , l     ⨁      b  n , j , l    )    



(12)




where    d  n , l     is the sum of HD of the possible bit combinations in    b  n , l    .







	(3)

	
Uniqueness. When the same challenges are applied to different PUF instances, the responses are expected to be different due to the variations of the PUFs. Uniqueness indicates the probability of difference between responses from the same challenge applied to different PUFs. Uniqueness    U n    can be calculated with the inter-HDs of responses from different PUFs and is defined below in Equation (13). To evaluate the uniqueness of the pm-PUF, we used 100 different PM-PUF instances, and the distribution of the number of different bits among the responses is shown in Figure 6c. The figure shows an inter-HD mean of 47.93%, which is 7.67 bits out of the 16-bit response. From Equation (13), the uniqueness of the pm-PUF is 0.9507, which is close to the ideal value of 1.


    U n      =    4  K · L · N     ∑   k = 1  K    ∑   l = 1  L    ∑   j = 1 , j ≠ n  N   (   b  n , k , l     ⨁      b  j , k , l    )    



(13)








	(4)

	
Steadiness. Steadiness (or reliability) indicates how stably a PUF operates. When the same challenge is applied to the same PUF several times, the responses are expected to be identical. However, due to environmental changes such as temperature and voltage shifts, steadiness can become a critical problem [35]. To evaluate the steadiness of the pm-PUF, we obtained a 256-bit response by repeatedly applying a set of random challenges at varied temperatures (0, 25, 50, and 85 °C) and voltages (1.4, 1.5, and 1.6 V) and by comparing the response bits. The reference response was obtained with 1.5 V at 25 °C. Steadiness can be measured based on the number of bit flips in the response bits during multiple tests. Device steadiness    S n    is defined as Equations (14) and (15). An ideal intra-HD between the responses under different operating conditions is 0 bits which corresponds to a steadiness of 1. The results are displayed in Figure 6d,e. Figure 6d shows that the worst steadiness of the pm-PUF is 0.9102 when the temperature is 85 °C. At the other temperatures, the pm-PUF also shows high steadiness (0.9726 at 0 °C and 0.9628 at 50 °C). In Figure 6e, the pm-PUF shows its worst voltage steadiness of 0.8765 for 1. 6V and 0.9484 for 1.4 V.





    S n      =    1  K · L     ∑   k = 1  K    ∑   l = 1  L   S  n , k , l     



(14)






    S  n , k , l       =   1 +   log  2  max  (   p  n , k , l   ,   1 −  p  n , k , l    )    



(15)




where    p  n , k , l     is the relative frequency of 1 in the lth bit of the kth response in device n and    S  n , k , l     is the steadiness of the lth bit of the kth response expected to be generated in device n.









4. Discussion


We compared our pm-PUF with other memristor-based PUFs, as illustrated in Table 2. All PUFs are based on a new memristor that has wide variations. As mentioned in Section 2.2, the proposed pm-PUF utilizes the characteristics of analog memristors to make enhanced initial variations by using varied pulses, whereas the authors of [16] utilized a weak write mechanism to induce initial variations and the authors of [36] utilized the multilevel cell characteristics of RRAM. In Table 2, all PUFs have a randomness close to the ideal value of 50%. We compared the uniqueness of the method in [36] without bit shuffling because the pm-PUF incorporates a sequential assignment method. Uniqueness is not presented in [16].



In terms of total CRPs, the methods in [16,36] produce the same number of CRPs from their typical crossbar structures whereas the pm-PUF has significantly more CRPs. It is important to be able to improve the performance of a given PUF by increasing its number of CRPs.



The concept of reconfigurability has been suggested in [37] with the desire to generate different responses to the same challenge for the same PUF. In our pm-PUF design, responses are obtained from the voltage value at    V m   ; the value is a function of the output current, which is related to the resistance of selected memristors. Therefore, by altering the resistance distributions, a given PUF can be transformed into a new PUF with a new challenge–response behavior that makes it unique from others, yielding a new set of CRPs from the same PUF. Furthermore, additional reconfiguration circuits for the pm-PUF are not needed other than applying a RESET voltage to the memristors and rewriting them.



In contrast to other memristor-based PUF structures [16,17], the proposed pm-PUFs incorporate a bank design to create multibit responses in a single cycle. Figure 7 shows a promising property of the design that was investigated by employing circuit simulations. Three different pm-PUFs, where the total structure was comprised of two, four, or eight subarrays (blocks) each, were simulated, and responses from each PUF were combined to form a single 128-bit response. Figure 7a shows that the percentage of CRPs consumed to create a single response bit string is decreased overall as the total number of CRPs increases. It also can be seen that, the more the entire structure is divided, the fewer CRPs are wasted.



Challenges and responses from a PUF are saved in a CRP table and kept by manufacturers to be used in applications such as authentication. For manufacturers having the whole CRP table, less time to build CRP tables is beneficial. Figure 7b shows how many cycles are needed to build the complete CRP table; the PUFs with more subarrays require fewer cycles and take less time for a given CRP table.



In Figure 8, we compare a single bit-generating PUF [16,17] and the multibit pm-PUF responses. The cycle ratio (y-axis) represents the ratio of the total cycles needed to create a given number of response bits for a single bit-generating PUF compared with the pm-PUF. The highest cycle ratio value is 1 when both PUFs use the same number of cycles at one block with one quantized level. A PUF that has a lower cycle ratio shows optimized performance with more cycles saved. It can be seen that the cycle ratio is generally low and decreases significantly as the numbers of quantized levels and blocks increase.




5. Conclusions


In this paper, a pm-PUF architecture is newly proposed as a promising candidate for a PUF hardware security device. It showed that memristor-based PUFs have unique properties such as non-volatility, two modes of switching behavior, and ultra-high density in nano cross-point arrays. The study investigated the electrical characteristics of an analog memristor model subjected to different pulsewidths which resulted in wider device variations. The variations make it possible to store more than one bit in each memristor by quantizing output voltage levels arising from the variations. In our proposed pm-PUF, two-bit values are allocated to each of four quantized response voltage sections yielding two bits per subarray. More bits per section would reduce CRP consumption and production time, thus the development of a pm-PUF with more quantization levels would be a good subject for future work. We described a practical circuit implementation, simulated it with the HSPICE tool, and evaluated its performance. The simulation results show a 0.9828 randomness and a 0.9871 diffuseness, which are both near the ideal 1 value. Moreover, the results show a 0.9507 uniqueness result, 0.9102 temperature steadiness, and 0.8765 voltage steadiness for the worst case, indicating superior intra-device performance.
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Figure 1. (a) The structure of a nano cross-point array; and (b) the currentvoltage (I-V) characteristics of a   T  a 2   O 5    memristor implemented in (a). The black diamond-shaped dots show the experimental results for a   T  a 2   O 5    memristor obtained from [21] and the red line shows the simulated results. 
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Figure 2. (a) Resistance change under pulses with various pulsewidths (20, 50, and 100 ns); and (b) resistance distributions of analog memristors in their initial state (black), HRS and LRS states (blue), and gradual transitions induced by various pulses (red). 
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Figure 3. (a) A concept of the bank design for a PUF; and (b) a schematic diagram for the practical implementation of the bank design. 
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Figure 4. (a) Simplified pm-PUF architecture; (b) row control circuitry; (c) column control circuitry; (d) row decoder circuitry; and (e) column decoder circuitry. 
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Figure 5. (a) Sense amplifier block circuitry, where each block has the same circuitry; and (b) voltage distribution quantized into four sections. The voltage indicates the red marked node    V m    in (a) and each section is allocated to a two-bit response (00, 01, 10, or 11). 
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Figure 6. pm-PUF performance evaluation: (a) randomness, the occurrence probability of a “0” and “1” in the responses; (b) diffuseness, the possibility of generating different responses with the same challenge; (c) uniqueness, the possibility of generating different responses among different PUFs; and (d,e) steadiness under (d) temperature and (e) voltage variations. 
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Figure 7. (a) The percentage of consumed CRPs; and (b) the number of cycles required according to the increasing number of CRPs. 
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Figure 8. Cycle ratios for increasing quantized levels. 
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Table 1. Model parameters used in the memristor model.
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	Symbol
	Value
	Symbol
	Value





	    a 1    
	     10   − 5     
	    a 2    
	     10   − 5     



	    V p    
	1 (V)
	    V n    
	1 (V)



	    A p    
	   3 ×   10  6    
	    A n    
	     10  7    



	    α p    
	7
	    α n    
	6



	b
	2
	    x 0    
	0.3
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Table 2. Comparison of the pm-PUF with other memristor-based PUFs.
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	[16]
	[36]
	pm-PUF





	Randomness
	 ≈ 50%
	54%
	50.6%



	Uniqueness
	-
	38%
	47.96%



	Total CRPs
	M    ×    N
	M    ×    N
	    M    ×    (   N n   )   n    



	Reconfigurable
	no
	yes
	yes



	Multibit-generating
	no
	yes
	yes
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