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Abstract: Accurate positioning of an airborne heavy-duty mechanical arm in coal mine, such as a roof
bolter, is important for the efficiency and safety of coal mining. Its positioning accuracy is affected not
only by geometric errors but also by nongeometric errors such as link and joint compliance. In this
paper, a novel calibration method based on error limited genetic algorithm (ELGA) and regularized
extreme learning machine (RELM) is proposed to improve the positioning accuracy of a roof bolter.
To achieve the improvement, the ELGA is firstly implemented to identify the geometric parameters of
the roof bolter’s kinematics model. Then, the residual positioning errors caused by nongeometric
facts are compensated with the regularized extreme learning machine (RELM) network. Experiments
were carried out to validate the proposed calibration method. The experimental results show that
the root mean square error (RMSE) and the mean absolute error (MAE) between the actual mast
end position and the nominal mast end position are reduced by more than 78.23%. It also shows the
maximum absolute error (MAXE) between the actual mast end position and the nominal mast end
position is reduced by more than 58.72% in the three directions of Cartesian coordinate system.

Keywords: heavy-duty mechanical arm; roof bolter; mast; coal mine; nongeometric error; parameter
identification; genetic algorithms; regularized extreme learning machine

1. Introduction

Normally, an airborne heavy-duty mechanical arm has low positioning accuracy. “Airborne heavy-
duty mechanical arm” is defined as a heavy-duty mechanical arm installed on a piece of coal mine
machine. The coal mine machine is a high-voltage (1140 V/50 Hz) machine which uses hydraulic
power to drive its mechanical arm. The coal mine machine can be a mining drill jumbo, a roof bolter,
and a road header. The mining drill jumbo built by mining technologies international Inc. (MTI) has
an airborne heavy-duty mechanical arm. The positioning accuracy of the MTI equipment is 50 mm [1].
The manipulators of a dual-arm rock drilling rig in [2] can also be considered as an airborne heavy-duty
mechanical arm. Its positioning accuracy before calibration is 87 mm. In this paper, the heavy-duty
mechanical arm of a roof bolter is studied. The positioning accuracy of the arm on the roof bolter is
over 100 mm before calibration. Large positioning error not only degrades the quality of task, but also
destroys equipment and brings fatal dangers to operators.

It is well known that the error sources of a mechanical arm can be classified into geometric errors
and nongeometric errors. The geometric errors refer to nonperfect structure manufacturing, such as
nonuniform link geometry and link twist. The nongeometric errors refer to the errors caused by joint
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and link compliance, gear backlash, and gear wear. Due to the heavy-duty characteristics of an airborne
mechanical arm in coal mine, both types of errors have great impact on the performance of a coal
mine machine.

Kinematics calibration is one of the most popular methods to improve the positioning accuracy
of an industrial robot. By applying kinematics calibration, the positioning error caused by the
link deformation can be compensated without changing the structure and links of an industrial
robot. Much research on kinematics calibration has been reported in literature. In [3], Gao et al.
proposed a parameter identification method based on Denavit–Hartenberg (DH) model. In [4–7],
researchers studied the method of kinematics calibration based on the product of exponentials (POE)
or improved POE model. In [8], Li et al. proposed an error model for serial robot kinematics
calibration based on dual quaternions. The above mentioned research focused on modeling and
geometric parameter error identification. However, these studies ignored the nongeometric errors,
which are critical for positioning accuracy. Nongeometric errors cannot be ignored, especially when
the equipment is heavy-duty.

There are few publications regarding the nongeometric error calibration. Chen et al. [9] proposed
a rigid-flexible coupling error model for nongeometric calibration of a robot. In [10], Gong et al.
established a comprehensive error model to identify the geometric errors, the position dependent
compliance errors and time-variant thermal errors of an industrial robot. Some researchers [11,12] also
established a comprehensive error model composed of geometric errors and compliance errors, and
identified the geometric parameters and joint compliance of industrial robots. Owing to the difficulty
of building an error model to include all nongeometric errors, most of the work in literature only took
some nongeometric errors into consideration.

Thanks to its principle of data driven modeling, the artificial neural network (ANN) has a promising
application in modeling complex systems such as calibration and error compensation of industrial
robots [13–16]. However, one of the drawbacks of ANN for robot error calibration is the uncertainty of
error sources. Therefore, Nguyen et al. [17] proposed a combination technique, which used extended
Kalman filter (EKF) to identify the geometric errors and used the ANN to compensate the nongeometric
errors. Similarly, Wang et al. [18] also proposed a combination method. In [18], the Denavit–Hartenberg
(DH) model was applied to model and identify geometric errors. The nongeometric error sources,
which are difficult to model, were compensated using ANN.

However, the training of an ANN is extremely slow. To overcome the limitation, Huang et al. [19,20]
proposed an extreme learning machine (ELM) algorithm. Compared with the conventional ANN
algorithm, ELM algorithm has faster learning speed and better generalization performance. ELM is
a nonlinear system and can be used to compensate the unknown nonlinearity of robot nongeometric
errors. Yuan et al. [21] proposed to improve the absolute positioning accuracy of an aviation drilling
robot based on ELM. Although in [21] the implementation was easy, a user cannot obtain the source of
geometric errors. Additionally, its performance will be less robust when outliers exist or when there
are less training data. Deng et al. [22] proposed regularized extreme learning machine (RELM) based
on empirical risk minimization (ERM) principle and structural risk minimization (SRM) principle.
It turned out that RELM provided better generalization ability than ELM and run extremely fast
like ELM.

In the current work, a novel calibration method is proposed to improve the positioning accuracy of
the heavy-duty mechanical arm of a roof bolter in coal mine. This method is based on the combination
of ELGA-based identification of the geometric errors and RELM-based residual errors compensation.
The proposed method has the advantages of obtaining geometric error sources, high calibration
efficiency, fast training speed, and good generalization performance.

The contributions of this paper are as follows:

1. A method based on the combination of ELGA and RELM was proposed to solve the positioning
error of the heavy-duty mechanical arm of a roof bolter in coal mine. It not only obtained
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the accurate knowledge of geometric error sources, but also compensates the nongeometric
residual errors.

2. The error-limited genetic algorithm (ELGA) is proposed to more accurately identify the optimal
geometric parameters of the heavy-duty mechanical arm of a roof bolter. Compared with the
conventional genetic algorithm, ELGA can converge to a better solution.

3. The regularized extreme learning machine (RELM) is innovatively applied in residual positioning
error compensation of the heavy-duty mechanical arm of a roof bolter in coal mine, which improves
the speed of the positioning error calibration.

The rest of this paper is organized as follows: Section 2 provides the forward kinematics model
for the identification of the geometric parameters. The error limited genetic algorithm (ELGA) and
the principle of geometric parameter identification of the forward kinematics model are presented in
Section 3, which is followed by the errors compensation principle based on RELM and constructs the
RELM network in Section 4. Section 5 provides experimental setup and related results. The conclusion
is given in Section 6.

2. Overview of the Problem

The actuation mechanism of a typical roof bolter is composed of a boom and a mast. The weight
of each mast is about 2000 kg. In this paper, the goal is improving the positioning accuracy of the mast
end position of a roof bolter.

Figure 1a shows the heavy-duty mechanical arm of a roof bolter and can function as a typical
example of airborne heavy-duty mechanical arms in coal mine. Figure 1b shows the kinematics model
of the airborne heavy-duty mechanical arm with six joints, which defines the coordinate system of
each joint. {B} is the base coordinate system and {T} is the tool coordinate system. OB, O1, O2, O3, O4,
O5, O6 and OT are the origin of coordinate system {B}, {1}, {2}, {3}, {4}, {5}, {6} and {T}, respectively.
The origin OT of the tool coordinate system {T} is the mast end of a roof bolter.

Each rotational joint of the mechanical arm takes the z axis as the rotation axis, where θ1, θ2, d3,
θ4, θ5, θ6 are the motion variables of each joint around the z axis of the corresponding coordinate
system, θ1 is the horizontal angle of the boom, θ2 is the vertical angle of the boom, d3 is the length
of the boom, θ4 is the vertical angle of the mast, θ5 is the horizontal angle of the mast, and θ6 is the
rotation angle of the mast around the z axis.

A homogeneous transformation from the {B} to the {T} coordinate system, which describes the
position and pose of the mast end with respect to the base coordinate system {B}, is computed as
Equation (1), where [Px, Py, Pz] is the position vector of the mast end relative to the base coordinate
system {B}, [nx, ny, nz] is the direction cosine between the x axis of the tool coordinate system {T} and
the x, y, z axis of the base coordinate system {B}, [ox, oy, oz] is the direction cosine between the y axis of
the tool coordinate system {T} and the x, y, z axis of the base coordinate system {B}, [ax, ay, az] is the
direction cosine between the z axis of the tool coordinate system {T} and the x, y, z axis of the base
coordinate system {B}. Please refer to Appendix A to obtain transformation matrix TB

1 , Ti−1
i (2 ≤ i ≤ 6)

and T6
T [23].

TB
T = TB

1 T1
2T2

3T3
4T4

5T5
6T6

T =


nx ox ax Px

ny oy ay Py

nz oz az Pz

0 0 0 1

. (1)
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Figure 1. A typical airborne heavy-duty mechanical arm: (a) the heavy-duty mechanical arm of a roof
bolter; (b) the kinematics model of the airborne heavy-duty mechanical arm.

3. Geometric Parameter Identification

3.1. Parameters to be Identified

The heavy-duty mechanical arm of a roof bolter, i.e., a particular drilling and anchoring robot,
was used for parameter identification in order to illustrate better the principle. We define the actual
position of the mast end measured using a laser tracker as Pr = [Pxr, Pyr, Pzr], the nominal position of
the mast end calculated by kinematics model as Pm = [Pxm, Pym, Pzm], and the modified position of the
mast end as P = [Px, Py, Pz].

As shown in Figure 1b, eleven geometric parameters a, b, c, d, e, f, g, h, x6, y6 and z6 are included
in kinematics model, where x6, y6 and z6 can be measured as −1385 mm, −131 mm and 435 mm
using the laser tracker. Therefore, eight geometric parameters of the kinematics model need to be
identified. Initial values of eight geometric parameters are given according to the design parameters
of the airborne heavy-duty mechanical arm structure. i.e., a = 230 mm, b = 139 mm, c = 2180 mm,
d = 0 mm, e = 220 mm, f = −191 mm, g = 643 mm and h= −220 mm. The geometric parameters
correction values of the kinematics model are mainly identified, and the geometric parameters to be
identified are recorded as ∆a, ∆b, ∆c, ∆d, ∆e, ∆f, ∆g, and ∆h.

The problem of geometric parameter identification comes when finding a set of parameters ∆a,
∆b, ∆c, ∆d, ∆e, ∆f, ∆g, and ∆h, so that the difference between Pr and P is minimized. The root mean
square error (RMSE) is used to evaluate the error reduction performance. This means that the objective
function is RMSE. It is defined as Equation (2), where n is the number of training data. Because RMSE
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is a complex multivariable nonlinear function, the intelligent optimization genetic algorithm (GA) is
implemented to solve it.

RMSE =

√√
1
n

 n∑
i=1

(Pxri − Pxi)
2 +

(
Pyri − Pyi

)2
+ (Pzri − Pzi)

2

. (2)

3.2. Error Limited Genetic Algorithm

A genetic algorithm (GA) is a stochastic search optimization algorithm. However, the conventional
GA has the disadvantage of easy converging to the local optimal solution. An error-limited genetic
algorithm (ELGA) with two improved strategies is proposed in this work. One strategy is to use a fitness
function of error limited. The fitness function determines the evolution direction and efficiency of
the algorithm. The other strategy is to use a catastrophe method after preserving an optimal solution
to adjust the adaptive crossover probability threshold (PC) and the adaptive mutation probability
threshold (PM) to fixed larger values. Using larger PC and PM produces more new individuals and can
help escape local optimal solution. In each generation, an optimal solution larger than or equal to the
previous generation is obtained. After many iterations, an optimal solution to meet the site requirement
is achieved. As shown in Figure 2, ELGA’s improvements over GA are highlighted in blue.
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Figure 2. Error-limited genetic algorithm (ELGA) flowchart.

As shown in Figure 2, Key steps of the ELGA are summarized as follows:

1. Individual length which is the number of encoded bits in individual and population size are
initialized. Then, the individuals of population are randomly generated. An individual contains
eight parameters to be identified: ∆a, ∆b, ∆c, ∆d, ∆e, ∆f, ∆g, and ∆h.

2. Each individual of the population is coded and decoded according to the multiparameter cascaded
binary coding. The coding length is 55. Each of the eight parameters has a sign bit. Among them,
∆a, ∆e, ∆f, ∆g and ∆h are coded using seven binary bits, ∆b and ∆d using six binary bits, and ∆c
using eight binary bits.

3. The fitness function affects the convergence and stability of the ELGA. The linear function of the
objective function RMSE is defined as the fitness function, as shown in Equation (3). For the
commonly specified mining mesh of 50 mm × 50 mm, 50 mm × 100 mm, 100 mm × 100 mm
and 100 mm × 200 mm, the positioning error of an airborne heavy-duty mechanical arm in coal
mine should be less than 100 mm. The RMSE computed using Equation (2) can evaluate the
positioning error. Therefore, the RMSE greater than or equal to 100 is useless. When the RMSE
≥ 100, the fitness function is set to 0, indicating the worst individual. According to the roulette
wheel selection method, individuals with RMSE ≥ 100 (J = 0) is impossible to be selected and
be passed on to the next generation. In this way, all individuals with RMSE ≥ 100 are excluded.
The RMSE of retained individuals are less than 100. The individuals with RMSE < 100 are closer to
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the optimal solution than those with RMSE ≥ 100. Therefore, the evolution efficiency of Equation
(3) as fitness function is higher.

J(∆a, ∆b, ∆c, ∆d, ∆e, ∆ f , ∆g, ∆h) = max(100−RMSE, 0). (3)

4. In order to keep the optimal solution, a combination of the roulette wheel selection method,
and the elitism method is used to generate the selection operator. This means that, for the optimal
individual, it is directly cloned to the next generation without roulette selection.

Crossover operation is the main step of generating new individuals in the ELGA. The single-point
crossover operator is used in the crossover operation. A combination method of self-adaptive crossover
probability threshold (PC) and catastrophe PC method is proposed. For N arbitrary individual, the PC
value is calculated using Equation (4), where Jmax and Jmin represent the maximum and the minimum
fitness function value in the population, respectively, flag is a Boolean variable indicating which will
change PC and PM from adaptive values into fixed values, flag represents “not flag”. To illustrate
the principle, a concept “the first optimal solution” is defined. “the first optimal solution” represents
finding the first “the last iteration optimal solution Jmax” when the selection, crossover, mutation
operations are performed during this iteration, flag = 0 means that “the first optimal solution” has not
been found yet, flag = 1 indicates that the individual corresponding to “the first optimal solution” has
been found and retained, after that, the fixed PC = 0.9 is used for crossover operation, the individual
retained in the crossover operation is not taken as crossover object. The catastrophe method of using
a larger PC generates a large number of new individuals.

PC = 0.9×
Jmax − Ji

Jmax − Jmin
× flag + 0.9× flag, i = 1, ..., N. (4)

The basic bit mutation operator is used in the mutation operation. Just as crossover, the mutation
probability threshold (PM) is calculated using Equation (5):

PM = 0.1×
Jmax − Ji

Jmax − Jmin
× flag+0.1× flag, i = 1, ..., N. (5)

5. If the termination condition is satisfied, exit the iteration and get an optimal solution to meet the
site requirement. Otherwise, return to step 2.

4. RELM Compensation Principle

However, the geometric parameters identification using the ELGA does not eliminate the residual
errors caused by nongeometric parameters. In this section, the residual errors compensation using the
RELM with fast learning speed and good generalization ability is presented.

A single layer ELM network was used. The input weights and biases of the hidden layer are
initialized randomly. These parameters do not need to be updated. Only the input weights of the
output layer are to be obtained. The input weights of the output layer can be obtained by using Moore
Penrose of the hidden layer output matrix [24]. ELM does not need iterative operation, which greatly
improves the learning rate and generalization ability.

A three-layer ELM structure is shown in Figure 3. Pr = [Pxr, Pyr, Pzr] is the actual position measured
using the laser tracker. Pm = [Pxm, Pym, Pzm] is calculated using the model before ELGA calibration.
P = [Px, Py, Pz] is calculated using the model after ELGA calibration. The error E = [ex, ey, ez] between
the actual position value Pr and the calibrated position value P is expressed as E = Pr − P.
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The three elements Px, Py and Pz of the position value P are three input nodes. The hidden layer
consists of L neurons nodes. The error E is the output of the ELM. The three elements ex, ey and ez of
the error E are three output nodes.

For N arbitrary samples {Pi, Ei | i = 1, . . . , N }, the output function of ELM is expressed as
Equation (6):

Ei =
L∑

j=1

β jh j(Pi), i = 1, . . . , N. (6)

where Pi = [Pxi, Pyi, Pzi]T is the input, Ei = [exi, eyi, ezi]T is the output, βj = [βxj, βyj, βzj]T represents the
weight vector between the jth hidden node and the output nodes, hj(Pi) is the output function of the jth
hidden point as expressed in Equation (7):

hj(Pi) = g(wjPi + bj), j = 1, . . . , L; i = 1, . . . , N, (7)

where g is a nonlinear activation function of hidden layer, sigmoid function is selected for g, wj = [wxj,
wyj, wzj ]T is the weight vector between the jth hidden node and the input nodes, bj is the bias of the jth
hidden node.

In Equation (6), the N equations can be written compactly as Equation (8):

Hβ = T, (8)

where

H =


h(P1)

M
h(PN)

 =


h1(P1) L hL(P1)

M M M
h1(PN) L hL(PN)


N∗L

, β =


βT

1
...
βT

L


L∗3

, T =


ET

1
...

ET
N


N∗3

.

βL∗3 represents the weight matrix between hidden layer and output layer.
There are two steps to train the ELM network on the training data set. Firstly, input weights and

biases of the hidden layer are generated randomly. The input data is mapped to a new feature space
using Equation (7). Then, the weight matrix β between hidden layer and output layer is calculated.
When the number of samples is small, empirical risk minimization is likely to produce overfitting.
According to the Bartlett’s theory [25], for the feedforward neural network with small training
error, smaller weights norms leads to better network generalization performance. Deng et al. [22],
Huang et al. [24] studied the RELM. The unweighted regularization objective function is used here, as
in Equation (9):

min‖Hβ− E‖2 + λ‖β‖2, (9)



Electronics 2020, 9, 1186 8 of 17

where the first term is the least square error, i.e., the empirical risk, and the second term is the
regularization term, i.e., the structural risk, λ > 0 is the parameter which balances the least square
error and the regularization term. After a sixfold cross-validation experiment, λ was selected as 1.
When the number of hidden nodes L is less than or equal to the number of training data, the solution is
as Equation (10):

β =
(
HTH + λI

)−1
HTE. (10)

When the number of hidden nodes L is greater than the number of training data, the solution is as
Equation (11):

β = HT
(
HHT + λI

)−1
E. (11)

After β is calculated, testing data set is used to verify its effect.

5. Experiment and Results

5.1. Data Acquisition

Before the calibration, it is necessary to collect multiple data sets of the actual mast end position
and the nominal mast end position. As shown in Figure 4, the measurement setup of the heavy-duty
mechanical arm of a roof bolter consists mainly of a coordinate measuring machines (CMM), a laser
tracker, and a target ball. The laser tracker made by Faro Vantage is a portable coordinate measuring
instrument with a measuring space of thirty meters. The measurement accuracy of the laser tracker
is: ±0.1 mm. The target ball was installed at mast end, which is the origin OT of the tool coordinate
system. Based on the principle of laser reflection, the position of the target ball was tracked to obtain
the absolute position of mast end.

Electronics 2020, 9, x FOR PEER REVIEW 8 of 18 

 

( ) 1T TH HH I Eβ λ
−

= + . (11) 

After β  is calculated, testing data set is used to verify its effect. 

5. Experiment and Results 

5.1. Data Acquisition 

Before the calibration, it is necessary to collect multiple data sets of the actual mast end position 
and the nominal mast end position. As shown in Figure 4, the measurement setup of the heavy-duty 
mechanical arm of a roof bolter consists mainly of a coordinate measuring machines (CMM), a laser 
tracker, and a target ball. The laser tracker made by Faro Vantage is a portable coordinate measuring 
instrument with a measuring space of thirty meters. The measurement accuracy of the laser tracker 
is: ±0.1 mm. The target ball was installed at mast end, which is the origin OT of the tool coordinate 
system. Based on the principle of laser reflection, the position of the target ball was tracked to obtain 
the absolute position of mast end. 

 
Figure 4. The measurement setup of the heavy-duty mechanical arm of a roof bolter. 

To help understand the measurement system, the base coordinate system (the origin OB), the 
laser tracker coordinate system (the origin OL), and the tool coordinate system (the origin OT) are 
highlighted in the picture. The absolute position of mast end in the base coordinate system can be 
obtained using Equation (12). Where, the linear transformation B

LaserT  was measured using the 

CMM, the linear transformation Laser
TT  was measured using the laser tracker. 

B B Laser
T Laser TT  = T T . (12) 

In the data collection experiments, the target ball was navigated to 80 positions evenly 
distributed in the working space. For each position, joint angles and the length of the boom are 
obtained by sensors, the controller calculated a position according to the forward kinematics model 
and sensors reading, which is the nominal mast end position. Meanwhile, the measurement software 
also calculated a position to match the laser tracker measurement, which was considered as the actual 
mast end position. We repeated the test six times and ran 80 positions each time to obtain a total of 
480 data. We selected 360 data for this study, where 300 of the data was used as training data and 60 
of the data was used as testing data to verify the calibration effect. 
  

Figure 4. The measurement setup of the heavy-duty mechanical arm of a roof bolter.

To help understand the measurement system, the base coordinate system (the origin OB), the laser
tracker coordinate system (the origin OL), and the tool coordinate system (the origin OT) are highlighted
in the picture. The absolute position of mast end in the base coordinate system can be obtained using
Equation (12). Where, the linear transformation TLaser

B was measured using the CMM, the linear
transformation TLaser

T was measured using the laser tracker.

TB
T = TLaser

BTLaser
T. (12)
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In the data collection experiments, the target ball was navigated to 80 positions evenly distributed
in the working space. For each position, joint angles and the length of the boom are obtained by
sensors, the controller calculated a position according to the forward kinematics model and sensors
reading, which is the nominal mast end position. Meanwhile, the measurement software also calculated
a position to match the laser tracker measurement, which was considered as the actual mast end
position. We repeated the test six times and ran 80 positions each time to obtain a total of 480 data.
We selected 360 data for this study, where 300 of the data was used as training data and 60 of the data
was used as testing data to verify the calibration effect.

5.2. Positioning Calibration Experiment

In order to verify the effect of the proposed positioning error calibration method, experiments
were carried out on the heavy-duty mechanical arm of a roof bolter. The validation experiment
was conducted in two steps. The first step is parameter identification. The second step is residual
positioning error compensation.

5.2.1. Parameter Identification

According to the step-by-step improvement process of GA algorithm, the first three steps were
three experiments considering three cases. The last step is to verify that the optimal solution obtained
by the third step experiment and approximate global optimal solution can achieve similar calibration
accuracy. The iteration number was set to 50 in all cases. In Figure 5a–c, the population size was set to
30. In Figure 5d, the population size was set to 1000. Experiments were conducted 30 times for the
four cases, respectively. A representative experiment was selected.
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Figure 5. The ELGA experiments: (a) genetic algorithm (GA) with PC (crossover probability threshold)
= 0.9, PM (mutation probability threshold) = 0.1 and without elitism; (b) GA with PC = 0.9, PM = 0.1
and with elitism; (c,d) A combination of self-adaptive and catastrophe PC, PM; (c) Population size = 30,
running time = 114.0 s; (d) Population size = 1000, running time = 4164.3 s.
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In Figure 5, “average” is the average fitness value of all individuals in each iteration in a run,
“optimal” is the maximum fitness value of all individuals in each iteration in a run and “global optimal”
is the maximum value of “optimal” in all iterations in a run.

In Figure 5a, the GA with fixed PC and fixed PM without elitism was implemented. The optimal
fitness function did not keep growing, which means no convergence during operation. The problem in
Figure 5a was improved using the GA with elitism. However, in Figure 5b, the phenomenon of falling
into local optimal occurred. In Figure 5c, self-adaptive PC, self-adaptive PM and catastrophe method
were combined to solve this problem. The optimal fitness value was 66.5 and the running time was
114.0 s.

In Figure 5d, the population size was changed to 1000. The experiment took 4164.3 s to converge to
66.7. The optimal solutions when the population sizes were 30 and 1000 can achieve similar calibration
accuracy. However, when the population size was 1000, it took more than 30 (4164.3 s/114.0 s = 36.53)
times longer than when the population size was 30. It is concluded that the proposed method solved
the problem of falling into local optimal with a small population size and obtained an optimal solution
which has the most approximate calibration effect with the global optimal solution.

When population size = 30 and iterations number = 50, the statistical results of 30 experiments are
shown in Figure 6, the individual with a fitness function value of 66.474 was selected as the optimal
individual. The corresponding correction parameters vector is (∆a, ∆b, ∆c, ∆d, ∆e, ∆f, ∆g, ∆h) = (52.0,
−8.0, −58.0, 31.0, 15.0, 16.0, 49.0, −2.0). The geometric parameters of the updated kinematics model are
shown in Table 1.
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Table 1. The updated geometric parameters of the kinematics model.

Updated Parameters a b c d e f g h

Result (mm) 282.0 131.0 2122.0 31.0 235.0 −175.0 692.0 −222.0

5.2.2. Residual Positioning Error Compensation

Selection of Hidden Nodes in ELM Network

The maximum absolute error (MAXE) is an important index in positioning error calibration.
The root mean square (RMS) of the x, y and z directions’ MAXEs in the ith network is RMSMAXE-i,
as shown in Equation (13):

RMSMAXE−i =

√
1
3

(
(xMAXE−i)

2 + (yMAXE−i)
2 + (zMAXE−i)

2
)
, i = 1, . . . , 20, (13)

where xMAXE-i is the average value of the x direction MAXEs of 20 experiments in the ith network,
yMAXE-i and zMAXE-i are similar to xMAXE-i.

The smaller RMSMAXE-i, the smaller the x, y and z directions MAXEs. In order to minimize
the MAXE in all directions, the number of hidden nodes of ELM network was selected using the
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RMSMAXE-i. In general, the training time increases with the number of hidden nodes in ELM network,
so training time is also used as an optimal criterion.

Twenty different networks with the number of hidden nodes range from 10 to 200 had been
experimentally evaluated on training data set. Twenty experiments were conducted for each network.
The simulation experiments were carried out in MATLAB environment running on a windows
computer with a 2.60-GHz Intel Core i7-9750H CPU (Intel, Santa Clara, CA, USA) and 16.0 GB RAM.
As shown in Figure 7a, as the number of hidden nodes was less than 70, the RMS of x, y and z directions
MAXEs reduced as the number of hidden nodes increased. When the number of hidden nodes was
more than 70, the RMS of the x, y and z directions MAXEs tended to be stable, but when the number of
hidden nodes was 140, the RMS of the x, y and z directions MAXEs was the smallest.
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Figure 7. Selection of hidden nodes: (a) effect of maximum absolute error (MAXE) on hidden nodes
number; (b) effect of training time on hidden nodes number.

The training time average value of 20 experiments is taken. As shown in Figure 7b, with the
increase of hidden nodes, the training time of ELM network goes up in a zigzag way. When the number
of hidden nodes was 140, the training time of ELM network was 54 ms, which is similar to the operation
time of hidden nodes between 60 and 160. When the number of hidden nodes was greater than or
equal to 170, the operation time was greater than 81 ms. Considering the smaller RMS of x, y and z
directions MAXEs and less training time, a network of 140 hidden nodes is selected to compensate the
residual positioning errors.

As shown in Figure 7b, in the 20 different networks with the number of hidden nodes range from
10 to 200, the training time was always less than 100 ms, so the training speed of ELM network is fast.

Selection of Activation Functions

Nonlinear piecewise continuous functions, such as sigmoid and Gaussian, can be selected as
the activation functions of ELM network. The comparison experiment is carried out here. In the
comparison experiment, number of nodes in hidden layer is 140. Gaussian function, radial basis
function, tanh function and sigmoid function are selected as activation functions.

In Table 2, Gaussian (0,1) means the expectation of Gaussian function is 0 and the variance is 1,
Gaussian (2,1) means the expectation of Gaussian function is 2 and the variance is 1. For each case,
20 experiments were done. The average training time, RMSE, RMSE_x, RMSE_y and RMSE_z are
shown in Table 2. Table 2 shows that RMSEs are larger when Gaussian function and radial basis
function are used as activation functions. When sigmoid and tanh are used as activation functions,
RMSEs are smaller. However, the training time using tanh function is slightly longer than sigmoid.
Therefore, sigmoid function is suitable for activation function in this research.
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Table 2. Comparison experiments using different activation functions on training data set.

Activation Function Training Time (ms) RMSE (mm) RMSE_x (mm) RMSE_y (mm) RMSE_z (mm)

Gaussian (0,1) 87 19.11 20.57 15.65 20.67
Gaussian (2,1) 68 18.72 20.22 15.17 20.29
Radial basis 72 19.22 20.69 15.72 20.81

Tanh 91 9.68 9.80 8.81 10.37
Sigmoid 60 8.874 10.01 7.31 9.09

Selection of RELM Network

In this section, the two types of objective functions with and without regularization term in ELM
networks were compared, as shown in Table 3. For each network, 30 experiments were done and the
over fitting phenomenon was counted. In Table 3, 2/30 indicates that over fitting occurred twice in
30 experiments. The result showed that over fitting became worse and worse with the increasing
number of hidden nodes when objective function has not a regularization term. However, there was no
overfitting phenomenon when the objective function had a regularization term. Therefore, the objective
function with regularization term was selected.

Table 3. Statistics of over fitting times.

Hidden Nodes Number 50 100 150 200 250 300

No regularization 2/30 2/30 2/30 6/30 10/30 11/30
Regularization 0/30 0/30 0/30 0/30 0/30 0/30

ELGA-RELM Experiment

The ELGA-RELM model was established by doing experiments on training data set, and the effect
of positioning error calibration was verified on testing data set.

We list the RMSE, the MAE and the MAXE of the evaluation in Table 4. The positioning error
reduction on testing data set was about the same as on training data set. It can be seen that the MAXEs
were reduced from more than 100 mm to less than 29.54 mm in the x, y and z directions, from the result,
the proposed calibration method can meet the positioning accuracy requirement of mesh support in
coal mine.

Table 4. The positioning error evaluations of on testing data set.

Error Type RMSE MAE MAXE

Axis x y z x y z x y z
Before calibration (mm) 74.13 32.06 64.93 71.92 29.11 61.84 115.28 48.76 100.57

After ELGA (mm) 20.46 11.60 20.90 16.58 9.92 17.63 47.78 22.89 48.36
After ELGA-RELM (mm) 9.96 6.98 9.71 7.43 5.43 7.55 29.54 20.13 27.09
After ELGA-RELM (%) 86.56 78.23 85.05 89.67 81.35 87.79 74.38 58.72 73.06

Figure 8a shows the positioning error before the kinematics model was updated on testing data
set. Figure 8b shows the positioning error after the geometric parameters of the kinematics model
were identified using ELGA. The absolute position error was reduced from nearly 100 mm to less
than 50 mm in the x, y and z directions. Figure 8c shows that the absolute positioning error was
reduced from nearly 50 mm to less than 30 mm after the nongeometric residual error was compensated
using RELM.
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Figure 8. Positioning error contrast diagram on testing data set: (a) before calibration; (b) after the
kinematics model was updated; (c) after the residual error was compensated.

Comparison of back propagation (BP), ELM and RELM

In order to verify the validity of RELM network in positioning error calibration, we compared RELM
with the ELM and BP networks. The BP network is a sort of typical forward ANN. Twenty experiments
were done and the average results were obtained. As observed from Table 5, RELM had better
generalization performance than ELM. The training time of BP is 30 times more than that of RELM.
The RMSE of BP and RELM is close. Therefore, RELM is more suitable for the positioning error
calibration of an airborne heavy-duty mechanical arm.

Table 5. Comparison of back propagation (BP), extreme learning machine (ELM) and regularized
extreme learning machine (RELM).

Hidden Nodes Number

Running Time (s) RMSE (mm)

Training Data Set (s) Testing Data Set (s) Training Data Set (mm) Testing Data Set (mm)

BP ELM RELM BP ELM RELM BP ELM RELM BP ELM RELM

20 1.102 0.018 0.019 0.094 0.017 0.018 14.1 14.9 14.2 12.8 13.3 12.8
60 1.750 0.055 0.056 0.094 0.020 0.020 12.5 13.0 12.8 11.5 17.1 11.2
100 3.510 0.064 0.064 0.094 0.019 0.020 11.6 10.7 11.5 10.1 28.2 10.6
140 9.281 0.053 0.054 0.094 0.020 0.021 9.9 10.3 10.2 8.6 45.1 8.9
180 15.75 0.092 0.092 0.094 0.020 0.020 9.4 8.8 8.7 7.4 60.3 7.2

5.3. Validation Experiment

In order to verify the performance on site of proposed method, an automatic positioning experiment
of the heavy-duty mechanical arm of a roof bolter was carried out. Figure 9 shows the process of an
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automatic positioning cycle. This process mainly realized the positioning of three bolting positions.
Figure 9a,i are the heavy-duty mechanical arm of a roof bolter initial position. Figure 9c,e,g are the
three bolting positions, the rest of the Figure 9 show the process of moving to the next bolting position.
After the mast end moved to three bolting positions by following the set trajectory, the mast finally
returned to its initial position.
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Figure 9. Automatic positioning process: (a,i) initial position; (c) the first bolting position; (e) the
second bolting position; (g) the third bolting position; (b,d,f) the process of moving to the next bolting
position; (h) the process of returning to the initial position.

The RMSE, MAE and MAXE of the experiment are listed in Table 6. It can be seen that the MAXEs
were reduced to 34.35 mm in the x, y and z directions. The results further show that the proposed
calibration method can meet the positioning accuracy requirements of a 50 mm × 50 mm mesh support
used in coal mine.

Table 6. The positioning error evaluations of validation experiment.

Error Type RMSE MAE MAXE

Axis x y z x y z x y z
Before calibration (mm) 72.02 40.14 63.36 70.29 33.11 60.53 109.82 71.91 93.71

After ELGA (mm) 22.01 16.12 22.36 19.39 13.36 19.53 58.24 43.17 55.61
After ELGA-RELM (mm) 11.61 9.41 11.55 8.43 7.12 9.36 33.05 27.57 34.35

In the experiment, the mast end was commanded to follow a “III” shape trajectory. The result
is shown as the three-dimensional graph in Figure 10d. Figure 10a–c represent the mast end motion
curve in the y, z and x directions, respectively. In Figure 10, the red curve represents the track before
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calibration. The purple curve represents the track after the kinematics model are identified using
ELGA. The green curve represents the track after ELGA-RELM calibration. The blue curve represents
the actual mast end position. A total of 100 positions of the trajectory were collected in the experiment.
It can be seen that the purple, green and blue tracks are close, and green track was almost coincident
with the blue track in Figure 10, which proved that the errors after calibration were significantly
reduced with the proposed calibration method in this paper.
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6. Conclusions

In this paper, a novel calibration method based on error-limited genetic algorithm (ELGA) and
regularized extreme learning machine (RELM) was proposed to improve the positioning accuracy
of an airborne heavy-duty mechanical arm. The novel calibration method has many advantages,
such as obtaining geometric error sources, less training time, good generalization ability, and good
error calibration effect.

The heavy-duty mechanical arm of a roof bolter was studied in this work to prove the proposed
positioning calibration method. We first used the sensors on the equipment, combining with the
forward kinematics model, to calculate the nominal mast end position. Then, we used a laser tracker
to measure the actual mast end position. Based on the calculated and the measured positions, a root
mean square error equation was established. The geometric parameters of the error equation were
identified and optimized using the ELGA. Finally, the kinematics model was updated.
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Based on the updated kinematics mode, further residual error compensate was carried out using
a RELM network. After error compensation with RELM, the RMSEs, MAEs and MAXEs on testing
data set were reduced by more than 78.23%, 81.35%, and 58.72% respectively. The maximum absolute
errors (MAXEs) in the x, y and z directions were reduced to less than 29.54 mm. It indicates that the
method proposed in this paper can meet the support accuracy requirements of the 50 mm × 50 mm
mesh for a roof bolter in coal mine. It was further proved in the validation experiment.
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Appendix A Appendix

Transformation matrix TB
1 , Ti−1

i (2 ≤ i ≤ 6) and T6
T can be obtained from the position relationship

of each coordinate system in Figure 1 [23].

TB
1 =


cθ1 −sθ1 0 0
sθ1 cθ1 0 0
0 0 1 0
0 0 0 1

, T1
2 ==


cθ2 −sθ2 0 a
0 0 1 0
−sθ2 −cθ2 0 b

0 0 0 1

,T2
3 =


0 0 1 d3 + c
0 1 0 d
−1 0 0 0
0 0 0 1

, T3
4 =


0 0 −1 0

sθ4 cθ4 0 0
cθ4 −sθ4 0 0
0 0 0 1

,

T4
5 =


cθ5 −sθ5 0 e
0 0 −1 f

sθ5 cθ5 0 0
0 0 0 1

, T5
6 =


0 0 1 g

sθ6 cθ6 0 0
−cθ6 sθ6 0 h

0 0 0 1

, T6
T =


0 0 −1 x6

0 1 0 y6

1 0 0 z6

0 0 0 1

,

where [a, b, c, d, e, f, g, h, x6, y6, z6] is a vector containing all the kinematics geometric parameters, sθi
and cθi are short forms of sinθi and cosθi, respectively.
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