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Abstract: Chemical mechanical polishing (CMP) has become one of the most important process stages
in the fabrication of advanced integrated circuits (IC). The CMP pattern effect strongly influences the
planarization of the chip surface morphology after CMP, degrading the performance and the yield of
the circuits. In this paper, we introduce a method to predict the post-CMP surface morphology with
a convolutional neural network (CNN)-based CMP model. Then, CNN-based, density step height
(DSH)-based, and common neural-network-based CMP models are built to compare the accuracy of
the predictions. The test chips are designed and taped out and the predictions of the three models
are compared with experimental results measured by an atomic force profiler (AFP) and scanning
electron microscope (SEM). The results show that CNN-based CMP models have better accuracy by
taking advantage of the CNN networks to extract features from images instead of the traditional
equivalent pattern parameters. The effective planarization length (EPL) is introduced and defined to
make better predictions with real-time CMP models and in dummy filling tasks. Experiments are
designed to show a method to solve the EPL.

Keywords: chemical mechanical polishing (CMP); convolutional neural network (CNN); modeling;
pattern effect; effective planarization length (EPL)

1. Introduction

Chemical mechanical polishing (CMP) is a physical-chemical process usually used to make
locally and globally flat wafer surfaces. During the CMP process, a wafer is pressed faced down
against a rotating polishing pad with a slurry and abrasives are added between the two surfaces. The
redundant materials are removed via the combination of the chemical action caused by the slurry and
the mechanical action caused by the rotation and pressure of the polisher [1,2]. CMP has been playing
an increasingly important role in the fabrication of ultra-large-scale integrated (ULSI) circuits. The
planarization of the post-CMP surface determines the depth of field (DOF), which will strongly affect
the quality of the lithography during the fabrication of higher layers, while large CMP defects may
cause chip failure [3,4]. The planarization of CMP faces tighter margins with the shrinking of the
feature size of the transistors, because the defects in post-CMP surfaces are worse compared to the size
of the transistors. CMP faces great challenges.

The planarization of post-CMP surfaces has a strong correlation with layout patterns, which
are composed of transistors and interconnected lines [4]. Layout patterns cause the CMP pattern
effect, which reflects how different layout patterns act on the CMP process and the final height of the
post-CMP surface. By studying CMP pattern effects, we can predict defects [5] on the surfaces and
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hotspots that may degrade the performance or even cause failure of the circuit. Then, the layout can be
optimized for better performance and higher yields.

Currently, most CMP models are built based on pressure distribution and Preston’s equation. The
Massachusetts Institute of Technology (MIT) [6,7] and Microelectronics of the Chinese Academy of
Sciences (IMECAS) [8,9] have built several pressure-distribution-based CMP models. These models
predict the defects of post-CMP surfaces by taking advantage of the physical mechanisms of the
fabrication process. The most commonly used models are based on density step height (DSH) theory.
DSH models assume that the contact between the pad, the abrasives, and the chip surface fits Hooke’s
law [10]. The model divides the whole layout pattern into small process windows and extracts
equivalent parameters from each process window. Then, Hooke’s law and the linear approximation
are used to calculate the removal height in each process window in a unit time period. The removal
operation is iterated until the surface height reaches the desired value.

However, DSH-based CMP models have several limitations. First, the CMP process involves too
many interfering factors, including the interactions among wafers, polishing pads, abrasives, and the
slurry, for which some of the mechanisms are not yet well studied. Second, as they are bound by the
computation speed, the process windows cannot be too small (usually 10 um × 10 um). The size of
the process windows limits the resolution and accuracy of the CMP model. Third, Hooke’s law and the
linear approximation used in DSH models cannot accurately describe the real CMP process or cause
many errors. Fourth, the deviation of the layout and the extraction of equivalent parameters lead to
loss of detail regarding the layout pattern. These details can strongly influence the polishing results.

In our work, a convolutional neural network (CNN)-based post-CMP planarization model is
designed. A CNN is a method based on deep learning. It learns to analyze how patterns act
on outputs from labeled samples and then uses the learned knowledge to predict new unknown
samples. A CNN-based CMP model extracts the features that have an impact on the post-CMP surface
height and calculates how these features act on the final global surface height distribution. Our
former work [11] showed a CNN-based CMP planarization model with a complete architecture. The
practicality was discussed and the results showed that our CNN-based CMP model had good accuracy.
In this article, test chips at the 28 nm process node are designed and fabricated by Semiconductor
Manufacturing International Corporation (SMIC). An atomic force profiler (AFP) and a scanning electron
microscope (SEM) are used to measure the experimental results. CNN-based, neural-network-based,
and DSH-based CMP models are built to compare the predictions with the experimental results. The
equivalent planarization length (EPL) is introduced to help make real-time CMP hotspot predictions.
A method to solve the EPL using the CNN-based CMP model is then explained.

This paper is organized as follows. Section 2 introduces the pattern effects of the CMP process.
Section 3 talks about the principles and methods used to build different CMP models, including
DSH-based, neural-network-based, and CNN-based CMP models. Section 4 shows predictions of the
three CMP models and compares them with experimental results. Section 5 talks about the EPL and
using the CNN-based CMP model to solve the EPL. Section 6 summarizes the ideas.

2. CMP Pattern Effects

The materials on the surfaces of chips cannot be removed evenly. The removal rate is determined
by the slurry, the abrasives, the pressure, the relative rotational speed between the chip and pad,
and many other factors. The variance caused by CMP can be categorized into two types: random
variation and system variation [3]. Random variation is made up of the fluctuations during fabrication
processes [12], including random dopant fluctuations and line edge roughness. Random variation is
generated from the fabrication process and is hard to mitigate via design methods. System variation is
mainly caused by CMP pattern effects [13–15]. The layout pattern strongly influences the removal rate
during the CMP process. CMP planarization models try to study these pattern effects to make precise
predictions of the post-CMP surface height to help optimize the layout design.
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There are two main reasons for CMP pattern effects. One is the original height distribution of
the chip surface before polishing. Former steps such as electrochemical deposition, chemical vapor
deposition, and etching form an initial height distribution, which influences the CMP removal rate.
The other factor is the selectivity of the slurry used in CMP. The selectivity describes the ratio of the
removal rates of two different materials. The surface forms a new height distribution during CMP,
which is affected by the original height distribution and the selectivity.

CMP pattern effects have great impacts on chip fabrication. First, the unevenness of the chip
surface influences the fabrication of the higher layers. Rougher surfaces require a larger depth of field
(DOF), which reduces the resolution of the optical system. Second, the pattern effects also influence
the performance of the chip [9]. The unevenness of the surface changes the resistance and the capacity
of the circuit. For example, recessed copper lines increase the resistances of interconnects, while
protruding copper lines decrease the resistances, meaning the delay of the circuit can be changed.

Works have been put forward to study CMP pattern effects [13–15]. There are theories that relate
the local removal rate to the equivalent line width, line space, and density [10]. Progress has been
made, however the accuracy is not high enough. One of the main reasons is that there are thousands
of different patterns, which lead to different polishing results and may have the same equivalent
parameters. The equivalent parameters do not have good pattern abstraction results, meaning that
pattern effects cannot be precisely predicted by these theories.

To further study the CMP pattern effects and make more accurate predictions for post-CMP
surface heights, CNN-based CMP planarization models were introduced. Test chips were designed
and fabricated at the 28 nm process node. AFP and SEM were used to obtain experimental results. The
experimental results were set as samples and used to train the network. Then, the trained network
made predictions to confirm the precision. Our former work [11] showed that the CNN-based CMP
model reduced the mean squared error (MSE) from 65.54 A when using the DSH model to 22.41 A.
This article studies the most important reasons for the improvement of the accuracy and the additional
usage of the CNN-based CMP model related to the equivalent planarization length.

3. CMP Planarization Models

CMP planarization models make predictions of the post-CMP surface height according to the
input layout patterns and the process parameters. In practice, dishing and erosion defects [8] are more
commonly used because the absolute height is hard to measure directly. Figure 1 shows that dishing is
the height of the pattern oxide minus the height of the copper; erosion means the height of the field
oxide minus the height of the pattern oxide.
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Figure 1. Illustration of dishing and erosion defects.

This section first talks about DSH-based CMP models, including dividing the layout into process
windows; extracting the equivalent space, width, and density from each process window; and
calculating the removal height in each process window. Then, the NN-based CMP model and the
CNN-based CMP model used in our experiment are introduced.
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3.1. DSH-Based CMP Models

DSH-based CMP models first divide the layout into square process windows and assume that
the up and down areas of the surface bring unequal pressure distribution. The pressure is calculated
for each process window based on the original height and the total force of the polishing pad. The
equivalent parameters are then extracted for each process window. The pressure is calculated for each
process window based on the equivalent parameters and the total force of the polishing pad according
to Hooke’s law. The calculated pressure is applied to obtain the material removal rate using Preston’s
equation. The removal height of a unit period time is calculated and the surface height is updated after
each removal. The processes are repeated until the height reaches the desired value. The details for
parameter extraction and removal are shown in the following paragraphs.

3.1.1. The Deviation of the Layout and the Extraction of Equivalent Parameters

The layout is usually divided into square process windows. The size of the process windows is
decided by the computation speed. In our experiment, the size of the process windows was set to
10 um × 10 um and the computation time for each prediction was more than 1 h.

The equivalent parameters are then extracted [13,14]. The most commonly used equivalent
parameters are the equivalent line space, line width, and density [16,17]. The steps are as follows [8]:

(1) In each window, record the perimeter Ci and the area Si of each polygon in the window, where i
is the identifier of each polygon. Substitute all patterns in the window by a single rectangle and
solve Equation (1) to calculate the length Qil and width Qiw of the rectangle, which are the two
roots of Q:

Q2
−

(Ci
2

)
Q + Si = 0 (1)

(2) The equivalent line width W of the rectangle is given by Equation (2) and named as the equivalent
line width:

W =

∑n
i=1(Qiw·Si)∑n

i=1 Si
, i = 1, 2, . . . , n (2)

(3) The equivalent density D:

D =

∑n
i=1 Si

square o f window
, i = 1, 2, . . . , n (3)

The parameters are calculated as the input for the removal process.

3.1.2. The Removal Process of DSH-Based CMP Models

DSH assumes that the polishing pad is an ideal plane composed of a collection of independent
springs. The contact between the pad, abrasive, and surface fits Hooke’s Law [10].

An improved CMP planarization model based on DSH and Greenwood-Williamson (GW) theory
was studied [18,19]. The model assumes that the asperities of the polishing pad contacts the surface of
the wafer following the Hertz contact theory [20]. First, the deformation of the surface is calculated
according to the Hertz contact theory. Then, the feature-level pressure distribution is calculated
considering the additional characteristics of asperities. The local removal rate is obtained based on
Preston’s equation. The removal rates for the up and down areas are given as follows [21]:

RRU = KpVPnom

√
1 +

4R′a(hU − hD)

L2 ·exp
(

hU
−D∗

σ

)
(4)

RRD = KpVPnom

√
1 +

4R′a(hU − hD)

S2 ·exp
(

hD
−D∗

σ

)
(5)
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where RRU and RRD represent the removal rate of the up and down areas, respectively. Here, Kp

denotes the Preston coefficient and V denotes the relative rotational speed between the wafer and the
pad; Pnom and D∗ relate to the material of the polishing pad; hU and hU are the heights of the up and
down areas; R′a is the equivalent curvature radius of the asperity; L is the line width and S is the line
space. The model has good efficiency and the simulation results fit the experiment well.

3.2. CNN-Based CMP Planarization Models

3.2.1. The Practicality of CNN-Based CMP Models

The convolutional neural network is a popular deep learning algorithm. It is widely used in object
detection and image classification tasks, such as facial and text recognition [22–24]. CNN is good at
image analysis. A CNN-based model can extract features from image samples and verify how these
features act on the output. Then, the CNN network uses its knowledge to make predictions of new
samples with high accuracy.

The CNN consists of three kinds of typical layers to construct a complete network: convolutional
layers, pooling layers, and fully connected layers. A convolutional layer maps a multilayer input
image to a multilayer output image with a kernel. The kernel is usually a small multilayer matrix
(usually 5× 5). The parameters of the kernel are trained with samples. A pooling layer goes through
the image with a stride and applies a pooling operation on each unit window (usually 2× 2 or 3× 3). A
pooling operation picks the max or the average value of the unit. A fully connected layer flattens a 2D
or 3D input into a 1D array and then makes linear combinations of each element.

The workflow of a CNN-based model is as follows. The model first needs an architecture of
several neural layers. For each sample, the input goes through the network from the first layer to the
last layer. Most of the layers are convolutional layers, which means that each element of each layer
needs a convolution operation with the kernel [22,24] to pass to the next layer. The labels of the sample
are then compared with the predictions of the network to update the parameters of the kernels. The
process lasts until the predictions of samples of the CNN network reach the desired accuracy. More
details can be found in works by [22,25] Lecun et al. [23,24] and Hinton et al.

Three important characters make CNN more accommodating to CMP models: sparse interactions,
parameter sharing, and equivariant representations. Sparse interactions mean that each element of
each convolutional layer only interacts with the parameters in the kernel (usually 3 × 3 or 5 × 5) of
the layer. This matches the CMP mechanism, whereby the removal of a given region is only strongly
influenced by neighbors. Parameter sharing means that each layer only has one kernel. Equivariant
representations mean that when the input is shifted, the output will be shifted by the same operation
and the same value will be kept. These two characters guarantee that the same input pattern will have
the same output in a CMP planarization model.

The key ideas behind DSH- and CNN-based CMP models are different. Pressure-distribution-
and DSH-based CMP models assume that the mechanism and details of CMP process are well studied.
The mechanisms are used to calculate the removal rate so that the post-CMP surface height can be
predicted. However, the real CMP process can be very complicated, as it involves a polishing pad,
slurry, abrasives, pad conditioner, and other environmental factors. The shape of asperities on the
polishing pad and the size of the abrasives are random, meaning the post-CMP height cannot be
predicted precisely. On the one hand, the mechanisms of the polishing process are not very clear
yet. Models based on fluid shear stress, solid-solid contact, and chemical reaction removal have been
built [10,17,26], but none of these models can match the CMP process perfectly. On the other hand, the
pattern effect of the CMP process is not well studied yet. Existing CMP planarization models either
ignore the impact of neighbor regions during material removal or simply average the values, limiting
the accuracy of the predictions.
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A CNN-based CMP planarization model relies on a Bayesian equation:

P(Hi|P ) =
P(Hi)P(P|Hi )∑n

j=1 P
(
H j

)
P
(
P j

∣∣∣H j
) (6)

In Equation (6), P refers to the layout pattern and H refers to the height of the post-CMP surface.
The experimental measured data are used a posteriori to estimate the prior value, which is implicit in
the equation, using a maximum likelihood estimate (MLE). Then, the implicit a priori value is used to
predict the new samples. Correspondingly, the CNN networks use the a posteriori samples and learns
the a priori value from the a posteriori value to update the parameters. Then, the networks can predict
the former knowledge.

3.2.2. The Architecture of the CNN-Based CMP Model

The final architecture of our CNN-based CMP model was designed based on AlexNet [27].
AlexNet was chosen because of its fast training speed compared with Inception- and ResNet-based
networks, while the predictions of the three structures have close mean squared errors (MSE) [11].
AlexNet was originally designed to deal with image classification tasks. We redesigned the architecture
of AlexNet to fit the CMP problem.

First, consider the inputs to the model. For each input graph, the CMP model needs to generate
an output value of the post-CMP surface height of the middle pixel. During the CMP process, the
removal rate of each position mainly relates to the surrounding areas, so the inputs of the networks are
designed as square matrices centered on the target pixels. The size of the input matrices is decided by
the effective planarization length (EPL) and is set as a hyperparameter of the model. The EPL describes
the maximum length between two positions that interact with each other during the CMP process and
is further studied in Section 5.

The test chips used in our experiments were designed using a 28 nm standard cell library. The
typical line width and line space are 0.03 um–0.15 um and 0.09 um–0.48 um, respectively. The values
are mostly integer multiples of 0.03 um. Therefore, we set 0.03 um× 0.03 um as a unit square. Each
square is either blank or occupied, depending on whether 50% of the unit is occupied. The average
height of the unit square is extracted as an element of the input matrix.

Conv0 and Pool0 were designed for data preprocessing. In our experiment, the input size of a
single prediction operation was set to 1364× 1364× 1, representing an area of 40.92 um × 40.92 um
with a single layer. The Conv0 receives 1364× 1364× 1 and implements a convolution operation with
a kernel size of 5× 5× 3 and stride 3 to output 454× 454× 3. Then, the Pool0 changes the data into
227× 227× 3, so that the format of the data suits the middle layer of AlexNet.

The middle part of the model adopts an AlexNet-like architecture for the network
construction [11,27]. Figure 2 shows the complete network structure diagram. Here, a convolutional
layer is denoted as conv, a pooling layer is denoted as pool, and a fully connected layer is denoted as
FC. The network includes 6 convolutional layers and 4 pooling layers in the middle part of the network
for feature extraction from the layout.

Finally, consider the output part of the model. In the CNN network with conventional image
processing, the output is usually processed by a soft-max layer to obtain the probability output of the
graphic classification. However, the output of the CMP model should be a height distribution, which
is a scalar value. The architecture should be designed to fit a regression task [28–30].

In our CMP model, 4 fully connected layers were set following convolutional layers. The output
of the last layer is a one-dimensional scalar value. The purpose of these 4 fully connected layers is
to summarize the features extracted by convolutional layers and to measure the importance of each
feature to the final output. The loss function for a classification task is usually cross-entropy loss to
predict the probability for each class that the sample may belong to. By changing the loss function to
mean squared error (MSE), the network can compare the difference between the continuous output
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and the label. Using stochastic gradient descent as the optimization method, the MSE loss function is
used to carry out the backpropagation to complete the network training and make predictions with
continuous variables.
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3.2.3. A CMP Model Based on Equivalent Parameters and a Neural Network

As a comparison, we set up a CMP model based on the equivalent parameters and using the
common neural network (NN) architecture. The grid division method of the NN-based model is the
same as the DSH model. The input parameters of the model are the equivalent parameters extracted
using the aforementioned method, including the equivalent line width, the equivalent line spacing,
and the equivalent density. The intermediate parameters, including the total polygon number in the
grid and the polygon circumference, are also used in calculating these parameters. The middle layer of
the model adopts a fully connected, 4-layer neural network structure. The input has 8 parameters;
the middle has three fully connected layers, all of which have 256 neurons; and the final output is a
scalar output.

The common NN-based model is used to find the most important reason to improve the accuracy.
If the accuracy of the NN-based model is closer to the CNN-based model, the application of the neural
network is the most important factor. In contrast, if the accuracy of the NN-based model is closer to the
DSH-based model, the reason for the precision difference lies in the ability to extract graphic features
provided by CNN.

4. Accuracy Analysis of CMP Models

4.1. The Test Layout Patterns

The test layout patterns applied in our experiment were designed based on the 28 nm standard cell
library from Semiconductor Manufacturing International Corporation (SMIC). Most of the structures
of the logical units in the cells are lines or spaces, and less than 5% of the cells have gates with other
structures, including crossing gates, L-shaped gates, and U-shaped gates.
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The test patterns can be categorized into 3 parts. The patterns of part 1 are 200 um × 200 um
squares with straight vertical gates. The gate length is set to 200 um, gate widths range from 0.03 um
to 0.15 um, and the gate spaces are 0.10 um–0.50 um. The patterns in part 2 are similar to part 1, but
horizontal gates are added. The width of the horizontal gates is either 0.06 um, 0.08 um, or 0.12 um, and
each horizontal gate passes through 3 to 20 vertical gates. Part 3 involves 200 um× 200 um squares
with straight vertical gates, whose gate length and gate width are variant within each square. The
200-um horizontal edge is divided into eight 25-um pieces, with each piece retaining a constant gate
length and gate width. This part is designed to confirm the impacts of the neighbors of the pattern
effect. Figure 3a shows one of the test chips and Figure 3b shows a single input image in the CNN
network. The label and the CNN output of Figure 3b is the height of the middle pixel.Electronics 2020, 9, x FOR PEER REVIEW 8 of 16 
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Figure 3. A test chip (a) and an example of a single input image (b).

For each test pattern, AFP and SEM were used to measure the dishing defect of the center position.
For the DSH-based CMP model, equivalent parameters of the test patterns were extracted and used
to make predictions. For the CNN-based CMP model, the test pattern and measured defects of the
training set were used to train the network and predictions were made for other test patterns. The
predictions of the two models were compared. Figure 4 shows an example of a SEM picture of a single
sample. The labeled dishing defect of the sample was calculated using the measured results.
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4.2. Process Description.

The test chips were designed and fabricated, then AFP and SEM were used to measure the
dishing and erosion defects. Our experiments mainly studied the dishing defects. The test patterns
and measured results were used to test the accuracy of the DSH-based, CNN-based, and common
NN-based CMP models. The processes were as outlined below.
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To make predictions with the pressure-distribution- and DSH-based CMP model, the process
window was first divided and the equivalent parameters were extracted. The inputs of the model
were the extracted equivalent parameters and the origin height of the process windows. The model
calculated the removal height according to Preston’s equation during a unit time period, updated the
height of the surface, and then repeated these steps until the height reached the desired value.

As for the CNN-based and common NN-based CMP models, the first step was to divide the
dataset to train the model, as below:

(1) Split the dataset into the training set, validation set, and test set as 60%, 20%, and 20%, respectively;
(2) Use the training set to train the network;
(3) Use the validation set to optimize the hyperparameters of the network;
(4) Use the training set and validation set together to train the optimized network;
(5) Make predictions for the test set and record the results. Guarantee that the test set does not have

any contact with the network before making predictions;
(6) Initialize the network and repeat steps 1 to 5 up to 500 times to make other predictions;
(7) The final prediction for each pattern is the average of the recorded predictions.

This process regularizes the algorithm in a similar way to the random forest approach. The
averages of 500 models are utilized to reduce the impact of the exception value caused by randomness.
The process also keeps the network from knowing the results of the test set, so the performance of the
model can be correctly examined.

Common NN-based and CNN-based models have different input data formats. The inputs of the
common NN-based model are the equivalent parameters used in the DSH-based model. Besides the
equivalent width, the space and density, total perimeter, and amounts of polygenes and crossings are
also used as input features. During the training, the network uses MSE as a loss function and compares
the prediction and experimental data to update the parameters by back propagation. CNN-based
CMP models use complete patterns rather than artificial parameters as inputs. The network learns the
pattern effect from the layout pattern and experimental values by itself. A 0.03 um × 0.03 um square
is set as a pixel. The typical length, width, and space are all integral multiples of 0.03 um, so that every
pixel is complete filled or blank. A sample uses a 1364× 1364 pattern centered on the target position
as the input. The CNN layers extract features that have impacts on the output removal results and
analyze the weight of each feature. The parallel computing of the CNN network means the model
is efficient.

4.3. The Predictions of the Models

CMP models based on DSH, common NN, and CNN were then built. The SEM data were used to
calibrate the DSH-based model and to train NN- and CNN-based models. Predictions of a group of
locations for all three models were collected and compared with the measured results. The overall root
mean squared error (RMSE) values of the DSH-based module, NN-based module, and CNN-based
module were 4.17 A, 3.56 A, and 2.02 A, respectively.

The results were then visualized, which are shown in Figures 5–8. The post-CMP heights of
patterns whose equivalent line spaces ranged from 0.12 um to 0.48 um and line widths ranged from
0.03 um to 0.15 um were especially relevant. The measured data and predictions for these patterns are
shown in the figures.
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The model based on CNN predicted the CMP results more accurately, for which there are some
more details to note.

First, in the predictions of the DSH-based model, we can notice that for the moderate equivalent
spacing, the trend of dishing defects changing with the equivalent line width is in accordance with
that of the SEM measured data. However, in the case of bigger or smaller equivalent spacing, the
predictions errors are large. The reason may be that when dealing with patterns with large spacing and
small spacing, the relative relation between the size of the equivalent spacing and the size of the process
windows changes, meaning the extracted equivalent parameters no longer meet the approximate
conditions of the pressure calculation in the DSH model. At the same time, the change of spacing
changes the size relationship with the abrasive particles, making the removal mechanism different from
the patterns with 0.30 um spacing. In the model based on NN, although the equivalent parameters are
also applied as inputs, the model is corrected with samples that have bigger or smaller spaces during
the training process. Therefore, this phenomenon does not occur in the common model.

Second, in the NN-based model, the trend of the dishing defects changing with the changes of the
equivalent line width and the equivalent spacing seems to be in poor agreement with the measured
data, but still has a lower root mean square error than the DSH-based model. This is because in the
training of the NN-based CMP model, the influence of other parameters besides the equivalent line
width and spacing, such as the total circumference and the number of polygons, means that it makes
sense to remove the results. The NN-based CMP model not only learned the relationships between the
output dishing defects and the established physical mechanism, but also learned the relationships
with other unknown mechanisms. However, the overall accuracy was greatly improved. The current
method for the process window division and parameter extraction loses a lot of information that
reflects the features of layout patterns. It is difficult to establish a precise CMP model with only these
equivalent parameters.

The CNN-based CMP model has improved accuracy by minimizing the RMSE to 2.02 A. This
model makes use of the ability of CNN network to extract features from the patterns and to analyze the
weight of each feature on the final output. The experiments showed that the predictions of CNN-based
model are in better accordance with the SEM data and can indeed improve the accuracy. The excellent
CNN architecture, parallel computing, and parameter reuse also make it possible for the model to
have a much smaller unit element in computing, with acceptable time consumption. Therefore, it is an
effective method to carry out layout pattern effect analysis based on the CNN network and establish
CMP or even other process models that are related to the layout pattern.

5. The Study of the Effective Planarization Length

5.1. The Definition of the Effective Planarization Length

The effective planarization length (EPL) is a quantitative index that describes the range of lengths
between positions that interact with each other during the CMP process. To be more precise, it is the
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maximum range of the surrounding patterns that can significantly influence the removal rate of the
target position. The EPL has many applications. For example, the EPL can be used to make real-time
predictions of post-CMP surfaces by only updating the planarization information within the EPL range
when the layout is locally modified. Additionally, the EPL can also be used to examine whether the
inserted materials will have a significant influence on the CMP defects during dummy filling.

The removal rate of a position in the layout during CMP is determined by two factors: the local
height and surrounding patterns. The effect of the local height has been accurately described by elastic
deformation theory and Preston’s equation. However, there is no effective theory that can precisely
predict the impact of surrounding patterns made on the target position. The EPL tries to study the
impact range.

In our CNN-based CMP model, the EPL is defined in the following way: for a specific position,
when the patterns outside the range L are arbitrary changed and the patterns within L are kept,
if the defect of the specific position always varies within a certain range (5% in this article), the
minimum distance L that guarantees this condition for all positions on the layout is called the effective
planarization length. It must be noted that during a complete polishing process, the variation of the
removal height will continue to spread to other areas over time. Therefore, an EPL works under specific
process conditions and with a specific removal duration. For a new CMP environment, a new EPL
should be solved.

5.2. The Test Patterns and Experiment Process

By using the CNN-based CMP models, the EPL can be efficiently calculated using test layouts.
The EPL can then be applied to real-time post-CMP surface prediction and dummy filling to further
optimize the design.

The line-space structure accounts for the majority of the SMIC 28 nm standard units, so the test
layout is mainly composed of line–space patterns. Figure 9 is a diagram of a test pattern. The main
structure of the test pattern is repeated vertical gates with equal spacing and a 40-um gate length. The
center of the pattern is selected as the target position. Vertical gates of the same width are arranged
at equal intervals on both sides. In our CNN-based CMP model, the size of a single input pattern is
1364 × 1364 × 1 unit squares, while the size of each unit square is 0.03 um × 0.03 um. Therefore, the size
of an input image is 40.92 um × 40.92 um.
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pattern that outer vertical gates are removed.

Three groups of test patterns were designed with gate spacings of 0.15, 0.3, and 0.45 um. For each
group, the complete original pattern (as Figure 9a) was first input to the trained CNN network and the
prediction of the dishing defect D0 was recorded as the basis. Then, the vertical gates were gradually
removed from far to near (Figure 9b) in 2 um steps. For each step i, the maximum horizontal length
from the vertical gates to the center was set as di. Each new pattern corresponding to di was input to
the network to predict a new dishing defect Di; D0 and Dis were then summarized and are shown in
Figure 9.
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5.3. Experimental Results and Conclusions

Patterns with 0.06 um, 0.09 um, and 0.13 um gate widths; and 0.15 um, 0.30 um, and 0.45 um
gate spaces were designed and input to the trained CNN-based CMP model, as Section 5.2 shows.
The results are shown in Figures 10–12 for 0.15 um, 0.30 um, and 0.45 um spacing, respectively. The
horizontal ordinate is the horizontal length di within which the vertical gates are kept. The vertical
ordinate is the rate of change of the dishing defects compared with the basis D0. Table 1 shows the
average minimum di, which keeps the rate of change of the dishing defect Di within 5% compared
with D0.
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Table 1. The average minimum di, which keeps the rate of change of the dishing defect Di within 5%.

Average Minimum di Line Width 0.06 um Line Width 0.09 um Line Width 0.12 um

Line space 0.15 um 18.45 um 15.27 um 12.52 um

Line space 0.30 um 19.02 um 16.35 um 12.45 um

Line space 0.45 um 19.12 um 17.23 um 12.88 um

From the figures and Table 1, we can see that when the distance reaches 20 um, the impact of the
outer regions on the center position is less than 5% in our test chips. Outer regions with other patterns
were also tested and the distances were close to the results shown. In general, when considering the
pattern effects of CMP for the standard cell library used in our experiment, we can ignore the influence
of the patterns beyond the distance of 20 um to the center region within the error range of 5%. With 5%
as the standard error range, the maximum effective flattening length of this group of test patterns is
20 um.

Furthermore, there are other conclusions we can draw from the experimental results. First, in
several combinations of the gate width and gate spacing, it can be observed that when the distance di
is between 5 um and 10 um, the outer regions have a 20% to 30% impact on the rate of change of the
dishing defects. When di is in the range of 10 um to 20 um, the influence of the rate of change drops
sharply and reaches about 5% at 20 um di. Second, the influence of the gate width on the dishing
defects is larger than that of the gate spacing. Patterns with smaller gate widths are usually more
easily impacted by surrounding patterns. Third, the gate spacing has smaller impact on the dishing
defects than the gate width. Dishing defects of patterns with smaller line widths are less impacted by
their surroundings.

In summary, we conclude that in the process environment used in our experiment, the effective
flattening length range was about 20 um when a 5% change of the dishing defect rate was used as the
threshold. When the horizontal distance di between the target position and the boundary of the kept
patterns ranged from 5 um to 10 um, the rate of change of the dishing defects was usually 20% to 30%.
When di changed from 10 um to 20 um, the rate of change decreased from 20% to 5%. Additionally, the
rates of change of the dishing defects of patterns with smaller gate spaces, larger gate widths, or larger
pattern densities were less affected by changes to the surrounding patterns.

6. The Discussion and Conclusion

In this paper, we can see the influence of the pattern effect on the CMP planarization process. A
pressure-distribution- and DSH-based CMP model that is commonly used in Technology Computer
Aided Design (TCAD) and Electronic design automation (EDA) tools is introduced. Then, a CMP
planarization model based on a convolutional neural network is designed and proposed. The
practicality and architecture of the CNN-based CMP model are then discussed.

Test chips are designed and fabricated based on the SMIC 28 nm standard cell library. AFP and
SEM are used to measure the height and dishing defects of the post-CMP surface. The results show
that the CNN-based CMP planarization model has better accuracy and can make good predictions of
the CMP pattern effects. The overall root mean squared error (RMSE) of the CNN-based CMP model is
2.02 A, while the RMSE of the DSH-based model is 4.17 A. The comparison between the CNN-based
method and the common neural network method shows that the key factor for improving the accuracy
of the CMP models is to better extract new features from the layout patterns instead of using equivalent
parameters, such as the equivalent line width, spacing, and density.

The effective planarization length is also introduced and studied. The EPL plays an important role
in dummy filling and real-time prediction during layout modification. The test layout and experiment
are designed and the CNN-based CMP model is used to study the EPL. The results show that the
maximum planarization length is about 20 um in our process environment, with a 5% rate of change
of the dishing defects as the threshold. The rate of change of the dishing defects changes with the
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horizontal distance di from the center when the patterns of the outer regions of di are removed. The
rate of change varies from 20% to 5% when di varies from 10 um to 20 um. The dishing defects
of patterns with smaller line spaces, larger line width, and greater density are less affected by the
surrounding patterns.

The CMP model based on CNN can effectively analyze layout patterns and can assess the impacts
of the extracted features on the planarization output. The CNN-based model has great advantages in
the analysis of local and regional pattern effects and is an excellent choice for post-CMP surface height
prediction. It can be further used in dummy filling and real-time local CMP prediction.
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