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Abstract

:

The Network-on-Chip (NoC) paradigm emerged as a viable solution to provide an efficient and scalable communication backbone for next-generation Multiprocessor Systems-on-Chip. As the number of integrated cores keeps growing, alternatives to the traditional multi-hop wired NoCs, such as wireless Networks-on-Chip (WiNoCs), have been proposed to provide long-range communications in a single hop. In this work, we propose and analyze the integration of the Delta Multistage Interconnection Network (MINs) as a backbone for wireless-enabled NoCs. After extending the well-known Noxim platform to implement a cycle-accurate model of a wireless Delta MIN, we perform a comprehensive set of SystemC simulations to analyze how wireless-augmented Delta MINs can potentially lead to an improvement in both average delay and saturation. Further, we compare the results obtained with traditional mesh-based topologies, reporting energy profiles that show an overall energy cost reduced on both wired/wireless scenarios.
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1. Introduction


Network-on-Chip (NoC) design paradigm has been one of the most promising and, over the past years, widespread solutions to implement communication interconnects able to cope with the growing requirements in terms of energy and performance of multi-/many- core architectures such as Multiprocessor Systems-on-Chip (MPSoCs) [1,2,3]. NoC implementations can be adapted to the needs of the scenarios to be supported thanks to a whole series of features and parameters such as topology, switches architecture, buffer size, and routing strategies [4,5,6]. The main parameter to take into account is the topology, which determines the shape of the whole network through the displacement of nodes and of the connections (links) among them. Different topologies offer different solutions for the trade-off among throughput, delay, and area [7,8,9,10], for this reason there is not a specific topology good for all the applications.



Multistage Interconnection Networks (MINs), traditionally proposed in high-performance parallel computing as a low-latency interconnection solution, are predicted to become more and more relevant for NoCs, mainly due to the high pin bandwidth of router chips, which motivates networks that can potentially offer a much higher node degree [11,12]. A relevant feature of MINs is that they are indirect topologies, i.e., consisting of two types of nodes: (i) terminal nodes, also referred to as Processing Elements (PEs) or Cores, acting as sources/destinations for the traffic, and (ii) switch nodes, also called Switching Elements (SEs), which propagate the traffic through a set of middle stages as depicted in Figure 1. In particular, this work focuses on Delta MINs, which are the most common in MPSoC implementations. A review of a variety of Delta MINs has been presented in [13]. The number of switch nodes in a Delta MIN is equal to   ( N  log k   ( N )  ) / k  , where N is the number of terminal nodes and k, namely radix, is the number of inputs and outputs of each switch node (e.g., radix 2 means that the switches in the Delta MIN have two inputs and two outputs). These switches are organized in    log k   ( N )    stages. As a comparison, for example, a mesh topology would require a number of switches equal to the number of processing elements since, being the mesh a direct topology, each processing element is associated to a switch.



A key feature of Delta MINs is that the number of hops that separates any couple of terminal nodes is constant and equal to the number of stages minus 1 (i.e.,    log k   ( N )  − 1  ), while in traditional mesh-based topologies it depends on the couple of nodes taken into account, so that an average hop distance should be considered instead. For example, in square mesh topologies this average distance is equal to   ( 2  N  ) / 3  . A comparison of Delta MINs against mesh topologies is shown in Figure 2, where it is possible to appreciate how Delta MINs represent a big opportunity for the scalability of bigger networks in terms of average hop distance.



Indeed, long-range multi-hop communications due to the point-to-point interconnection of nodes, together with the increase in the number of cores integrated into modern MPSoC, make scalability problems arise, both in terms of performance and energy. To reduce the negative impact of long-range multi-hop communications, in recent years, innovative interconnection systems have been proposed. It is the case, for example, of Wireless Networks-on-Chip (WiNoCs), which provide single-hop connections [14] between distant nodes in the network. A WiNoC is an enhanced version of an NoC in which a subset of the switches (radio-hubs) is provided with a Wireless Interface (WI) that enables radio communications. While this technology has been investigated for common direct topologies (e.g., mesh, rings, and tori), to the best of our knowledge, its application within indirect topologies based on Delta MINs is currently unexplored.



This work extends our preliminary study [15] about the potential benefits of Multistage Interconnection Networks as a backbone for NoCs. In particular, the previous contribution was strictly limited to the impact of using wireless communications in delta MINs on-chip architectures, without any comparison with other different topologies. With this regard, in the current work, we present a comprehensive comparison against the mesh topologies of different sizes, which represent the most widespread use case for NoC architectures. Also, we investigate a multi-objective analysis, which takes into account delay/energy trade-off of MINs when compared to traditional mesh, especially when considering large NoCs augmented with alternative interconnection technologies that allow for future scalability, such as on-chip radio communications infrastructures.



The contributions of this work can be summarized as follows:   ( i )   an investigation of the effects of wireless communications introduced as a viable solution to reduce average latency among distant stages in Delta MINs;   ( i i )   the implementation of Delta Multistage Interconnection Network topologies in the open-source cycle-accurate Noxim simulator;   ( i i i )   the analysis of the impact on delay and energy adopting wireless-augmented Delta MINs;   ( i v )   the comparison of the proposed Delta MINs based NoCs against traditional mesh based network, for a set of representative scenarios both in terms of network characterization and traffic patterns.



The remainder of this paper is structured as follows: Section 2 presents relevant works for the classification and comparison of Delta MINs as NoC interconnects and new NoC technologies. Section 3 details the upgrades to the Noxim simulator and evaluation environment. Section 4 presents the experiments and the outcomes in terms of latency and energy costs. Finally, conclusions are drawn in Section 5.




2. Related Work


A plethora of Multistage Interconnection Networks has been introduced over the past decades. They can be evaluated and then compared, taking into account different performance metrics such as throughput, fault-tolerance, network complexity, and cost-effectiveness. Following this direction, authors of [16] focus on the comparison of MINs against other topologies giving reliability a central role as a metric to measure performance. While in [17], authors presented a review of Multistage Interconnection Networks from both the reliability, fault-tolerance, and cost perspectives. Even if comparing MINs is difficult because of their heterogeneity and often diverging design objectives, the paper presents a proper analysis of some of the most recently proposed topologies. As pointed out by these works, the design of efficient and reliable MINs without increasing hardware complexity is still challenging, especially for high throughput applications.



For what concerns NoC technologies, emerging solutions go in the direction of 3D stacking techniques, optical, and wireless NoCs. A discussion of the evolution of NoC technologies from an industrial perspective is presented in [18]. In particular, Wireless NoCs (WiNoCs) [19,20,21,22], emerged as one of the most promising approaches to overcome the NoC challenges. An important feature of WiNoCs is low power consumption. In particular, in [23], it is shown how the energy efficiency of a WiNoC can be achieved by techniques that power-off wireless routers when they are not used in the wireless transmission [23]. Another significant aspect of wireless links is high bandwidth availability. To improve the reliability of wireless links, authors of [24] adapted an optimum-radiation phased array antenna. There are also WiNoCs designs that propose different degrees of wired/wireless link substitutions. For example, a pure wireless link topology has been introduced in [25], while more common solutions make use of hybrid wired/wireless links [26,27]. The aforementioned solutions are based on traditional direct topologies (e.g., rings, meshes, and tori), and differ from each other by the level of links’ substitution or nodes’ partition (in wireless channels). The category of irregular topologies, generally adopted in MPSoCs with heterogeneous IP blocks, have received little attention in the upgrade with hybrid wired/wireless links (e.g., [28]). Finally, the category of indirect topologies, and in particular of Multistage Interconnection Networks (MINs), described at the beginning of this section, to best of our knowledge, has not been contributions related to enhancements with radio on-chip communications. This work represents a first effort on the direction of Delta MINs architectures [29] with hybrid wired/wireless links. Our work aims to present an assessment of the benefits of the integration of radio on-chip communications to enable single-hop transmissions between stages in Delta MINs.




3. Implementation of an NoC Delta MIN Architecture


To evaluate the proposed Delta MIN-based solution, we setup cycle-accurate simulations with Noxim [30], an open-source network-on-chip simulator that already offers the tools to test WiNoCs. To perform these simulations, we first had to introduce our wireless enhanced Delta MIN topology implementing it in the codebase of Noxim [31].



3.1. Additional Signals Mapping


The main implementation-related effort regarded the introduction of switch nodes needed by indirect topologies such as Delta MINs. Before this update, every single node (also known as tile) in Noxim was made of a core, a network interface (NI), and a router. Now it is possible to distinguish between core and switch nodes, the latter carrying out the routing process.



As aforementioned in the introduction, and depicted in Figure 1, Delta MINs are composed of core nodes, switch nodes, and links. Core nodes are processing (PEs) or memory (MEs) elements that create, process, and store data. Switch nodes are switching elements (SEs) organized in levels (stages) to route data among the different cores. Links wire physically two nodes. Data packets move across the Multistage interconnection spending one hop per stage.



If we consider switches with 2 inputs and 2 outputs (i.e., switches with radix 2), in a Delta MIN with p cores there are    log 2  p   stages and   p / 2   switches per stage, for a total of    ( p / 2 )   log 2  p   switching nodes. Figure 1c, for example, shows a network with 8 core nodes and switches with radix 2 organized in 3 stages with 4 switches per stage. For what concerns the internal representation, each router is labeled as   R ( s t a g e , r o w )   where   s t a g e   and   r o w s   are ids starting from 0. For example, in Figure 1c,   R ( 1 , 3 )   is the router in the second column (stage 1), fourth row, and   R ( 2 , 0 )   is the router in the third column (stage 2), first row. For what concerns the connections among switches, for any i greater than zero, the switching node   R ( i , j )   is connected to   R ( i − 1 , j )   and   R ( i − 1 , m )  , where, i refers to the stage, j specifies the row, and m is obtained by flipping the   i  t h    most significant bit of j. For instance, the router   R ( 1 , 2 )  , located in stage 1, is connected to routers   R ( 0 , 0 )   and   R ( 0 , 2 )   in stage 0.




3.2. Wireless Radio-Hub


Once the new topology has been introduced the next required step was the implementation of a routing algorithm to enable wireless communications within the proposed Delta MINs architectures. Radio-hubs are switching nodes that allow for single hop communication between distant nodes that would require multiple hop communication in a wired fashion. A radio-hub can be connected with other non-radio switches through its wired ports, as shown in Figure 3. The communication among radio-hubs is based on radio channels in which access is regulated through a token-based medium access control (MAC) component [32]. In particular, a radio-hub can be physically able to use more than one channel, each of which is associated with a logical token ring. Every radio-hub that can transmit/receive through a channel is registered within the channel’s related token ring. To start a transmission through a specific channel, a radio-hub needs to wait for the related token.



The token is held until the end of a packet’s transmission, and then it is released and transferred to the next radio-hub of the token ring. If the radio-hub that receives a token does not have packets to transmit through the associated channel, the token is released and transferred to the next radio-hub of the token ring. In the implementation introduced in this work, a packet can be sent through a wireless hop at any stage of the proposed Delta MIN architecture.



It is important to notice that a radio-hub to radio-hub communication is a logical single-hop transmission, which can physically require several clock cycles to be performed. Indeed, assuming that a token is released only after the end of the transmission of a packet, the cycles needed to complete a single wireless transmission are:


   N  t r a n s m i s s i o n _ c y c l e s   =  T  d e l a y   × p a c k e t  l e n g t h × c l o c k  f r e q u e n c y  



(1)




where packet length is expressed in the number of flits and   T  d e l a y    is the amount of time required to transmit a flit, computed as:


   T  d e l a y   =   f l i t  s i z e   d a t a  r a t e    



(2)




given the data rate in bit/s of the antenna, and the flit size in bits.



If we consider a situation without congestion or conflicts in the allocation of resources (e.g., buffers),   N  t r a n s m i s s i o n _ c y c l e s    is the minimum number of cycles to complete a wireless transmission, for a given configuration of packet length, flit size, clock frequency, and data rate. For example, given a configuration with a packet length of 8 flits, a flit size of 64 bits, a clock frequency of 1 GHz, and a mm-Wave antenna using On-Off keying (OOK) modulation with a data rate of 16 Gbps, we obtain a   T  d e l a y    of 2 ns, for a   N  t r a n s m i s s i o n _ c y c l e s    count of 32 cycles.



Technologies underlying the adopted on-chip radio communication are presented in [33,34,35] while [30] thoroughly details the radio-hub architecture.




3.3. Extension to Support Delta MINs Routing


One of the peculiarities of the Delta MINs is the simplicity of their routing algorithm, which employs the so-called destination tag routing technique. With this technique, the bits of the destination address are used immediately to route a packet, by determining the output port for each router at each stage of the network. In this way, only the knowledge of the destination address is required to make routing decisions.



The address of any core in a Delta MIN network is formed by   l o  g 2  N   bits where N is the number of cores in the network. This, indeed, is the same formula to compute the number of stages. Considering networks with radix 2, upon reaching a switching node, one of the two output ports is selected based on the most significant bit (MSB) of the destination address. If that bit is zero, the up link (first output port) is selected, otherwise, the down link (second output port) is selected. Subsequently, before the packet leaves the switch, the destination address is shifted one bit to the left. The bit that has been used will be discarded and the next digit will be moved to the most significant position.



For instance, let us consider an 8-cores network with radix 2, such as the one depicted in Figure 1c, in which addresses are formed by 3 bits. Let us now consider a packet that has to be routed from the source core 2 to the destination core 6, this latter with binary address   110 2  . From core 2 the packet arrives to the switch   R ( 0 , 1 )  . Then,   R ( 0 , 1 )   consumes the MSB of destination address (1) and routes accordingly the packet through its port 1 linked to the switch   R ( 1 , 3 )  . At this point   R ( 1 , 3 )   consumes the new MSB (1) and routes accordingly the packet through its port 1 linked to the switch   R ( 2 , 3 )  . Finally,   R ( 2 , 3 )   consumes the MSB (the last bit remaining, 0) and delivers the packet accordingly through its port 0 connected to the designed destination, namely core 6.



From this example, it is clear that Delta MINs have a self-routing property in the sense that destination tag routing does not depend on the starting position but only on the destination address, which defines the output port chosen for each stage of switches. Hence, proceeding from any source towards the same destination, the identical   110 2   pattern of ports routes.





4. Evaluation and Results


This section presents the configuration proposed for the cycle-accurate assessment of Delta MIN, to evaluate the effects of the introduction of radio-hubs in the architecture, and comparing the same impact with the usage of traditional mesh based architectures. Also, the results related to a representative set of scenarios are discussed in SubSection 4.3.



4.1. Noxim NoC Characterization


As aforementioned, to assess the proposed Delta MIN-based solution, we setup cycle-accurate simulations on Noxim [30], an open-source network-on-chip simulator that offers the tools to test radio-hubs within NoC architectures having a mesh topology. Figure 4 presents the simulation flow with Noxim. To instantiate a Network on Chip, a YAML configuration file, describing all the elements of the desired architecture, has to be prepared and passed as an input to Noxim. The resulting NoC instance, created by the simulator, consists of nodes and interconnections characterized by the properties specified in the configuration file (e.g., see Table 1). Then, the instance is evaluated by Noxim Runtime Engine (RE), which performs the required simulation through its SystemC-based libraries implementing the different NoC architectural elements and models. The result of each simulation is a report regarding performance figures such as throughput, latency, and delay.



The instance created by Noxim reproduces four essential characteristics of an NoC through their respective parameters. These characteristics are topology, traffic model, routing, and simulation. In particular, for what concerns topology, the set of parameters defines structural information, such as number and type of nodes (i.e., tiles, switches, radio-hubs), their interconnection details (e.g., wired or wireless link, its properties such as the latency), and the resulting shape of the NoC (e.g., which port is connected to which one). With regard to the traffic model, it is possible to set parameters such as packet length, packet injection rate (PIR), and the traffic type (e.g., table-based and random). Then, routing parameters determine at run-time, how components make decisions (e.g., routing algorithm). Finally, simulation parameters include reset time, warm-up time, and simulation duration.




4.2. Experimental Setup


Since a comprehensive assessment of all the possible design variations is beyond the scope of this work, we outlined in Table 1 the space of parameters for which we expect a default value not subjected to any further examination. Nevertheless, the proposed default values have been selected from those commonly used in the reference literature [21,30]. It is also important to outline that some of these parameters, for example, simulation time and number of repetitions are not tightly constrained to the modeled architecture but are essential to obtain statistically consistent results. In particular, for what concerns the network size, networks with 64, 256, and 1024 processing elements, respectively, have been tested. In Table 1, the network size parameter reports the number of cores (e.g., 64) and the dimensions of the matrix of switches in a Delta MIN with that number of cores (i.e., for a Delta MIN with 64 cores there are 32 switches per stage and 6 stages).



The metrics taken into account are:




	
Latency: the average packet transmission latency in terms of clock cycles. Transmission latency is computed as the difference between the clock cycle in which the last bit of a packet arrived at the destination and the clock cycle in which the first bit of the packet left the source.



	
Energy consumption: the total energy consumption that includes routers, links, radio-hubs, and network-interfaces contributions. A more detailed description of the adopted energy models is available in [30].








To determine the effect of the incremental placement of radio-hubs into the architecture, a set of communication profiles have been taken into consideration. These profiles, namely   T 4  ,   T 8  ,   T 16  ,   T 32  , and   T 64   enable 4, 8, 16, 32, and 64 source/destination on-chip radio communication flows, respectively. For each of these source/destination pairs, there are two radio-hubs, the first connected to the source and the other to the destination, having a transmission channel in common. We assume that there is no interference among the channels, i.e., different communication flows do not share the same channels. This setup is simple but effective in the evaluation of the results of incremental insertion of radio-hubs in Delta MINs architectures.



The aforementioned communication profiles have been tested within two traffic scenarios:




	
Traffic Random (TR): it is a scenario in which any node can send packets to any other node of the network (lack of specialization). Even if this scenario is synthetic, it provides a stress test to assess the impact of the introduction of radio on-chip communications for a set of nodes in a network in which there are no specialized nodes;



	
Traffic Table (TT): it is a scenario in which sources/destinations communication flows are described in a traffic table. Traffic tables can be recreated from traces of real applications, are representative of a more realistic traffic pattern in which a subset of communications between specific source/destination pairs is more intensive than the others. This may be the case, for example, of NoCs in which some nodes act as memory controllers, thus serving the memory read/write access requests coming from other nodes.








These traffic scenarios, in combination with the communication profiles, are then applied in the networks described by the space of parameters summarized in Table 1.




4.3. Results


Figure 5, Figure 6, Figure 7, Figure 8, Figure 9, Figure 10, Figure 11, Figure 12, Figure 13, Figure 14, Figure 15 and Figure 16 show the effect of incrementally adding multiple wireless communications flows, corresponding to the three communications profiles   T 4  ,   T 8  , and   T 16   (  T 16  ,   T 32  , and   T 64   in the case of experiments with networks of 1024 nodes) described before. The analysis of the results can be conducted along with two different and orthogonal perspectives:   ( i )   how Delta MINs perform as compared with traditional mesh architectures,   ( i i )   how the wireless-augmented communication affects the average delay and saturation point for different traffic patterns and node number, regardless of the type of network.



For the sake of completeness and clarity, we also summarized numerically the main elements of the above figures in Table 2.



The first aspect of the results to be discussed is the effectiveness of the Delta MINs used as a reference architecture for implementing on-chip radio communication when compared to the traditional mesh-based architectures. In this case, the comparison should be made considering each couple of Delta MIN and Mesh results, for a fixed size and traffic pattern, and analyzing the packet injection rates at which saturation events occur.



For the sake of clarity, in addition to the figures mentioned above, the specific Figure 17, Figure 18, Figure 19, Figure 20, Figure 21 and Figure 22 show a direct comparison in terms of the saturation breakpoint and the average delay in non-saturated conditions. Observing the saturation breakpoint values reported in the first three Figure 17, Figure 18 and Figure 19, it is clear that, for a given network size and traffic scenario, saturation occurs at lower packet injection rates when mesh are being considered. This indicates a higher capacity of Delta MINs architectures to process the injected traffic. Also, this effect seems to be transversal, for example, not tied to the number of communication flows in the   T T − n   traffic patterns. The next three Figure 20, Figure 21 and Figure 22 report the average delay in non-saturated conditions, essential to evaluate the network behavior in normal working conditions. Except for the first three bars of Figure 20, the delay of Delta MIN is far lower than the one reported for mesh topologies. Given the lower delay and higher saturation breakpoint of Delta MINs as compared to mesh, the potential positive impact of wireless communication results in an even more improved behavior.



When considering the results from the perspective of radio-hub usage impact, the experiments conducted show that in general, independently from the type of network topology considered, incremental usage of wireless communications mainly affects the saturation point, occurring at higher packet injection rates. However, the effect is more evident only when traffic table patterns are being considered, as in Figure 7 and Figure 8, and the other TT-n figures for 256 and 1024 nodes. Conversely, purely random traffic distributions (TR-n figures) seem to dilute the benefits of single point-to-point wireless communications, ranging from a slight improvement of saturation point (Figure 5 and Figure 6), to a negligible effect on bigger networks sizes (Figure 9, Figure 10, Figure 13, and Figure 14). As already discussed in the previous subsection, the random traffic distribution, although unrealistic, has been included to serve as an important worst-case scenario.



It should be also noticed that, in most profitable scenarios, such as bigger networks with   T T   traffic, using wireless communications not only improves the saturation point, but also the average delay in non-saturated conditions, as in Figure 11, Figure 12, Figure 15, and Figure 16. This can easily be explained when we consider that a major effect of using a direct communication between wireless radio-hubs is to replace several multi-hop wired transmissions with a single hop transmission. However, assuming a wired hop distance of d nodes between source and destination, the reduction ratio when replacing such a communication with wireless is not actually n. In fact, as also shown in Figure 3, there are some additional steps required, for example, for transmitting from the router to the radio-hub, and then, after the wireless transmission has been performed, to buffer the received flit in the local buffer of the receiving radio-hub. Needless to say, the same destination radio-hub will not be the actual destination, so a further step for transmitting the packet toward the final destination node will be required. Ignoring the additional potential delay effects caused by the congestion of internal radio-hub buffers, we can estimate that five hops are required to perform complete end-to-end wireless transmissions: two hops for router-to-radio-hub and radio-hub-to-antenna, on each side, and one hop for the radio transmission itself. In other words, even in the ideal case, there is an overhead to pay for replacing a multi-hop wired transmission with a wireless one, and we cannot expect to obtain any positive effect on delay when the average distance of the communications is below a certain threshold. This also explains why a relevant impact on average delay, even in non-saturated conditions, is found when considering the 256 and 1024 node sizes. The limitations discussed can be thus summarized as follows:   ( i )   the network should large enough to counterbalance the overhead of introducing radio-hub hops   ( i i )   the more the traffic is randomly distributed, the less will be the chance of replacing high-load wired communication flows with wireless communications, as already seen when discussing   T R   traffic patterns.



Finally, in Figure 23, Figure 24 and Figure 25 the average values for energy consumption in non-saturated conditions are visually reported, already shown in Table 2, but arranged by traffic patterns in six groups of four bars for each figure representing a given number of nodes. This allows us to separately evaluate the impact of enabling the wireless communication radio-hub modules and the impact of using Delta MINs networks as compared to traditional mesh. As it can be observed by considering a given network topology, for example, Mesh or Delta MIN, the usage of wireless radio-hubs results in an energy overhead, which is still acceptable and in the range of a 10%–15% bigger network (256 and 1024 nodes), but more consistent and relevant when a small 64 nodes network and more communication flows (e.g., 16) are being considered. This confirms that networks in which the size and average communication hops are below some threshold would not benefit from adding a wireless communication infrastructure. In other words, not only the improvement in terms of average delay and saturation breakpoint is limited when considering   T R   traffic patterns, but the energy overhead to pay is significant when a 64 network size is considered. As a consequence, smaller networks with a high randomly distributed traffic are the worst candidate for the replacement of wired multi-hop communications with a wireless radio-hub infrastructure.



Let us now analyze the same data from the perspective of a Mesh/Delta MINs comparison, being all the other aspects constant (e.g., network sizes and traffic patterns). We can observe that two rightmost bars (blue and orange) show higher energy values when compared to the corresponding two on the left (yellow and purple). Thus, a general effect of using Delta MINs is that of being, in general, more energy-efficient for the set of scenarios considered. This can be explained as a consequence of a general lower delay and higher saturation breakpoint already discussed above. However, it is worth noticing how the results of this effect are particularly relevant for the   T R   random traffic scenario, which we previously identified as the worst-case scenario for the usage of on-chip radio communications. As a consequence, we can deduct that, even when a non-ideal scenario for wireless communication is being considered, the same nature of Delta Multistage Interconnection Networks, by replacing the large amount of node-routers of Mesh architectures with shared switch-only nodes, still results in a appreciable energy efficiency, which will become more and more relevant with the increasing size in the number of cores of the future generations on-chip communication networks.





5. Conclusions


In this work, we propose and analyze the usage of the Delta Multistage Interconnection Network (MINs) as a backbone for wireless-enabled NoCs. Simulations performed with the cycle-accurate SystemC model demonstrate that wireless-augmented Delta MINs lead to an improvement in both average delay and saturation, with an energy overhead estimated between 5% and   20 %  . Further, when compared to traditional mesh-based topologies, the energy profiles show that the overall energy cost is reduced on both wired/wireless scenarios. Future work will consider larger design spaces, where automatic strategies for ad-hoc fine-tuning of radio-hub features (e.g., ad-hoc buffer sizes and virtual channels) will be taken into consideration to optimize the performance/energy-overhead trade-off further. Another central perspective takes place to explore the benefits of Deep Neural Networks to perform energy estimation of Delta MINs.
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Figure 1. Interconnection in Mesh architectures (a); Processing Elements (PE) and Switches’ interconnection in a Delta Multistage Interconnection Network (MIN) (b); an example Delta MIN with 8 core nodes (c). 






Figure 1. Interconnection in Mesh architectures (a); Processing Elements (PE) and Switches’ interconnection in a Delta Multistage Interconnection Network (MIN) (b); an example Delta MIN with 8 core nodes (c).



[image: Electronics 09 00913 g001]







[image: Electronics 09 00913 g002 550] 





Figure 2. Average hop distance in Delta MIN topologies and Mesh topologies for an increasing number of cores. 
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Figure 3. Delta MIN with 16 cores augmented with 4 radio-hubs. Detail of the end-to-end communication by means of two radio-hubs sharing a wireless channel connected to switches in the first and last stage. 
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Figure 4. Cycle-accurate Noxim-based design flow. 






Figure 4. Cycle-accurate Noxim-based design flow.



[image: Electronics 09 00913 g004]







[image: Electronics 09 00913 g005 550] 





Figure 5. From left to right: Average delay for profiles   T 4  ,   T 8  , and   T 16   for 64 Delta MIN topology and random traffic (TR-64 Delta MIN). 
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Figure 6. From left to right: Average delay for profiles   T 4  ,   T 8  , and   T 16   for 64 Mesh topology and random traffic (TR-64 Mesh). 
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Figure 7. From left to right: Average delay for profiles   T 4  ,   T 8  , and   T 16   for 64 Delta MIN topology and table-based traffic (TT-64 Delta MIN). 
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Figure 8. From left to right: Average delay for profiles   T 4  ,   T 8  , and   T 16   for 64 Mesh scenario and table-based traffic (TT-64 Mesh). 
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Figure 9. Average delay for profiles   T 4  ,   T 8  , and   T 16   for 256 Delta MIN topology and random traffic (TR-256 Delta MIN). 
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Figure 10. Average delay for profiles   T 4  ,   T 8  , and   T 16   for 256 Mesh topology and random traffic (TR-256 Mesh). 
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Figure 11. Average delay for profiles   T 4  ,   T 8  , and   T 16   for 256 Delta MIN topology and table-based traffic (TT-256 Delta MIN). 
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Figure 12. Average delay for profiles   T 4  ,   T 8  , and   T 16   for 256 Mesh topology and table-based traffic (TT-256 Mesh). 
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Figure 13. Average delay for profiles   T 16  ,   T 32  , and   T 64   for 1024 Delta MIN topology and random traffic (TR-1024 Delta MIN). 
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Figure 14. Average delay for profiles   T 16  ,   T 32  , and   T 64   for 1024 Mesh topology and random traffic (TR-1024 Mesh). 






Figure 14. Average delay for profiles   T 16  ,   T 32  , and   T 64   for 1024 Mesh topology and random traffic (TR-1024 Mesh).



[image: Electronics 09 00913 g014]







[image: Electronics 09 00913 g015 550] 





Figure 15. Average delay for profiles   T 16  ,   T 32  , and   T 64   for 1024 Delta MIN topology and table-based traffic (TT-1024 Delta MIN). 
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Figure 16. Average delay for profiles   T 16  ,   T 32  , and   T 64   1024 Mesh topology and table-based traffic (TT-1024 Mesh). 
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Figure 17. Saturation break point packet injection rate (PIR) (pkts/s) for Delta MIN and mesh topologies of size 64. 
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Figure 18. Saturation break point PIR (pkts/s) for Delta MIN and mesh topologies of size 256. 
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Figure 19. Saturation break point PIR (pkts/s) for Delta MIN and mesh topologies of size 1024. 
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Figure 20. Average delay (cycles) in non-saturated conditions for Delta MIN and mesh topologies of size 64. 
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Figure 21. Average delay (cycles) in non-saturated conditions for Delta MIN and mesh topologies of size 256. 
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Figure 22. Average delay (cycles) in non-saturated conditions for Delta MIN and mesh topologies of size 1024. 
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Figure 23. Average energy (mJ) in non-saturated conditions for Delta MIN and mesh topologies of size 64. 
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Figure 24. Average energy (mJ) in non-saturated conditions for Delta MIN and mesh topologies of size 256. 
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Figure 25. Average energy (mJ) in non-saturated conditions for Delta MIN and mesh topologies of size 1024. 
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Table 1. Simulation parameter space.






Table 1. Simulation parameter space.





	Parameter
	Value





	Network size [cores/(switches × stages)]
	64/  ( 32 × 6 )  , 256/  ( 128 × 8 )  , 1024/  ( 512 × 10 )  



	64/256 radio-hubs number
	4, 8, 16



	1024 radio-hubs number
	16, 32, 64



	Switching technique
	Wormhole [36]



	Radio Access Control Mechanism
	Token Packet [32]



	Wireless data rate [Gbps]
	16



	Packet length [flit]
	8



	Flit size [bit]
	64



	Router input buffer size [flit]
	4



	Radio-hub input, antenna buffer size [flit]
	4



	Simulation Time
	100,000 cycles



	Repetitions
	10
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Table 2. Summary of results obtained in the different scenarios presented in Figure 5, Figure 6, Figure 7, Figure 8, Figure 9, Figure 10, Figure 11, Figure 12, Figure 13, Figure 14, Figure 15 and Figure 16.
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Without Wireless

	
With Wireless




	
Size

	
Topology

	
Traffic

	
Saturation Break

Point PIR (pkts/s)

	
Avg Delay (Cycles)

(Before Saturation)

	
Avg Energy (mJ)

(Before Saturation)

	
Saturation Break

Point PIR (pkts/s)

	
Avg Delay (Cycles)

(Before Saturation)

	
Avg Energy (mJ)

(Before Saturation)






	
64

	
Delta MIN

	
TR   T 4  

	
0.02150

	
27.437

	
0.103

	
0.02150

	
27.256

	
0.128




	
TR   T 8  

	
0.02150

	
27.462

	
0.103

	
0.02150

	
27.183

	
0.154




	
TR   T 16  

	
0.02160

	
27.566

	
0.103

	
0.02160

	
27.271

	
0.205




	
TT   T 4  

	
0.02736

	
21.661

	
0.081

	
0.04560

	
16.571

	
0.109




	
TT   T 8  

	
0.02277

	
20.362

	
0.082

	
0.04807

	
15.189

	
0.137




	
TT   T 16  

	
0.02304

	
20.119

	
0.085

	
0.04864

	
15.268

	
0.195




	
64

	
Mesh

	
TR   T 4  

	
0.01476

	
21.776

	
0.086

	
0.01476

	
21.699

	
0.112




	
TR   T 8  

	
0.01476

	
21.743

	
0.086

	
0.01476

	
21.540

	
0.137




	
TR   T 16  

	
0.01485

	
21.956

	
0.086

	
0.01485

	
21.342

	
0.188




	
TT   T 4  

	
0.02700

	
29.426

	
0.081

	
0.04800

	
16.412

	
0.109




	
TT   T 8  

	
0.01800

	
27.657

	
0.081

	
0.04800

	
14.093

	
0.135




	
TT   T 16  

	
0.01098

	
26.234

	
0.081

	
0.04880

	
12.875

	
0.187




	
256

	
Delta MIN

	
TR   T 4  

	
0.01900

	
31.409

	
0.425

	
0.01900

	
31.366

	
0.450




	
TR   T 8  

	
0.01910

	
31.569

	
0.426

	
0.01910

	
31.570

	
0.476




	
TR   T 16  

	
0.01910

	
31.546

	
0.426

	
0.01910

	
31.519

	
0.527




	
TT   T 4  

	
0.04900

	
26.532

	
0.321

	
0.04410

	
20.809

	
0.347




	
TT   T 8  

	
0.04900

	
27.179

	
0.326

	
0.04490

	
22.505

	
0.380




	
TT   T 16  

	
0.02835

	
23.407

	
0.326

	
0.04725

	
16.907

	
0.435




	
256

	
Mesh

	
TR   T 4  

	
0.00850

	
35.629

	
0.348

	
0.00850

	
35.641

	
0.373




	
TR   T 8  

	
0.00850

	
35.633

	
0.348

	
0.00850

	
35.518

	
0.398




	
TR   T 16  

	
0.00850

	
35.603

	
0.348

	
0.00850

	
35.554

	
0.449




	
TT   T 4  

	
0.02700

	
52.150

	
0.319

	
0.04800

	
16.390

	
0.346




	
TT   T 8  

	
0.01970

	
57.061

	
0.322

	
0.04840

	
15.054

	
0.374




	
TT   T 16  

	
0.00927

	
50.701

	
0.320

	
0.04841

	
12.624

	
0.423




	
1024

	
Delta MIN

	
TR   T 16  

	
0.01800

	
36.834

	
1.769

	
0.01800

	
36.838

	
1.870




	
TR   T 32  

	
0.01800

	
36.853

	
1.769

	
0.01800

	
37.108

	
1.971




	
TR   T 64  

	
0.01800

	
36.822

	
1.769

	
0.01800

	
37.841

	
2.174




	
TT   T 16  

	
0.05000

	
30.939

	
1.287

	
0.04500

	
21.248

	
1.390




	
TT   T 32  

	
0.02997

	
27.274

	
1.291

	
0.04995

	
17.538

	
1.504




	
TT   T 64  

	
0.02790

	
27.463

	
1.314

	
0.04960

	
16.747

	
1.737




	
1024

	
Mesh

	
TR   T 16  

	
0.00470

	
59.304

	
1.397

	
0.00470

	
59.258

	
1.499




	
TR   T 32  

	
0.00471

	
59.415

	
1.398

	
0.00471

	
59.433

	
1.600




	
TR   T 64  

	
0.00473

	
59.637

	
1.398

	
0.04730

	
59.752

	
1.813




	
TT   T 16  

	
0.01881

	
63.141

	
1.275

	
0.04807

	
14.276

	
1.377




	
TT   T 32  

	
0.00819

	
59.012

	
1.273

	
0.04823

	
12.474

	
1.477




	
TT   T 64  

	
0.00760

	
69.516

	
1.292

	
0.04840

	
12.688

	
1.695
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