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Abstract: The proliferation of smart devices has boosted the improvement of wireless network
technologies. Herein, networking functions should be properly guaranteed even in highly dense
environments in terms of service quality and data rate. In this paper, we present an efficient power
allocation algorithm using non-orthogonal multiple access and smart array antennas to increase the
capacity in highly overlapped multi-cell environments. We evaluate the proposed algorithm and
compare with the conventional orthogonal multiple access scheme with smart antennas. Through
intensive simulations and experiments at the system level for performance evaluations, it is confirmed
that the proposed scheme obtains a drastic throughput gain up to 50% in the overlapped region of
highly dense networks.

Keywords: multiple access interference; directional antennas; wireless LAN; resource management;
interference

1. Introduction

NOMA (non-orthogonal multiple access) is a promising technology in view of throughput increase
via using superposition coding of multiple users. Multiple users can be supported simultaneously [1,2].
On the other hand, a smart array antenna offers directionality of the channel, which enables additional
gain and reduces interference by producing directional beams of the transmit signal [3–7]. In spite of the
notable advancements of each area, the relatively high computational complexity and huge portion of
overlapped region in dense networks remain problematic to apply them in practical systems. Moreover,
for the dense networks in the real world, multiple numbers of beams in multi-cell environments should
be taken into account in practice.

As an attempt to combine beamforming and NOMA, joint optimization of scheduling and power
allocation was presented in single cell environments [8]. Downlink spatial inter-cell interference
cancellation was considered to mitigate other cell interference in [9]. They simplified the beamforming
algorithm to mitigate spatial inter-cell interference. Furthermore, there have been several studies to
enhance the efficiency of NOMA in the literature [10–14].

The aforementioned two promising technologies collectively can be adopted for the wireless local
area networks (WLANs) [15]. WLAN, which has a service range of tens of meters, is widely utilized in
many ways. Due to the characteristics of the simple implementation and low cost hardware, WLAN
devices, e.g., access points (APs) and stations (STAs), can be densely deployed without sophisticated
cell planning. This aspect may increase the portion of overlapping cell regions and decrease the
throughput of users. The main focus of this work is to enhance the throughput in this highly dense
and overlapped WLAN environment, especially in multi-cell scenarios.
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In this paper, we will provide the joint scheduling and power allocation algorithm, which is
named heuristic iterative water-filling (H-IWF), using non-orthogonal multiple access scheme in
densely deployed multi-cell WLANs. Smart antenna technology, which enables spatial reuse in the
wireless communication system, is adopted while considering the interference from other beams and
other cells at the same time.

The major challenges associated with full-scale utilization of the very limited frequency resource
and a novel methodology involving efficient power allocation, scheduling, and beamforming are
presented, discussed, and verified. The joint optimization to find the feasible solution based on the
iterative procedure confirms that the proposed method, which conforms to 802.11ax, can be used for
stable and resource-efficient wireless link connections among future WLAN and 5G-based IoT (Internet
of Things) devices. The compelling system-level simulation results further ascertain the feasibility of
the proposed mmWave wireless solution for various IoT applications.

2. System Model and Problem Formulation

2.1. System Model

In the case of multi-cell WLAN scenarios, there is a set of cells G = {g1, g2, ..., gL}. A cell gl
contains an AP and nl users. An AP consist of multiple directional beams. Furthermore, a schedule
set for the cell g is defined as Sg = {Sg

1 , Sg
2 , ..., Sg

N}, where a schedule includes two users for a single
beam in a time slot, which is presented as Sg

i = {ug
i,1, ug

i,2}. When more than two users are allocated
a schedule, finding a rate-region can be highly time consuming due to the complex calculation of
multiple variables for optimization. Even if more than two users can be supported, two user scheduling
is experimentally proven to be the most cost-efficient scheduling compared to other numbers of users
in a schedule [16]. Thus, we assume the number of users in a schedule is two for a single beam in
this scenario.

When we consider a schedule Sg
i that is scheduled by beam b with power pg

b in the cell g, the
power allocated to two users in the schedule is expressed as Equation (1):

p(ug
i,1) = αpg

b
p(ug

i,2) = (1− α)pg
b

(1)

where α is the proportion of the beam power allocated to ug
i,1. w(ug

i,·) is the interfering signal from
the other beams and from other APs, and n(ug

i,·) is additive white Gaussian noise at ug
i,·. Then, the

received signals of the users scheduled to beam b in a cell g are described as Equation (2):

rug
i,1
= hb,ug

i,1
Sg

i + w(ug
i,1) + n(ug

i,1)

rug
i,2
= hb,ug

i,2
Sg

i + w(ug
i,2) + n(ug

i,2)
(2)

where hb,ug
i,·

is the channel gain between an AP of cell g and node ui,·, and w(ug
i,·) and n(ug

i,·) are

interference and white Gaussian noise with variance σ2 for node ui,·, respectively.
We assume the user ug

i,1 is closer to the direction of beam b of an AP in the cell g than ug
i,2 and ug

i,1
can completely decode and cancel the packets for ug

i,2 because the power allocated to ug
i,2 is larger than

the power allocated to ug
i,1. When we consider collected interference at users ug

i,1, ug
i,2 in AP g from

the other APs as Im
ug

i,1
, Im

ug
i,2

and the intra-cell interference at the users, which is allocated to beam b as

Ib,ug
i,1

, Ib,ug
i,2

, then we can obtain the throughput of users as Equations (3) and (4):



Electronics 2020, 9, 896 3 of 12

Cug
i,1
(α, pg) = W log2

1 +
p(ug

i,1)hb,ug
i,1

Ib,ug
i,1
+ Im

ug
i,1
+ σ2


= W log2

1 +
αpg

b h
b,ug

i,1

∑
a∈Bg ,a 6=b

paha,ug
i,1
+ ∑

gl∈G,gl 6=g
∑

b∈Bgl

pgl
b hb,u

gl
i,1
+ σ2


(3)

Cug
i,2
(α, pg) = W log2

1 +
p(ug

i,2)hb,ug
i,2

p(ug
i,1)hb,ug

i,2
+ Ib,ug

i,2
+ Im

ug
i,2
+ σ2


= W log2

1 +
(1−α)pg

b h
b,ug

i,2

αpg
b h

b,ug
i,2
+ ∑

a∈Bg ,a 6=b
paha,ug

i,2
+ ∑

gl∈G,gl 6=g
∑

b∈Bgl

pgl
b hb,u

gl
i,1
+ σ2


(4)

where Bg is the set of beams in a cell g, pg is the beam power allocation vector for the beams in a cell g,
and W is the bandwidth of the channel.

Now, we define the normalized throughput for the schedule Sg
i as:

Cg
i (α, pg) =

Cug
i,1
(α, pg)

Cug
i,1
(1, pg)

+
Cug

i,2
(α, pg)

Cug
i,2
(0, pg)

(5)

Here, both Cug
i,1
(1, pg) and Cug

i,2
(0, pg) represent the throughput of users ug

i,1 and ug
i,2 when all the

beam power of cell g, pg
b is entirely allocated to those users, respectively. This normalized throughput

measures the sum of rationality of the throughput of users when NOMA is applied compared to the
throughput of users when NOMA is not applied, which evaluates the effectiveness of the NOMA
scheme. Now, the optimal value of α that maximizes the normalized throughput can be easily obtained
by the value of α, which makes the derivatives of Equation (5) equal to zero, because normalized the
throughput in Equation (5) is a concave function.

α
g
i
∗
=

hb,ug
i,1

Imn
ug

i,2
Cug

i,1
(1, pg)− hb,ug

i,2
Imn
ug

i,1
Cug

i,2
(0, pg)

pg
b hb,ug

i,1
hb,ug

i,2

(
Cug

i,1
(1, pg)− Cug

i,2
(0, pg)

) (6)

where Imn
ug

i,1
= Ib,ug

i,1
+ Im

ug
i,1
+ σ2 means the interference plus noise power at user ug

i,1, which is measured

by the cumulative sum of interference from other beams in a single cell, interference from the other
cells, and the noise power.

Finally, we can derive the explicit solution form of the maximum normalized capacity of the
schedule Sg

i as the following Equation (7) using the optimal α value as depicted in Equation (6).

Cg
i
∗
(α, pg) = Ci(α

g
i
∗
, pg) =

W
Cug

i,1
(1, pg)

log2


(

hb,ui,1
Imn
ug

i,2
− hb,ug

i,2
Imn
ug

i,1

)
Cug

i,2
(0, pg)

hb,ug
i,2

Imn
ug

i,1

(
Cug

i,1
(1, pg)− Cug

i,2
(0, pg)

)


+
W

Cug
i,2
(0, pg)

log2

 hb,ug
i,1

(
hb,ug

i,2
pg

b + Imn
ug

i,2

)(
Cug

i,1
(1, pg)− Cug

i,2
(0, pg)

)
(

hb,ug
i,1

Imn
ug

i,2
− hb,ug

i,2
Imn
ug

i,1

)
Cug

i,1
(1, pg)


(7)
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2.2. Problem Formulation

In this section, an optimization problem that maximize the fairness among schedules considering
users’ average throughput is presented. The proportional fairness (PF) scheduler for NOMA maximizes

∑Sg
i ∈Sg

log
(

R(ug
i,1; t) + R(ug

i,2; t)
)

where Sg is defined as a set of schedules and R(k; t) is the average
throughput of user k at time t [17]. Then, we can define the average throughput of user k and the
instant throughput of the user at time t as r(k; t). When the averaging time period is τc, the averaged
throughput of user k can be recursively derived as Equation (8).

R(k; t + 1) = (1− τc) R(k; t) + τcr(k; t) (8)

where:

r(k; t) =

{
Ck(α

g∗
i , pg) k ∈ Sg

i
0 k /∈ Sg

i
(9)

To perform the proportional fairness algorithm among users in the cells [17], we derive the
objective function f (p, e), which is proportional to the instant normalized throughput and inversely
proportional to the average user throughput of the users in a schedule. Then, we build an optimization
problem that maximizes the sum of user throughput as Equation (11):

max
p,e ∑

g∈G
∑

Si∈Sg

∑
b∈Bg

eg
Si ,b

Cug
i,1
(α

g∗
i , pg

b) + Cug
i,2
(α

g∗
i , pg

b)

R(ug
i,1) + R(ug

i,2)


s.t. pg

b ≥ 0, ∑
b∈Bg

pg
b = Pmax, (10)

eg
Si ,b
∈ {0, 1}, ∑

Si∈S
eg

Si ,b
≤ 1 , ∀Si ∈ S, ∀b ∈ Bg

Here, Pmax is the maximum power budget of an AP, pg
b is the allocated power of beam b in a cell

g, and eg
Si ,b

is the scheduling indicator, which is equal to one if a schedule Si in a cell g is selected by
beam b, otherwise zero.

3. Joint Scheduling and Power Allocation with NOMA

3.1. Optimality Conditions and Approximations

To solve the optimization problem specified in (11), we investigate the first order optimality
conditions (12)–(17). The Lagrangian of the original optimization problem is derived as follows.

L(p, e, λ, µ) , f (p, e) + ∑
g∈G

λg

Pmax − ∑
b∈Bg

pg
b

+ ∑
g∈G

∑
b∈Bg

µg,b

(
1− ∑

Si∈S
eg

Si ,b

)
(11)

where λ , (λ1, . . . , λG)
T and µ , vec{µ1, . . . , µG} with µg , (µg,1, . . . , µg,Bg)

T are non-negative
Lagrangian multipliers.

pg
b

(
∂ f (p, e)

∂pg
b
− λ

)
= 0 (12)

eg
Si ,b

(
∂ f (p, e)

∂eg
Si ,b

− µb

)
= 0 (13)

λ

Pmax − ∑
b∈Bg

pg
b

 = 0 (14)
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µb

(
1− ∑

Si∈S
eg

Si ,b

)
= 0 (15)

where:

∂ f (p, b)
∂pg

b
=

eg
Si ,b

ln 2
(

R(ug
i,1) + R(ug

i,2)
) ·
 α

g∗
i hb,ug

i,1

Imn
ug

i,1
+ α

g∗
i pg

b hb,ug
i,1

+
Imn
ug

i,2
(1− α

g∗
i )hb,ug

i,2

(Imn
ug

i,2
+ pg

b hb,ug
i,2
)(Imn

ug
i,2
+ α

g∗
i pg

b hb,ug
i,2
)

 (16)

∂ f (p, b)
∂eg

Si ,b
=

Cug
i,1
(α

g∗
i , pg) + Cug

i,2
(α

g∗
i , pg)

R(ug
i,1) + R(ug

i,2)
(17)

To maximize the objective function f (pg, b), by substituting (17) to (13), we can derive a set of
schedules that maximizes the objective function. As a result, beam b of a cell g should be allocated to
schedule Sg

i by the following Equation (18).

Sg,opt
b = arg max

Sg
i ∈Sg

Cug
i,1
(α

g∗
i , pb) + Cug

i,2
(α

g∗
i , pb)

R(ug
i,1) + R(ug

i,2)

 (18)

The power constrained condition (12) can be solved when the derivative of objective function
∂ f (p,b)

∂eg
Si ,b

is substituted by Equation (16). However, it is not possible to obtain an explicit and feasible

solution with respect to pg
b . Here, we suggest an approximation to this beam power allocation. Since

the first user in a schedule, denoted as ug
i,1, contributes further to the scheduler, i.e., Cug

i,1
(α

g∗
i , pg

b) >

Cug
i,2
(α

g∗
i , pg

b) and R(ug
i,1) > R(ug

i,2), the objective function for the beam power allocation may consider

the first user only. Then, Equation (16) can be reduced as follows.

∂ f (pg, b)

∂pg
b

≈

1

ln 2 · R(ug
i,1)
×

 eg
Si ,b

hb,ug
i,1

pg
b hb,ug

i,1
+ Imn

ug
i,1

− ∑
a∈Bg ,a 6=b

∑
Sg

m∈Sg

eg
Sm ,ahb,ug

m,1

σ2 + ∑
gl∈G

∑
b∈Bl

pgl
b hb,u

gl
i,1

·
pg

a ha,ug
m,1

Imn
ug

i,1

− ∑
l∈G,l 6=g

∑
a∈Bl

∑
Sl

m∈Sl

el
Sm ,ahb,ul

m,1

σ2 + ∑
gl∈G

∑
b∈Bl

pgl
b hb,u

gl
i,1

·
pl

aha,ul
m,1

Imn
ul

i,1


(19)

Finally, the optimal power allocation pg∗
b as the solution of (12) can be calculated by using (19).

pg∗
b =

 eg
Si ,b

λ ln 2 + tb + tg
−

Imn
ug

i,1

hb,ug
i,1

+ (20)



Electronics 2020, 9, 896 6 of 12

The solution of the power allocation problem contains taxation terms tb and tg. tb measures the
summation of the total received power from other beams that are not allocated to users in this schedule,
and tg means the cumulative power of beams from other cells. These two taxation terms are defined as
Equations (21) and (22).

tb , ∑
a∈B,a 6=b

∑
m∈K

bm,ahb,m

σ2 + ∑
j∈B

pjhj,m
· paha,m

σ2 + ∑
c∈B,c 6=a

paha,m
(21)

tg , ∑
l∈G,l 6=g

∑
a∈Bl

∑
Sl

m∈Sl

el
Sm ,ahb,ul

m,1

σ2 + ∑
gl∈G

∑
b∈Bl

pgl
b hb,u

gl
i,1

·
pl

aha,ul
m,1

Imn
ul

i,1

(22)

Overall, the beam power allocation constraint can be obtained by substituting (10) with (20) as
Equation (23).

Pmax = ∑
b∈Bg

 eg
Si ,b

λ ln 2 + tb + tg
−

Imn
ul

i,1

hb,ug
i,1

+ (23)

3.2. Heuristic Iterative Water-Filling

For this subsection, we present the overall joint scheduling strategy and power allocation for
multi-cell environments. The complexity of resource allocation is significantly considerable because
of the recursive calculation between power allocation and the scheduling process. Therefore, we
decompose the scheduling process into the beam allocation process and beam power allocation process
so that suboptimal solutions can be found in real time. In our proposed algorithm, beam allocation
and power allocation are performed sequentially. The detailed procedure of the proposed iterative
water-filling algorithm is given as follows.

When using Algorithm 1, the complexity of the algorithm is O(N2×G). Since there is a number of
users, it is necessary to reduce the complexity of the algorithm. However, this system should consider
all users and build a schedule that contains two users. It is hard to develop a suboptimal algorithm that
achieves both throughput and fairness compared to the exhaustive search of all schedules. Here, we
propose the grouping algorithm that has reduced complexity compared to the former algorithm. In this
grouping algorithm, the users are divided into two groups, which are near users Nn and far users N f ,
and the users selected in a schedule should be chosen from two cells. For example, users in a schedule
Si should be distinguished into two sets of users, ug

i,1 ∈ Nn, ug
i,2 ∈ N f . For this rule, the complexity

of the algorithm is reduced from O(N2 × G) to O(N log N × G). The performance of the grouping
algorithm will be numerically discussed at the end of the performance evaluation sections.
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Algorithm 1 Heuristic iterative water-filling algorithm for multi-cell WLAN

(1) Initialization

Initialize p = vec{pg1 , . . . , pgL} where pgi = (pgi
1 , . . . , pgi

B )
T where pgi

b =
Pmax

B
.

Repeat
(2) Beam allocation
Allocate beam e based on initialized p∗ according to (10)
for gi = g1 to gL do

for b = 1 to B do
Select schedule Sb,opt according to (18)

Sgi ,opt
b = arg max

S
gi
i ∈Sgi

Cu
gi
i,1
(α

gi∗
i , pb) + Cu

gi
i,2
(α

gi∗
i , pb)

R(ugi
i,1) + R(ugi

i,2)


Allocate beam b to schedule Sgi ,opt

b

egi

S
gi ,opt
b ,b

= 1, egi

S
gi
k ,b

= 0 ∀Sgi
k 6= Sgi ,opt

b

end
end
(3) Power allocation
Allocate beam power p based on allocated e
Find λ according to (23) by using the bisection method
for gi = g1 to gL do

for b = 1 to B do
Compute pgi

b according to (20)
end

end
Until

4. Performance Evaluation

4.1. Parameter for System Level Performance Evaluation

To evaluate the proposed scheduling scheme, we performed intensive simulations at the system
level by using the MATLAB simulator. All the simulation parameters were chosen based on the
practical evaluation models in the specification documents and the contribution documents for
standardization of IEEE 802.11ax [15,18]. A seven-cell structure was considered in the simulations.
Each cell contained an AP and users. A maximum of 30 users were uniformly distributed in a
hexagonally-shaped cell, and we defined the AP at the center of the system structure as the center
AP. Each cell was assumed to cover the radius of a 10 m area. Downlink traffic with infinite backlog
was assumed. The beam width of each sector beam was 120◦, and the number of beams was B = 3.
Furthermore, the 3 dB beamwidth θ3dB of each beam was θ3dB = 70◦ for the three sector antenna [19].
The maximum attenuation Am and the antenna gain GA were 20 dB and 14 dBi. User throughput was
averaged over 1024 ms when the scheduling was performed for each 1 ms. The distance-dependent
path loss exponent was set to 3.5 [20]. The noise spectral density was −174 dBm/Hz. Table 1 shows
the simulation parameters that we used based on the IEEE 802.11 ax specifications, which was devised
for dense network small cell indoor scenarios [18].
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Table 1. Simulation parameters for multi-cell WLANs.

Parameter Value

Cell radius 10 m
Distance between two cells 34.6 m/17.3 m

Maximum number of users in a cell 30
Number of beams in a cell 3

Carrier frequency 2.4 GHz
Channel bandwidth 20 MHz

Noise spectral density −174 dBm/Hz
Scheduling interval 1 ms

Throughput averaging interval (τc) 1024 ms
Maximum transmittable power of AP (Pmax) 20 dBm

Path-loss (dB) [20] 31.5 + 35 log10(d)

The proposed algorithm was compared to the conventional scheme, in which the beam power
was same, i.e., pg

b = 17 dBm. The NOMA-based scheduling scheme allocates power to users in a
schedule based on (6), and the OMA-based scheduling scheme distributes each resource block as a
portion of α, which was selected above. Here, the shape of the cell was hexagonal with three 120◦

beams, and the center cell was denoted as the cell that was located at the center of the example network
topology. In other words, the other six cells surrounded the center cell, which is shown in Figure 1.

1

3

2

6

7

4

5

Figure 1. Topology for multi-cell transmission.

4.2. Simulation Results and Discussions

Figure 2 shows the average user throughput, which was measured for the multi-cell WLANs based
on the IEEE 802.11 ax specifications when the inter-cell distance equaled 34.6 m. Figure 2a shows the
average user throughput, which was measured for all seven APs. It shows that even in the multi-cell
environment when inter-cell interference existed, the NOMA-based resource allocation achieved about
a 50% gain compared to the OMA-based resource allocation. Furthermore, the proposed iterative
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water-filling algorithm could achieve throughput gain regardless of the number of users. The gain
of water-filling was relatively larger in the case of a small number of users, because the variation of
the channel gain among the users was higher when the number of users was small. Figure 2b shows
the average throughput of the center cell. Since the center cell experienced the most severe inter-cell
interference compared to other cells, the average throughput was smaller than that all cells, which is
shown in Figure 2a. However, it shows that the proposed scheme still worked even in the situation in
which much interference existed.

5 10 15 20 25 30

0

2

4

6

8

10

12

14

16

18

20

A
v
e
ra

g
e
 u

s
e
r 

th
ro

u
g
h
p
u
t 
(M

b
p
s
)

Number of users

 Fixed power(OMA)

 Fixed power(NOMA)

 H-IWF(OMA)

 H-IWF(NOMA)

(a) Average user throughput for all APs
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(b) Average user throughput for the AP of the center cell

Figure 2. Average throughput vs. the number of users when the inter-cell distance equals 34.6 m.
H-IWF, heuristic iterative water-filling.

Figure 3 presents the case of a severely dense environment in which the inter-cell distance was
reduced by half compared to the case of Figure 2. Since the cells were closer compared to the former
case, the portion of overlapped region increased, and the interference from other APs also increased.
As a result, the overall average user throughput shown in Figure 3a decreased. The AP and users in
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the center cell suffered more severely from throughput degradation as shown in Figure 3b. Compared
to the result averaged for all AP, the degradation level was 7.1%, while it was 1.7% in the results of the
inter-cell distance of 34.6 m. Considering the practical WLAN deployment, this kind of highly dense
scenario is inevitable in real environments. Thus, it needs to be addressed that the proposed scheme
can work in highly severe cases. Aside from the unavoidable throughput decrease in densely deployed
environments, we observed that the proposed algorithm could achieve 50% of user throughput gain
on average.
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(a) Average user throughput for all APs
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(b) Average user throughput for the AP of the center cell

Figure 3. Average throughput vs. the number of users when inter-cell distance equals 17.3 m.

5. Conclusions

The major challenge associated with densely deployed wireless networks and the novel
optimization methodology involving efficient scheduling and beam power allocations were presented,
discussed, and verified, while taking into account NOMA and smart antenna-based beamforming
technology in multi-cell environments. Empirical data from intensive simulations at the system level
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confirmed that the proposed algorithm could be used for stable wireless link connections in IEEE
802.11ax. The compelling results further ascertained the feasibility of the proposed iterative scheme
for various applications.
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