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Abstract

:

Malware is one of the most common security threats experienced by a user when browsing webpages. A good understanding of the features of webpages (e.g., internet protocol, port, URL, Google index, and page rank) is required to analyze and mitigate the behavior of malware in webpages. This main objective of this paper is to analyze the key features of webpages and to mitigate the behavior of malware in webpages. To this end, we conducted an empirical study to identify the features that are most vulnerable to malware attacks and its results are reported. To improve the feature selection accuracy, a machine learning technique called bagging is employed using the Weka program. To analyze these behaviors, phishing and botnet data were obtained from the University of California Irvine machine learning repository. We validate our research findings by applying honeypot infrastructure using the Modern Honeypot Network (MHN) setup in a Linode Server. As the data suffer from high variance in terms of the type of data in each row, bagging is chosen because it can classify binary classes, date classes, missing values, nominal classes, numeric classes, unary classes and empty classes. As a base classifier of bagging, random tree was applied because it can handle similar types of data such as bagging, but better than other classifiers because it is faster and more accurate. Random tree had 88.22% test accuracy with the lowest run time (0.2 sec) and a receiver operating characteristic curve of 0.946. Results show that all features in the botnet dataset are equally important to identify the malicious behavior, as all scored more than 97%, with the exception of TCP and UDP. The accuracy of phishing and botnet datasets is more than 89% on average in both cross validation and test analysis. Recommendations are made for the best practice that can assist in future malware identification.
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1. Introduction


Malware is known as malicious software that represents a crucial threat to the security level of systems. At present, malware codes are hidden behind a huge amount of data, so existing defensive mechanisms often are not able to defend against a malware attack. Malware attacks could cause damage to many internet-connected devices via viruses, worms and Trojans, among many others [1]. Since internet data are substantial, the pattern of malware attack may differ, but is identifiable by its nature. Malware in webpages is one of the biggest threats for both home users and organizations. Malware continues to be a cyber-threat and in 2016, more than 357 million of malware variants were observed [2]. AVTEST reported that 95 million websites were infected by malware in 2017 [3]. The behavior of malware can be identified from a webpage and browsing history or data. Data from a malware can hint at the malware’s properties but not the relationships among features of the data; mostly, these data do not identify ‘suspicious’ behavior. Nonetheless, attackers try any possible approach to break into a victim’s system.



However, tactics are preferred by adversaries that allow them to attack a huge number of users in several minutes [4]. Most hackers today can effectively escape detection by security protocols [5], such as firewall and intrusion detection system (IDS); invaders have used techniques to spread their exploited code that include utilizing online advertisements of website pages [6], structured query language injection (SQLI), cross-site scripting (XSS) and another web scanner [7]. Hence, in many cases, identification of a hacker is not possible [8]. However, despite the potential security threat from attacks, it is possible to protect a website/server from damage by recognizing the behavior of malware attacks [9]. The McAfee threat report identified malware as the most common form of cyber-attack. Therefore, the main concern is the behavior of malware with the aim of suggesting a security protocol to prevent future damage in web space [9]. Malware behavior on websites has been exclusively studied because malware is preventable if its nature is identified [10]. The nature of malware can be identified with feature selection techniques. When data are multivariate and require more preprocessing, classification with ensemble methods (a machine learning technique) may perform better to select suitable features. This paper is motivated by an important consideration. It is rare of literature to investigate the individual features such as the effect of transmission control protocol (TCP), user datagram protocol (UDP), junk, benign and so on. Thus, a study of botnet data is required that might reveal the individual effects of those features. In most cases, malicious data are not in the correct format for suitable features to be selected from the data. However, machine learning offers a promising solution to identify different types of malicious behavior [11]. To overcome the above problems and challenges, the current study identifies the behavior of malware by classification accuracy in terms of the number of occurrences. The empirical investigation reported in this paper provides clear guidelines for selecting features with appropriate classification techniques, which will help to identify the behavior of malware. Thus, future computing may be better able to fight malware. The important features of malware may be having an IP address, port, universal resource locator (URL), pop-up window or email, which are identified in this study. The primary aim of this research is to identify and analyze malicious webpage behavior and considers the property of a webpage as having an IP address, port, requested URL, email browsing and web traffic, based on experimental datasets. It is better to use several datasets to identify malware features and to validate the findings, In this study, the first dataset is donated by Mohammad et al. [12,13,14], from the University of California Irvine (UCI) machine learning repository; the second dataset is donated by Meidan et al. [15] from the UCI Machine Learning Repository. Honeypot data are collected by deploying Modern Honeypot Network (MHN) software [16]. We identify malware behavior through feature selection, determine influential features that have been targeted by attackers, generate similarities between the properties of malicious webpages to identify the common target of exploitation, and predict the malware vulnerability of specific features. Most datasets on malware are not reliable as they contain insufficient data descriptions and features are not clearly understandable. The research challenge is great when we have huge number of malware data without the meaning or the relationships among features of the data. This paper makes a major contribution to the identification of malware behavior. Our analysis contributes by showing that the findings of this study suggest the kinds of features that are identical or point to exploitation by hackers in malware attacks to reduce such attacks. In summary, our main contributions in this paper are outlined below.




	
We identify the most targeted features of malware attack in three datasets namely, phishing, botnet and honeypot using a machine learning technique. We identify the most vulnerable features that are common to these three datasets. We also identify legitimate, phishy, and suspicious behavior in these features.



	
We compare maliciousness in two available datasets and applications to identify maliciousness in custom-built honeypot infrastructure. Identification is achieved with the accuracy of the number of occurrences for the selected features.



	
We discuss the difference between Google index and page rank in identifying malware behavior, which is a significant achievement of this research along with identification of malware behavior on webpages.



	
We provide two recommendations for best practices that add scientific rigor to the identification of future malware.








This paper is organized as follows. Section 2 reviews related work on malware behavior in webpages and classification using machine learning techniques. Feature selection in malware webpages, which is an important issue, is described in detail. Therefore, malware behavior of webpages is highlighted in this section. In Section 3, we introduce the key idea of the proposed research design and methodology used in the study. The main findings from the three datasets are evaluated in Section 4, and a brief discussion of the results is presented in Section 5. Section 6 concludes the paper with areas for future research.




2. Literature Review


2.1. Identifying Malware Behavior in Webpages


A significant amount of research has been conducted on malware attacks, but little attention has been paid to the behavior of malware. The idea of using a classification has been explored by many researchers, e.g., Altaher [17] used several classification techniques, including Naïve Bayes, neural networks, support vector machines (SVM), decision trees (DT) and k-nearest neighbor (KNN) to identify the behavior of websites. The author proposed a hybrid methodology that combines the KNN algorithm with SVM to classify websites as phishing, legitimate or suspicious. First, KNN was applied to classify noisy data, and then, SVM was applied to improve the classification. KNN and SVM performed better than other classifiers with 87.45% and 83.76% accuracy, respectively. The hybrid methodology gave the highest accuracy of 90.04%. The important findings from the research were that phishing (website behavior) always obtained more than 90% accuracy, which suggests that to identify malware behavior in websites, phishing behavior needs to be considered. Although Altaher’s research quantified the performance of several classifiers, it did not consider the performance of DT or other popular classifiers such as ensemble. Bahnsen et al. [18] proposed two methods to identify phishing URLs from websites. One method was feature engineering with a lexical and statistical URL analysis and random forest (RF) classifier. The second method, the long/short-term memory (LSTM) neural network, was claimed by the authors to be novel as it had a model training accuracy score of 0.98, whereas RF had a model accuracy score of 0.93. Although LSTM was 5% more accurate than RF, it may not be an acceptable option by the researcher because the run time was almost 4 h, whereas RF required only 3 min.




2.2. Classification and Machine Learning to Identify Malware Behavior


Machine learning methods are a suitable analysis technique for classifying websites as legitimate, phishy or suspicious because they utilize a binary classification [19]. The main point of these methodologies is to classify the behavior (feature) instead of the user, as many clients are unable to identify malware attacks [20]. Several machine learning methods were considered by Abu-Nimeh et al. [21], including Bayesian additive regression trees (BART), RF, LR, SVM, artificial neural networks (ANN) and classification and regression trees (CART) to predict phishing attacks in emails. They tested 2889 samples in both phishy and legitimate emails, which helped them extract 43 features. In their research, LR performed better than the others; however, Basnet and Doleck [22] found RF to perform the best and SVM the worst, when comparing seven methods of machine learning. Al-Garadi et al. [23] discussed several machine learning algorithms including DT, SVM, Bayesian algorithms, KNN, RF, association rules (AR), ensemble, learning, k-means clustering and principal component analysis (PCA), along with their advantages, disadvantages and applications in security. It is often noted that SVM classifiers may outperform DT. However, the DT with the ensemble method may enhance the performance of DT, which may supersede SVM. Hoang and Nguyen [24] examined the effectiveness of supervised learning techniques to select suitable features in the botnet data from the Alexa top-level domain using some common supervised machine learning algorithms, including KNN, DT, RF and Naïve Bayes. The authors focused on DNS queries and obtained over 90% accuracy, in general. However, they did not focus on individual features such as the effect of transmission control protocol (TCP), user datagram protocol (UDP), junk, benign and so on. Kumara and Jaidhar [25] utilized VMI technology to characterize unknown benign and malware data to conduct a forensic analysis of inside memory, and an intelligent cross-view analyzer (ICVA) to identify hidden, dead and dubious processes data. They employed 10-fold cross-validation to detect unknown malware but did not present their test results.




2.3. Feature Selection in Malware Websites


Feature selection is important when data are highly dimensional and computational power needs to be minimized. To achieve better accuracy and faster run times, random feature selection is better and can sometimes be done based on feature relevance in terms of accuracy [26]. Some organizations and end users depend on antivirus tools and security techniques to secure their devices. However, the techniques utilized by such programs are inadequate for identifying and preventing malware performance. Basnet et al. [27] evaluated two feature selection methods to identify phishing attacks: correlation-based and wrapper-based feature selection; three machine learning classifiers, Naïve Bayes, LR and RF, were compared. The authors demonstrated that the feature selection method that affected classification results in their study was wrapper-based feature selection, which was slower than correlation-based. However, they collected their dataset without analyzing the features and compared the feature selection methods based only on error rates—false positive and false negative. Based on this, the current study has chosen correlation-based accuracy when employing bagging and random tree. Basnet et al. [28] classified phishing URLs by utilizing a heuristic-based method whose classifier is based on data offered only in URLs, without looking into the contents of webpages. The authors studied phishing and benign URLs, and features were extracted by running several scripts. They used four categories to select the features that include lexical, keyword, search engine and reputation. The study aimed to identify URLs as either phishing or non-phishing and several machine-learning techniques were compared to determine the best classifier for phishing URLs. Although, they did not examine the suspicious feature of URLs, as was done in the current research.




2.4. Malware Behavior of Webpages


The study by AVTEST [29] illustrated the trends in malware attack per year from 2008 to 2017 and the number of attacks increased from 100 million to 600 million, respectively. Malicious behavior can be observed in websites as well as in IoT devices connected to the internet. Numerous malicious attacks occur through DDoS, structured query language (SQL), XSS, HTTPS token and web traffic [23]. CertNZ [30] mentioned that websites are one of the resources that may suffer from unauthorized access. An unauthorized person may gain access to usernames, passwords or login details by using different types of malware or dictionary-based software such as brute force. Thus, this study considered email/junk, username and password as an important feature to detect malware behavior. Pandey and Saini [31] conducted a study on TCP, IP and UDP to understand attack mechanisms. They used several tools to identify the vulnerability of a network based on these three features and suggested that it is necessary to learn how to protect network security rather than simply identifying vulnerability. To meet this goal, the current study proposed machine learning techniques to identify related features such as TCP, IP, junk (email), port and their malicious behavior, to identify future malware trends. Li et al. [32] described botnet attacks based on DNS and reported several studies of botnet techniques. However, the research did not focus on the features of a botnet, such as which features are more related to security vulnerability. To fill this gap, the current research studied botnet data and identified relevant features that represent malware behavior.




2.5. Malware Behavior of Honeypot


Use of honeypots allows a malware attack scenario to be achieved even without access to vulnerable software [33]. To identify the spread of malware in a honeypot, Kaur and Kaur [34] described the detection of malware programs linked to webpages. Honeypots are security devices that detect malicious webpages on a network. Cabaj and Gawkowski [33] deployed honeypots at the Institute of Computer Science to test their practicality and observed that the number of attacks was correlated with the complexity of the web application in the honeypot.





3. Materials and Methods


The research methodology was selected based on the objectives presented in Section 1. The research was conducted through an empirical study. When data classification/feature selection is involved, a test-bed phase is required to achieve the highest accuracy because different classifiers may produce different accuracy. Experimental analysis enables analysis of data, as required by several classifiers—in this study, bagging and different base classifiers: decision stump, hoeffding tree, random tree, j48, RF and REPTtree. Random tree as a base classifier for bagging was chosen for the remainder of the analysis as it achieved better accuracy in experiments. This research used a hierarchical process model with five phases, each with a specific task. This methodology helped us to follow the steps as required to complete the study. The first stage of the methodology involves understanding the problem to achieve the study objectives. Data collection required data description. The data preprocessing stage prepared the data to train machine learning algorithms. Data analysis was the final stage in identifying features.



3.1. Identify the Problem


The first phase that took place was identifying malware behavior, which is still a research challenge.




3.2. Data Collection


The existence of a massive amount of internet data with little information regarding the expected features of malware means that the identification of malware behavior is not easy. The second phase executed was the data collection step, which was as follows: Phishing data were downloaded from the UCI Machine Learning Repository (https://archive.ics.uci.edu/ml/machine-learning-databases/00327/). In this dataset, the features that proved to be effective for predicting malware websites were studied. Botnet data were taken from the UCI Machine Learning Repository (https://archive.ics.uci.edu/ml/machine-learning-databases/00442/) to capture network traffic patterns. Honeypot data were collected for several months to enable an in-depth analysis through application of MHN software; this phase involved a testing scenario to make it as real as possible.




3.3. Data Description


The scenarios in the experiments were based on three types of data: In the phishing dataset, the number of attributes was 31 and there were 11,055 instances without any missing values, where the data type was integer (Figure 1). For data analysis, the Weka tool was utilized; it was used to generate an Excel file for the phishing dataset to enable examination and analysis using charts. Excel worksheets were utilized to graph results. Phishing data contain three types of behaviors: phishy, suspicious and legitimate. Phishy behavior is an attack designed to steal users’ confidential information, which may cause substantial financial harm. Phishing websites are those which are designed to hijack websites and obtain users’ sensitive information [35]. Suspicious behavior is an activity that may be considered as phishy and could have malicious codes and links [36]. A legitimate webpage is a page with clean source code which means it does not contain any malicious code in its source code [35].



Botnet data: The dataset had 115 attributes for each type of attack: 40,395 and 13,111 instances of benign for Danmini and Ecobee, respectively. Danmini is an antihacking tool that is similar to a hardware device. If this device is safe, then the computer is safe too. Ecobee is a device model similar to Danmini; the device was used with the botnet dataset as well. Both Danmini and Ecobee are successors of IoT technology and devices [15]. The data type was numeric for Danmini and Ecobee. In this research, gafgyt attacks—‘A type of botnet attacks that was found in Danmini and Ecobee’—were studied. It is also known as BASHLITE, an IoT botnet attack that mostly compromises Linux servers using brute force attacks [37]. Weka (Waikato environment for knowledge analysis) software is a data mining tool used for data analysis to find the accuracy of each feature and summarize them, with a graphical user interface. Weka uses different algorithms to classify data and it is open source for data preprocessing, classification and feature selection [38]. The features that were analyzed in this study by Weka were benign, which is considered as non-malicious traffic data [39] with normal traffic patterns. Combo refers to sending spam data to an email and opening connection time [15]; junk is sending spam data; scan is to scan the network for any vulnerable data [40]; TCP and UDP—using the bagging method and random tree as classifier; the classifier evaluation options were cross-validation and percentage split, which is known as test analysis. The honeypot dataset includes several types of attacks, such as IP address, port, protocols, usernames, password, and requested URLs. There were around 80,462 attacks for the three types of honeypot sensors used in this research: Snort, Kippo and Glastopf. Snort is an open source IDS that is used to discover and scan if someone is trying to get into your network; then, it can log the alerts to a database [41]. Kippo was selected as one of the sensors in the honeypot to identify different and unique data, such as the most used usernames and passwords. Glastopf is one of the web application honeypot sensors that was deployed via the MHN server. It can mimic web vulnerabilities to collect data about attacks that are targeting the web server such as SQL injection [42].




3.4. Data Preprocessing


The data features chosen were those that were most relevant based on the literature review; the data of the phishing dataset were changed to 0, 1 and −1, based on Mohammad et al. [12]. The authors defined 1 as legitimate, 0 as suspicious and −1 as phishy. Data preprocessing was important for choosing suitable features and differentiating malicious behavior. For honeypot and botnet data, preprocessing was not required as there were no missing values or outliers.




3.5. Data Analysis


Bagging as an ensemble was chosen as it mostly performs better than a single classifier; bagging ensemble classifier can be utilized to expand the accuracy of the classification. Random tree was the base classifier in bagging, based on the high accuracy obtained in comparison with other base classifiers with bagging (Table 1). In the initial experimental analyses that were done by the author using the Weka tool, several base classifiers were employed with the bagging ensemble method (one of the meta algorithms in Weka tools): decision stump, hoeffding tree, J48, RF, random tree and REPTree. The empirical analysis showed that of all the base classifiers, random tree performed better; thus, random tree was chosen as a base classifier for bagging. It was noted that random tree was the best, with accuracy of 88.22%, which has more relevant ROC of 0.938 in terms of time in only 0.2 sec. The result of ROC near 1 is better. Tenfold cross-validation was the test option chosen, meaning that the dataset is divided into 10 parts, with one for testing and nine times for training, which then produced the classifier for the data.



This research was designed to study malware behavior on webpages. The ensemble method was used for data analysis in combination with random tree as a classifier model. Several benefits were obtained by employing this combination. In this research, the bagging (bootstrap aggregation) algorithm was selected for use. Several steps were adopted for the research:




	
Identify malware behavior through feature selection.



	
Determine influential features that have been targeted by attackers.



	
Generate similarities between the properties of malicious webpages to identify the common target of exploitation.



	
Predict malware vulnerability of specific features.









3.6. Research Design


This section provides a brief introduction to the research design, which was divided into four main phases. Figure 2 shows the phases included to achieve the research goals. Each of these processes is described to explain the research design.



3.6.1. Honeypot Deployment Method


This study employed a virtual honeypot that can emulate services or a network; it was considered a low-interactive honeypot. In the preparation stage, the operating system and software characteristics were identified and set up for collecting the data from the honeypot. This included the web server setting, virtual machine ware (VMware), and the internet connection arrangements to prepare for the next phase, including any required software/packages to support the main goal of operating readily during the experiment. Some of the experimental settings, including the operating system and the main software used (MHN), were open source, so they were downloaded from the internet. The cloud web server (Linux server) hosting from Linode was closed source, which required payment for the hosting and the hardware components (laptop and its belongings), which were sourced locally. Figure 3 shows the honeypot data collection process. The diagram illustrates that the Linode web server was accessed remotely using Windows 10, located in New Zealand (Auckland). The VMware software (Virtual Box) was installed in Windows 10; it was used to set up the MHN software and the sensors (Snort, Kippo and Glastopf) remotely in the Linode server. The Linode web server had Ubuntu 14.04 as a platform for MHN and the geolocation was in Japan (Tokyo, Japan). MHN was set up in Ubuntu 14.04 using VMware. The data were collected using MHN’s sensors and were stored in the Linode web server. After installation of the MHN, the ‘ifconfig’ command was employed to find the public IP address generated by Linode for the web server. Once the IP address was copied and pasted into the search engine (Google Chrome), the MHN webpage appeared. An email address and password were required to be entered and these were used during the configuration step to view the MHN GUI (graphical user interface).




3.6.2. Feature Selection


The common properties or common nature of features in the three datasets were chosen to validate the results. In the phishing dataset, the ensemble method with random tree as a base classifier was utilized to classify features as legitimate, phishy or suspicious. The features were classified according to the number of occurrences and their relevance. For example, the feature ‘having IP address’ was selected by bagging (random tree) based on its relevance and maximum number of occurrences of 8000, while 3793 occurrences were considered phishy. In the botnet dataset, the features chosen for the botnet data were benign, combo, scan, junk, TCP and UDP—the relevant features based on accuracy and relevance. In the honeypot dataset, the feature selection consisted of IP address, port, usernames, passwords, requested URLs, TCP, UDP and internet control message protocol (ICMP).




3.6.3. Identification of Malware Behavior


The analysis presented in Section 4.3 shows that the most malware attacks occurred between October 2017 and February 2018; the attack period identified was similar to that of the McAfee threat map by month. One study shows the virus threat map created by McAfee Antivirus software in 2017 [9]. They found that attackers contacted an IP address or domain that was used to host a malicious document. These attacks were based on IP. Another report from the McAfee lab shows that malware attacks through spam were high during the last quartile (Q4: October, November and December) of 2017 and the first quartile of 2018 (Q1: January, February and March). The source of McAfee data are McAfee spam traps, crawlers and customer submissions [9]. The study confirms that the attacks were mostly from October 2017 to February 2018, as identified in the current study. The above discussion and the findings in the next chapter show that studying the behavior of malware is crucial. The features selected and the time frame to collect honeypot data for this study are in line with the McAfee virus threat map. Thus, predictions about malware are required to ensure future safe webpages.




3.6.4. Predicting Malware Attacks


There are several ways to predict the behavior of malware, including examination of previous malware data (generated from honeypot infrastructure). Assessing the legitimacy of IP, port, request URL, Google index, email, web traffic, pop-up window, links, page rank, HTTPS token, abnormal URL, combo, junk, scan, TCP, UDP, ICMP, password and username can provide a better idea of how malware behaves and what areas are targeted in a malware attack.






4. Results


In this empirical study, phishing, botnet and honeypot datasets were used for performance evaluation to predict attacks from phishing and botnet data. Table 2 summarizes the three datasets used in the study. Both 10-fold cross-validation and test (66% training data; the rest (34%) of the data were test data) analysis show that the percentage of attacks in phishing data and botnet data was more than 89% on average, and the total datasets contained less than 680,786 attacks. The honeypot infrastructure registered the number of malware hits; honeypot infrastructure was used as a test bed server; the number of attacks was 35% when the total data were not more than 80,462.



4.1. Malware Behavior in the Phishing Dataset


The eleven features that were examined to study the malware behavior of phishing websites are: having IP address, port, request URL, google index, submitting to email, web traffic, page rank, HTTP token, abnormal URL, pop-up window, and links pointing to a page. These features assist in discovering phishing websites. The total number of attributes (features) relating to the phishing dataset was 31 (see Figure 4); in the current study, only 11 features were selected based on [12,13,14]. Bagging (random tree) was used to compare the relevance of malware behavior in terms of accuracy between the three datasets. These features were chosen to distinguish websites as ‘phishy’, ‘suspicious or ‘legitimate’ based on Mohammad et al. [13]. If a result was returned as 1, 0 or −1, the website was labelled as legitimate, suspicious or phishy, respectively. In the current section, there are 11 features that were analyzed to study the phishing dataset; in each feature, the Y-axis shows the behavior of the feature as either legitimate, suspicious or phishy, while the X-axis shows the number of occurrences for each behavior. The features are as follows:




	
Having IP address: the nature of IP addresses is based on the URL—if the IP address exists in the URL instead of the domain name, this typically means there has been an attempt to hijack or steal personal information; otherwise, the webpage would be considered legitimate. In the phishing dataset, the results show that the number of URLs that did not have an IP address (or it was masked) was 7262 among the total behaviors, considered legitimate as they returned 1. Only 3793 URLs had an IP address and were classified as phishy, returning −1 as a result



	
Port: The number of malicious attacks through legitimate port browsing was 9553, but there were still 1502 cases of phishy behavior. In this case, if a port is compromised, all hosted IPs are affected. If the IP address is affected, then only specific webpages associated with that IP are affected, while the port remains safe. Malicious attacks on port are less common compared to IP address manipulation.



	
Request URL: Based on the previous two analyses, it may be concluded that malware occurrence through ports is relatively infrequent (1502 times) while ‘request URL’ has a strong influence on malware behavior, representing more than 40% of 11,055 web hits. In this study’s experiments, the results classified 6560 URLs as legitimate and 4495 as phishy.



	
Google index: Based on the previous three analyses, it is clear that the number of occurrences of malware attacks through Google index and through ports is nearly similar (37 more occurrences for Google index, which is the difference between them). In this study’s experiments, 9516 of the URLs were shown to be legitimate, while 1539 of the results were phishy.



	
Submitting to email: Malicious behavior using the feature ‘submitting to email’ led to more legitimate results (9041) than phishy (2014) (total number of hits—11,055). Compared with other features, such as having IP address and request URL, the number of phishy sites was lower, but it was higher than malicious attacks through ports.



	
Web traffic: The nature of this feature is based on the number of visitors to the webpage. In the phishing dataset, the number of webpages with malicious traffic was less than the number of legitimate webpages. The interesting finding in this feature was that suspicious never indicates whether it is legitimate or phishy. However, from this feature, the number of legitimate webpages for browsing was only 50% of the total number of hits (11,055), which provides a clue that malicious behavior may be closely related to web traffic.



	
Page rank: Compared with all other features in the phishing dataset, page rank provided the ability to discover the highest rate of phishy webpages, with 8201 hits, while Google index detected 1539. However, the legitimate webpages were low with 2854 hits, which was less than any other feature. This clearly shows that the higher ranked webpage may not be always safe as we think, while Google indexed pages are safer than ordinary pages ranked in web browsing.



	
HTTPS token: Similar to previous results, HTTPS token resulted in very similar rates (almost 9200) as legitimate webpage of features such as port, Google index and submitting to email. Turning to phishy results, these numbered 1795.



	
Abnormal URL: The nature of this feature is based on the identity of URL. If a URL included the host name, it was considered legitimate; otherwise, it was considered phishy. The number of abnormal URLs that were legitimate was 9426, which is one of the features that has a high number of occurrences compared to some previous features; thus, this is a strange result that requires further study. Only 1629 hits were phishy, which also needs further investigation; however, this study was limited to identifying the malware behavior of webpages.



	
Pop-up window: The function of pop-up windows in webpages is to ask users for some credentials. In the current data, 8918 webpages were found that did not use pop-up windows, which classified them as legitimate, whereas 2137 were phishy. Some pop-ups are based on adware, which is a next-generation malware, meaning that information regarding the suspiciousness of this feature was not present in this dataset.



	
Links pointing to page: This feature refers to links pointing to a specific URL (i.e., page or subpage). There were 4351 webpages classified as legitimate and only 548 as phishy, which was the lowest rate among all features. However, suspicious webpages recorded the highest rate for this feature (6156) compared to the web traffic feature, which had only 2569.









4.2. Malware Behavior in the Botnet Dataset


The second experiment involved findings for malware behavior with respect to botnet attacks (Gafgyt attacks) from the datasets of Danmini and Ecobee. Six features were examined about malware behavior in botnets, based on Meidan et al. [15]. The total number of attributes in each feature was 115 (Figure 5). The Weka tool was utilized to determine the accuracy of each feature using bagging with random tree, where random tree worked as a base classifier for bagging.




	
Gafgyt attacks in Danmini (10-fold cross-validation analysis): The scan feature had the highest number of occurrences (99.23%) compared with other features; it had slightly more than combo and junk, which had 98.75% and 98.14%, respectively. Malware occurrence through benign was less than the scan feature, with a difference of around 2%. With regard to the TCP feature, it was less than benign, with almost 77%. UDP was much lower than all the other features, with only around 45%.



	
Gafgyt attacks in Ecobee (10-fold cross-validation analysis): With Ecobee, the feature results for attacks were similar to those in Danmini, with only minor differences. The highest three rates of occurrence were in scan, junk and combo, with 99.73%, 99.53% and 99.51%, respectively. While benign in Ecobee is more frequent than in Danmini, the difference was only 1%. The TCP rate in Ecobee was higher than that in Danmini, at around 89%. UDP remained the lowest rate, as seen in Danmini.



	
Gafgyt attacks in Danmini (test analysis): The scan feature had the highest rate among all features, which was more than combo and benign, that had 99.40%, and 97.08%, respectively. It is clear that malware occurrence through combo was slightly similar to scan feature, with a slight difference of only 0.01%. With regard to the TCP feature, it was less frequent than junk with around 80%. UDP was much less frequent than all previous features, with only around 58%.



	
Gafgyt attacks in Ecobee (test analysis): With Ecobee, the feature results for attacks were similar to those in Danmini, with only minor differences. The highest rates were for scan and combo: 99.79% and 99.17%, respectively; benign in Ecobee was more frequent than that in Danmini, but with a difference of only 1%. Malware occurrence through junk was slightly similar to that through the benign feature, with a small difference of only around 0.13%. The TCP rate in Ecobee was less than that of reported in Danmini, at around 66%. UDP was again the lowest rate, as in Danmini.








Based on the previous analysis, cross-validation and test provided similar results, with test being lower for all features with the exception of scan, which had a slightly higher value than cross-validation. Since the difference was less than 1% the scan feature remained an important feature to identify malware behavior.




4.3. Malware Behavior in the Honeypot Dataset


This section presents the findings obtained from three honeypot sensors: Snort, Kippo and Glastopf. The web server geolocation was in Japan (Tokyo), and operated for a period of several months from 17 October 2017 to 29 February 2018 from New Zealand (the study location). Throughout this period, the server derived around 80,462 hits of malware activities. Snort examines the most attacked ports and protocols. The samples from Snort were taken from 17 October 2017 to 25 February 2018. The port and protocols were examined in Snort as follows.




	
Port: At the beginning of the period, the examined ports in Snort were 5060, which was the most significant port receiving attacks and port 1433, which was the largest segment from November 2017 to January 2018. Port 23 was used by attackers for remote access for the purposes of secret espionage or to damage the system. It was targeted 20 times in October 2017, but target rates declined over the subsequent three months (2 hits in total), and then, increased again to 2 hits in February 2018. Another result of note was in relation to port 22, which is used for remote login; also, some Trojans use this port if there is any vulnerability. In October 2017, port 22 received 41 attacks; this figure rose to 53 attacks in November 2017. It is apparent from the pie charts that attacks reduced significantly to 2 hits and 1 hit, in December 2017 and January 2018, respectively. At the end of the period, in February 2018, the number of attacks rose to 22 hits for the month. In summary, the results show that all the ports discussed in this section experienced a decrease in number of attacks in December 2017 and January 2018 by 50, 84, 18, 51 hits, in ports 5060, 1433, 23, 22, respectively. The number of attacks then rose again in February 2018.



	
Protocol: The attack rates on the TCP showed a steady but significant rise over the period from October 2017 to November 2017, while the number of attacks on UDP experienced a downward trend from October 2017 to December 2017. There was no evidence of ICMP attack throughout the period, except in November 2017. The TCP experienced a reduction in the number of attacks by 256 and 270 hits in December 2017 and January 2018, respectively. The UDP also experienced a reduction in the number of attacks by 110 and 109 hits in December 2017 and January 2018, respectively; it then experienced an increased trend in February 2018. In October 2017, the number of attacks on the TCP and UDP were 257 and 172, respectively. The TCP attack rate increased to 303 hits during November 2017, but the UDP rate decreased to 114 hits in that month. Both December 2017 and January 2018 experienced a sharp decrease down to 33 hits for the TCP and 5 hits for the UDP. At the end of the period, the TCP and UDP rates showed a gradual increase and reached 185 hits and 234 hits, respectively. ICMP protocol registered only 12 hits, and that was in November 2017.



	
Kippo examines the top passwords, usernames, and it was used to study the behavior of the top attackers.



	
Top passwords: These show the rate of use of the most common passwords employed by attackers in unauthorized access attempts. Overall, hackers aimed to obtain privileges to login to a victim’s machine by using the brute force method. This technique works by using a random group of passwords. Usually, this approach can achieve access if system administrators use default or weak passwords. The most used (660 attempts) password attempt was ‘123456’, while the least used was ‘qwerty’, with 164 attempts.



	
Top usernames: This provides a summary of the top 10 usernames employed by adversaries attempting to gain access to a vulnerable server. The most substantial rate (3000 times) of username attempts was for ‘root’, while ‘test’ had the lowest rate (102 attempts).



	
Top usernames/passwords: This section shows that Kippo did a good job of revealing brute force attacks by attackers and reporting hacking attempts; it shows that the most common combination of usernames/passwords used by attackers was ‘admin: admin’, which was employed 99 times. The combinations ‘admin:1111’, ‘root:1234’ and ‘admin:1234’ were used in only 63 attempts by attackers.



	
Top attackers:Table 3 shows the top 10 attacker IP addresses detected by the Kippo honeypot, and the frequencies of those attacks.








Glastopf Events: The data classification presented in this section is based on IP addresses, including ports and incoming URLs. The attacks were registered over a period of 10 days from 7–16 November 2017. This section covers only the top attackers, who targeted Port 80: protocol http with their activities.



IP: 45.77.149.77, IP: 94.177.237.15, IP: 121.130.202.67, IP: 211.110.139.158, IP: 77.81.229.93.





5. Discussion


This section discusses the analysis and research findings presented in Section 4.



5.1. Malware Behavior in the Phishing Dataset


To summarize, an interesting finding and important information about Google index (higher rank in Google search) was found. Having real-life experience of using McAfee web adviser [43], it is already in the Google index, and consequently, it is legitimate and safe to browse, as Google is the overwhelming leader in the world [44]. Many website rankings or page ranks, for example, Alexa, are very high because of their content and browsing frequency [45]. Every website has a ranking; it is based on the search term, and keywords that is mostly used by SEO (search engine optimization). In addition, the content that attracts more users will make the site with top page rank. Websites that have prohibited videos organized or hidden very well and more visitors are given very high page ranks. In fact, such sites have more malware content than others. In the phishing dataset, the number of occurrences of phishy behavior that detected for page rank feature was 8201, which was around 74% accuracy. Thus, the findings from this research include that more phishy behavior may be identified in websites that with high page ranks. In summary, Google indexed websites are safer to browse, as only 1539 (13%) were associated with phishy behavior, out of 11,055, which is the total number of phishing dataset. Figure 6 shows that all features recorded high rates in regard to legitimate webpages, but phishy webpages had higher page ranks than legitimate ones. The results in Figure 6 suggest that having an IP address, an average amount of web traffic and a high page rank (randomly selected features) are not reliable key features to consider a website legitimate. When the Google index is high, this means sites are reliable on average, as it is only phishy 1539 times (13%) detected out of 11,055, while average phishy behavior is nearly 43% when combining the features having IP address, request URL, web traffic and page rank. Not all features in the phishing dataset provided information about suspiciousness. However, suspiciousness was noted in the following features: web traffic (23%) and links pointing to page (55%). The number of suspicious behaviors in web traffic was 2569 and 6156 in links pointing to page. The findings of this study are valid, as a prohibited website has a valid IP, high page ranking, many request URLs, and links pointing to that site without very high Google indexes. However, Google is still on the top rank because of search engine optimization (SEO) tools and techniques [46]. The main objective of SEO is to attract people to a specific and required site with good and attracted contents; so, more visitors to the site leads to more Google notices, leading to a higher rank in the Google index [44]. In addition, a prohibited site mostly contains various links to point to similar type of pages that may be phishy. Considering a website is reliable based on page ranking is not advisable because highly ranked websites had the highest occurrence of phishy behavior in the dataset (8201 hits). Another interesting point to note is that having an IP address does not guarantee that a website is reliable because the frequency of phishy behavior was almost 34% accuracy (3793/11,055). Therefore, links pointing to a website may not be valid, as they were phishy at around 5% accuracy (548/11055) and were not free from being suspicious at 55% accuracy (6156/11055). The number of abnormal URL that were legitimate was 9426, which is one of the features that has a high number of occurrences compared to some previous features; thus, this is a strange result that requires further study. Only 1629 hits were phishy, which also needs further investigation.




5.2. Malware Behavior in the Botnet Dataset


All features were equally important for identifying malicious behavior as all scored more than 97%, with the exception of TCP and UDP. The malware behavior in the botnet dataset indicated that the scan feature obtained the highest percentage of accuracy, at around 99% in both Danmini and Ecobee. Interestingly, Figure 7 shows that there is little difference in the test and cross-validation results between the features benign, combo and scan for Danmini and Ecobee. This clearly verifies that these features are equally important to identify malware behavior. However, the features junk, TCP and UDP showed huge differences in test result for Danmini and Ecobee. This finding shows that TCP and UDP attack is less than all other features. Thus, future malware prevention platforms may require less focus on the features junk, TCP and UDP. Junk is no longer a great threat as most users are aware of it and are careful when opening junk email. Experimental results from Kheir et al. [47] relating to some botnet domain blacklists showed that the system called ‘Mentor’ is capable of accurately identifying legitimate domain names with low error rates.




5.3. Malware Behavior in the Honeypot Dataset


All the datasets describe that malware behavior is closely influenced by type of IP, URL and other features. However, phishing and botnet datasets did not include the effect of username and password in a website. Hence, the honeypot infrastructure was applied to identify the effect of username and password in relation to malware attacks. The honeypot dataset revealed the username (admin) and password (admin 123) that are the most prone to malware attacks. The honeypot dataset also revealed malware attacks on IP port, URL and protocols, in line with the other two datasets. In the Glastopf results presented in Section 4.3 the attacker’s purpose may have been to execute an SQLI against the web server; the attacker used personal homepage (PHP) language to generate the script, as it was mainly focused on server-side scripting. If a web designer does not securely code the interaction between the website and the SQL database, attackers can take advantage of this mistake to sneak unexpected SQL queries onto the database server.





6. Recommendations and Future Work


We first highlight two recommendations that add scientific rigor to the identification of future malware, and then, describe two avenues for future work. The two recommendations are as follows:




	(i)

	
Identify malware behavior in web pages: Generally speaking, webpages ranked in the Google index are less prone to malicious behavior; malicious attack through ports is very infrequent. Our findings reported in this paper suggest that if a port is secured and the site is Google indexed, malicious attack from websites can be minimized. Thus, it is recommended that website providers and vendors should identify malware behavior in web pages on a regular basis to make web browsing safe and reliable.




	(ii)

	
Analyze malicious behavior of attackers: It is important for vendors such as antivirus providers to analyze the main risky features of malicious behavior on a regular basis in order to identify attackers against webpages. Build appropriate rules and guidelines to avoid them and secure end users over the internet.









Future work on malware identification should proceed along with two avenues. First, it is useful to be able to use machine-learning algorithms such as neural networks. This requires a thorough evaluation and experimentation of each system. Second, a common IoT botnet attack called Mirai was also within the botnet dataset. An in-depth study on Mirai attacks would be useful to understand and identify more features. Therefore, more analysis of IoT devices such as Ennio—that has also Gafgyt attacks—would improve the ability to identify even more webpages attacks.




7. Conclusions


In this paper, we studied the malware behavior of webpages. The main motivation was the growing demand for information on feature selection in malware data to identify malware behavior and to learn about the features that affect webpages. To achieve this goal, the ensemble method was used for data analysis in combination with the random tree as a classifier model. Several benefits were obtained by employing this combination. Empirical results obtained show that all features in the botnet dataset are equally important to identify the malicious behavior (all scored more than 97%), with the exception of TCP and UDP. We found that the accuracy of phishing and botnet datasets is more than 89% on average in both cross validation and test analysis. We selected bagging (bootstrap aggregation) algorithm for use. The study estimated and compared selected features such as IP, port, URL, email, TCP, and UDP from the three datasets used and these comparisons provided interesting and useful results to identify malware behavior.
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Figure 1. Information of phishing dataset in preprocessing step. 
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Figure 2. Design phases of the research in three datasets. 
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Figure 3. The steps of the honeypot deployment network for experimentation. 
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Figure 4. An overview of all features in the phishing dataset (the number of occurrences of each feature with three different behaviors). 
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Figure 5. An overview of the features in the Botnet dataset (the number of occurrences of each feature with two different analysis). 
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Figure 6. Number of occurrences of all features with comparison of legitimate, phishy and suspicious. 
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Figure 7. Number of occurrences in Danmini and Ecobee for cross validation and test analysis in different features. 
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Table 1. A comparison of classification algorithms.
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	Classifier Type
	Time
	Accuracy
	True Positive
	False Positive
	ROC Area





	Decision stump
	0.05
	73.0167
	0.730
	0.404
	0.757



	Hoeffding tree
	0.83
	85.9060
	0.859
	0.190
	0.910



	J48
	1.08
	88.6296
	0.886
	0.145
	0.949



	RF
	11.17
	88.6024
	0.886
	0.147
	0.949



	Random tree
	0.20
	88.2225
	0.882
	0.146
	0.938



	REPTree
	0.92
	87.8697
	0.879
	0.153
	0.946







Note: ROC, receiver operating characteristic.
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Table 2. Datasets used in this study.
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Dataset Source 1

	

	




	
Phishing websites (UCI)

	
Percentage of attacks (10-fold cross-validation)

	
Percentage of attacks (test)




	
Training dataset (Bagging)

	
97%

	
96%




	
Dataset Source 2

	

	




	
Detection of IoT botnet attacks N BaIoT (UCI)

	
Percentage of attacks (10-fold cross-validation)

	
Percentage of attacks (test)




	
Gafgyt attacks Danmini (bagging)

	
86%

	
88%




	
Gafgyt attacks Ecobee (bagging)

	
89%

	
83%




	
Dataset Source 3

	

	




	
Honeypot

	

	
Percentage of attacks




	
Snort (IDS)

	
25%

	
Average 35%




	
Kippo (used to find the brute force attacks)

	
74%




	
Glastopf (web application honeypot sensor)

	
6%











[image: Table] 





Table 3. The IPs of attackers with the number of attacks.
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	IP Address
	Number of Attacks





	177.39.121.252
	8512



	184.106.219.63
	7532



	186.251.208.49
	3423



	112.78.4.85
	3311



	185.25.122.3
	1580



	193.70.40.191
	1408



	51.254.123.147
	1047



	176.53.0.87
	931



	185.165.29.198
	873



	183.192.189.133
	774











© 2020 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/).
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