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Abstract: In Industrial Internet of Things (IoT) applications, when the network size increases and
different types of flows share the bandwidth, the demand for flexible and efficient management of the
communication network is compelling. In these scenarios, under varying workload and flow priorities,
the combined use of Software-Defined Networking (SDN) and Network Virtualization (NV) is a
promising solution, as such techniques allow to reduce the network management complexity. This work
presents the PrioSDN Resource Manager (PrioSDN_RM), a resource management mechanism based on
admission control for virtualized SDN-based networks. The proposed combination imposes bounds on
the resource utilization for the virtual slices, which therefore share the network links, while maintaining
isolation from each other. The presented approach exploits a priority-based runtime bandwidth
distribution mechanism to dynamically react to load changes (e.g., due to alarms). The paper describes
the design of the approach and provides experimental results obtained on a real testbed.

Keywords: software-defined networking; network virtualization; network slicing; resource management;
admission control

1. Introduction

The Internet of Things (IoT) has brought significant benefits to several application scenarios,
such as smart cities [1,2] and smart homes [3–5], smart metering [6], robotics [7,8], healthcare [9–11],
and energy management systems [12]. Moreover, the introduction of IoT in industrial environments,
i.e., the so-called Industrial Internet of Things (IIoT) [13–15], plays a key role in the Industry 4.0 context
where a large number of different kinds of devices cooperate over a heterogeneous communication
network [16,17]. The steady increase of both network complexity and sharing of physical resources in
Industry 4.0 scenarios raises the need for flexible and efficient resource management solutions.

Recently, the combination of two emerging technologies, i.e., Software-Defined Networking (SDN)
and Network Virtualization (NV), has received significant interest from the industrial and the academic
communities [18–21], as a possible approach to successfully face the previously discussed challenges.

SDN allows to achieve flexible and easily manageable networks by providing a clear decoupling
between the data plane and the centralized control plane. This way, SDN supports a better resource
allocation, thus limiting issues, such as congestion, latency for high priority traffic, and so on.
For instance, the management of the available network bandwidth can be performed by using a
bandwidth reservation approach according to the application needs. The use of NV allows to split
the physical infrastructure of a virtualized network into logical networks, called slices, with specific
functionalities and requirements. SDN provides an easy way to define multiple virtual networks (VNs)
and to support their complete isolation through the use of a network hypervisor.

Traditionally, the slices in a virtualized network do not share resources with each other to preserve
the isolation among slices, i.e., the ability to manage a slice as a separate network, independent from
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the others. However, for the sake of efficient resource utilization, many scenarios can require that the
network slices share some network links while still demanding isolation.

Previous work in [22] addressed an approach based on SDN and network virtualization that
allows for shared resources. In such a work a bandwidth management mechanism for a virtualized
SDN network allows slices to share links and, through limits on the bandwidth utilization of each
slice, to share the bandwidth available on such links too. However, the approach in [22] uses static
bandwidth limits and therefore it cannot adapt to traffic changes. Moreover, the work in [22] does not
consider any mechanism for safe management of alarm flows. The latter require to find bandwidth
available for them (i.e., reserved) at any time they arrive, as they are triggered by the occurrence of
critical events and therefore they must alert the system controller (e.g., sink with processing capability)
as soon as possible.

Differently from previous work, this paper proposes the PrioSDN Resource Manager
(PrioSDN_RM), an SDN-based approach that aims to wisely manage the available network bandwidth
through a dynamic priority-based mechanism based on an admission control. This way, the bandwidth
limits are dynamically set depending on the traffic load and on the flows priority, i.e., the presented
solution supports online network reconfiguration. The proposed solution assumes that alarm flows
(i.e., the flows with highest priority) need to be strongly favored over the other flows.

The main contributions of the paper are:

• a novel bandwidth management strategy
• a detailed description of the proposed priority-based admission control
• an implementation of the proposed approach and a discussion of the results obtained through

experimental performance assessments.

The rest of the paper is organized as follows. Section 2 provides a background on Software-Defined
Networking and network virtualization. Section 3 deals with related works. Section 4 presents
the PrioSDN_RM system, whereas Section 5 discusses a use case for the proposed approach.
Sections 6 and 7 address the implementation and the experimental evaluation of PrioSDN_RM,
respectively. Section 8 presents a comparative assessment with the relevant mechanisms in the
literature. Finally, Section 9 gives conclusions and hints for future works.

2. Background

SDN refers to a network architecture with the main features listed below [23].

• Control and data planes decoupling. The network devices (e.g., switches) become simple
forwarding elements, since the network logic is provided by the SDN controller.

• Control logic moving to an external entity. The SDN controller offers the key resources and
abstractions to allow easy programming of forwarding devices, based on a logically centralized
view of the network.

• Network programmability. The network is programmable through software applications running
on top of the SDN controller that, in turn, interacts with the underlying networking devices.

• Flow-based forwarding. A flow is a sequence of packets exchanged between source and
destination and is defined by a set of packet field values, acting as a match (filter) criterion,
and a set of actions (instructions). The forwarding devices manage all the packets of a flow in the
same way, thus the forwarding rules are flow-based rather than destination-based. As a result,
flow programming offers high flexibility and makes it possible a unified behavior of different
types of network devices.

Network Virtualization allows creating logical, virtual networks (VNs) that are decoupled from
the underlying networking hardware (i.e., the physical infrastructure). This way, new network services
can be added without worrying about the specific details of the physical devices. NV also allows
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sharing of physical networking resources, i.e., multiple virtual networks can operate over the same
physical network.

SDN supports a simple way to define VNs. As a result, each virtual link can be represented as a
flow. A VN includes a set of flow rules in different switches.

The virtualization of SDN networks enables to leverage the combined benefits of SDN and
network virtualization.

The architecture of a virtualized SDN network is shown in Figure 1.

Figure 1. The architecture of virtualized Software-Defined Networking (SDN) network.

The Infrastructure layer consists of network equipment, e.g., end nodes and switches, and merely
focuses on data transmission and forwarding.

The Control layer is the “brain” of the SDN network. It consists of one or more SDN controllers
implementing software functions and algorithms that manage the forwarding platform of the network.

The hypervisor is located between the Infrastructure layer and the Control layer. It is a critical
component for virtualizing SDN networks [24], as it abstracts the physical SDN network by creating
multiple logically isolated virtual SDN networks (vSDNs), each one with its own SDN controller.
The hypervisor monitors the virtual networks and allocates networking resources (e.g., link capacity)
to each virtual network (also referred as a network slice).

The communication between the Infrastructure layer and the Control layer is realized through the
southbound Application Programmming Interfaces (APIs). OpenFlow (OF) [25], developed by the
Open Networking Foundation (ONF), is the most used communication protocol in SDN environments
and enables the SDN controllers to interact with the data plane through a hypervisor or not.

The Application layer consists of a set of network management applications. Each application
runs in its own network slice on top of an individual SDN controller, which only presents the network
view that corresponds to a specific virtual network. The Application layer and Control layer use the
so-called northbound APIs to communicate.

3. Related Work

From the state of the art, it is widely known that bandwidth reservation is a key network
management mechanism to provide adequate levels of Quality of Service or real-time guarantees.
For example, thanks to bandwidth reservation, the IEEE Audio-Video Bridging (AVB) set of standards
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is able to flexibly support multiple traffic classes even under high workloads, thus offering adequate
performance to real-time flows both in automotive [26–28] and industrial communications [29].
However, the need for flexible and efficient resource management introduces new challenges, such as
how to perform dynamic network reconfiguration while meeting the required Quality of Service
(QoS). SDN allows the designers to easily implement dynamic and adaptable QoS control solutions
for both wired and wireless networks [30,31]. Several works proposed resource management
approaches suitable for various scenarios, such as data centers [32], 5G SDN-based networks [33],
Industrial Wireless Sensor Networks [34,35], and IoT-enabled smart homes [36]. Other notable
software-defined bandwidth management mechanisms were proposed in [37–40]. In particular,
the work in [37] proposed an architecture for software-defined Ethernet Passive Optical Networks
(EPONs) that allows the SDN controller to manage different dynamic bandwidth allocation algorithms
based on the network status. In the works [38,39] two different mechanisms able to reserve bandwidth
to each node of a software-defined network were proposed. Such mechanisms address a node-oriented
bandwidth management, differently from our approach, that is flow-oriented. The work in [40]
proposes an adaptive resource provisioning scheme for network flows that is based on continuous
monitoring of several thresholds on the range of allowed transmission rates. Differently from our
approach, none of such previous works deals with virtual networks.

A network hypervisor that includes an admission control was proposed in [41]. However,
differently from our approach, it does not allocate bandwidth to the flows based on their priority,
but it only checks whether enough bandwidth is available when a request for creating a network
slice arrives.

A secure virtual controller (SVC) architecture was proposed in [42], that uses SDN in combination
with network function virtualization. However, compared to our approach, such a work has a different
target, as the aim of the SVC is to balance the traffic load and reduce the energy consumption.

A FlowVisor-based network virtualization layer, called EnterpriseVisor, was proposed in [43].
EnterpriseVisor proposes a dynamic resource management scheme that manages the distribution
of network resources among slices to improve the overall network resource utilization. As a result,
EnterpriseVisor is not able to provide Quality-of-Service (QoS) guarantees to high-priority flows.

The work in [44] proposed an extension of the Floodlight controller to dynamically manage link
and switch resources in a virtualized SDN environment. The controller, based on the network status,
performs path migrations by adding, modifying or deleting flow rules from the switches. Such an
approach aims to improve the utilization of the network resources, whereas our goal in this paper is
avoiding link overload to cope with bandwidth limits and to handle flows with different priorities.

This paper addresses the management of network link resources in virtualized SDN-based
networks. In particular, we propose a mechanism, based on an admission control, to dynamically
allocate the available bandwidth per link based on the priority of the flows.

Among previous works, the ones that are more relevant to our paper are the ones in [22]
and [45]. In fact, both of them propose bandwidth management mechanisms, based on an admission
control, that exploit SDN and network virtualization while supporting resource sharing. In particular,
the approach in [22] proposes the use of static values for limiting the bandwidth utilization of each
slice and supports high priority and low priority flows. However, such an approach is not able to
react to critical events that cause changes in the network traffic. On the other hand, in [45] a dynamic
bandwidth distribution framework, called DART, is described, that is able to dynamically distribute
the network bandwidth between various services to allow an efficient use of the network resources.
In DART, the SDN controllers cooperate to distribute the bandwidth among slices in order to mitigate
congestion on the shared links. The admission control defines a priority limit and performs a simple
task. Every time a new flow with priority higher than the priority limit asks for bandwidth, it is
admitted for transmission and a flow rule is sent to the switch. Otherwise, the flow is prevented from
transmitting. Comparing with DART, the PrioSDN_RM here proposed differs in some important
respects. First, the admission control here proposed takes decisions based on both the flow priority
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and the network traffic, i.e., it does not directly discard low priority flows, as they can be admitted
according to the policies discussed in Section 4. Second, we fix two different moving bandwidth
thresholds that change when alarms occur. Third, in the PrioSDN_RM a portion of bandwidth is
reserved to alarm flows to promptly handle critical events.

4. PrioSDN_RM: Bandwidth Management Strategy

This section presents the design of the PrioSDN_RM and the logic behind the admission control.
The description of the reference system includes a generic virtualized SDN network. The admission
control is presented in a detailed way, as it defines the strategy that allows a dynamic bandwidth
management based on the priority of the flows.

4.1. System Design

The proposed resource management mechanism can be applied to any virtualized SDN network.
The reference architecture is shown in Figure 2. Compared to a general virtualized SDN network,
our solution includes a Priority-based Admission Control (PAC), which is an extension to a plain SDN
controller and consists of a custom resource manager including specific policies for the bandwidth
allocation. We assume to use OpenFlow for the communication between the infrastructure layer and
the control layer. The physical network can be divided into multiple slices (thanks to the use of a
hypervisor). The architecture can include both fully isolated slices and slices that share a part of the
physical network to increase the resource utilization efficiency. Conversely, if a part of the network is
shared between two or more slices, the shared resource allocation module is devoted to statically or
dynamically negotiate the bandwidth portion reserved to each slice.

Figure 2. The PrioSDN Resource Manager (PrioSDN_RM) architecture.

In particular, Figure 2 depicts a network divided into three slices, therefore with three SDN
controllers. In such a network, the slice 1 is isolated from the others, while the slices 2 and 3 share one
network link (i.e., the one drawn in red in Figure 2). Consequently, both SDN 1 and SDN 2 can operate
on the shared link.

4.2. Priority-Based Admission Control-Basic Concepts

The admission control is the core of the priority-based bandwidth management in the SDN
controller. In the case of a typical SDN controller, whenever the first message of a specific flow is sent
by an end node or the flow rule (i.e., the routing rule for that flow) is not found in the flow table of
the switch (i.e., a table-miss rule event occurs), the switch queries the SDN controller to obtain the
relevant flow rule. After that, the switch inserts the flow rule provided by the SDN controller in its
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routing table and forwards the message accordingly. Please note that the SDN controller does not
perform any bandwidth consideration, e.g., it does not prevent overloading of the network links and
therefore dropped messages (e.g., due to overflow of the network resources). Consequently, the SDN
controller cannot guarantee a specific level of Quality of Service (QoS) for the flows, for instance in
terms of Packet Loss Ratio (PLR).

For this reason, we propose a priority-based admission control (PAC) for the SDN controllers.
Please note that in our proposal we consider three different types of flows, i.e., low priority, high priority
and alarms. In particular, we assume that an alarm is an event-driven flow (i.e., it is triggered by the
occurrence of a specific event). In our model, alarm flows have the highest priority in the network.

The PAC module, shown in Figure 3, includes a compute module (CM) and a storage in which the
information about the current network state (e.g., the current bandwidth utilization for each network
link) is maintained. The data in the storage are always updated thanks to the OpenFlow functionality
that allows to retrieve the flows currently registered in the routing table and to compute the current
bandwidth utilization. This way, when the switch asks the SDN controller for a flow rule, the latter
checks whether there is enough bandwidth on the links to allocate a flow with a specific priority
(see Section 4.3). If no bandwidth is available for this flow, the flow rule is not established.

Figure 3. The priority-based admission control.

The decision on the bandwidth allocation is based on specific criteria. Each SDN controller keeps
in the PAC storage the bandwidth limit value for each network link relevant to the slice that it manages.
As a result, the compute module can allocate bandwidth for the flows of the slice up to the bandwidth
limit of a specific link. Moreover, the available bandwidth per link is partitioned into three parts,
as shown in Figure 4, using two moving thresholds, i.e., the alarm threshold (θalarm) and the high
priority threshold (θhp). Such thresholds delimit the portions of bandwidth reserved for alarms and
high priority flows, respectively.

Figure 4. The bandwidth subdivision.
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In particular, a portion of bandwidth is set-aside for alarm flows. These are the highest priority
flows, as they have stringent timeliness and reliability requirements. For this reason, a fixed amount
(a configurable value) of bandwidth, i.e., the green portion in Figure 4, is left “free” to be allocated
to new alarm flows. Consequently, every time a new alarm flow is generated by an end node and
then allocated by the SDN controller, the thresholds manager module of the PAC changes the alarm
threshold by moving it downwards, thus enlarging the portion of bandwidth reserved for alarm flows
(i.e., the sum of the green and red portions). This way, the red portion in Figure 4 (i.e., the bandwidth
currently used by alarm flows) increases when a new alarm flow is generated, while the green section
remains constant. Conversely, when an alarm flow is stopped (i.e., the alarm ends) the portion of
bandwidth reserved to alarm flows is reduced by moving the alarm threshold upwards.

The choice to use a bandwidth reservation approach for alarm flows introduces a limited
bandwidth waste, since a portion of available resources (i.e., the green portion) is not used. However,
this makes it possible to promptly allocate bandwidth to alarm flows and start their transmission
without introducing delay due to the lack of available bandwidth. This way, we provide the highest
QoS to alarm flows. Please note that in PrioSDN_RM the portion of bandwidth that is left “free” to
be allocated to new alarm flows is an application-dependent configurable parameter. To reduce the
potential bandwidth underutilization to a minimum, we suggest to set the alarm threshold so as to
leave “free” the bandwidth portion that is needed to accommodate one alarm flow only, i.e., the most
demanding one among all the alarms that the application could generate.

The portion of bandwidth reserved for high priority flows (i.e., the orange portion in Figure 4),
is a fixed amount (a configurable value) set-aside for the flows with a priority higher than a given
application-dependent value (that is maintained in the PAC storage). Since the orange bandwidth
portion must be fixed, the high priority threshold follows the changes of the alarm threshold,
i.e., the two thresholds move in the same direction every time an alarm flow is generated or stopped.
As a result, our approach applies a runtime monitoring of the two thresholds that automatically
triggers the redistribution of resources to the flows based on their priorities.

Please note that in Figure 4, θalarm represents the maximum portion of bandwidth that can be used
by high priority flows, while θhp is the maximum bandwidth available to low priority flows. In other
words, this approach allows the high priority flows to use the bandwidth up to θalarm, i.e., they can use
both the white section and the orange one in Figure 4.

4.3. Priority-Based Admission Control-Bandwidth Allocation Procedure

We assume that the end nodes can send multiple data flows, each one with a specific level of
priority depending on the data importance. As a result, each end node can transmit flows with different
priority levels.

The main aim of the PAC is to check the priority of the data flows and allocate bandwidth
(if available) on the links that will be used for the flow transmission.

Whenever a new flow is generated by an end node, a request is sent to the switch the end node
is directly connected to. This request includes the required bandwidth and the flow priority. As the
switch does not have any forwarding rule for the messages of the new flow (i.e., the relevant flow rule
is missing), it forwards the request to the SDN controller that manages the slice to which both the end
node and the switch belong. Such a request is managed by the SDN controller and, in particular, it is
delegated to the PAC module, which acts as follows.

The compute module extracts the flow parameters, i.e., the required bandwidth and priority,
from the allocation request. Then, the flow rules manager submodule queries the PAC storage to
check the current status of the network slice. In particular, what is needed is the current bandwidth
utilization and the threshold values of the links within the slice managed by the SDN controller.

Once the flow rules manager checks if enough bandwidth is available on the links on which
the flow should be transmitted, then it can decide about the allocation of the bandwidth for the
flow according to the proposed algorithm. Since the admission control algorithm runs on each SDN
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controller in the network, henceforward we will refer to an individual SDN controller and therefore to
a specific network slice to simplify the description of the approach here proposed.

The flow rules manager decides based on three parameters, i.e., bandwidth limit (BWlim),
thresholds (i.e., θalarm and θhp) and priority level (priolev). Each one of these parameters is defined for
each link within the considered network slice. The BW l

lim defines the maximum bandwidth of the link
l that the network slice can use. If the link l is shared among two or more slices, then BW l

lim will be
only a portion of the total bandwidth available on the link. If a bandwidth allocation request would
cause an increase of the bandwidth utilization of the link l above BW l

lim, that request is not accepted.
The alarm threshold (θalarm) and the high priority threshold (θhp) allow to partition the bandwidth

to provide different QoS levels in case of tight bandwidth availability. In such a case, the high priority
flows (and in particular, the alarm flows) are favoured over the low priority flows. The priolev defines a
priority level that distinguishes high priority flows from the low priority ones. The flows with priority
below priolev are considered to have low priority. A smaller priority value represents a lower priority.
For instance, if flows can have 8 different priority levels (i.e., from 0 to 7) and the priority level for the
link l (priol

lev) is 4, then the priority values from 0 to 3 are considered as low priority (in particular, 0 is
the lowest priority). The θhp parameter delimits the maximum portion of bandwidth that low priority
flows can use. The bandwidth portion between θhp and θalarm is set-aside for the high priority flows.
The bandwidth portion above θalarm is reserved to alarm flows.

If a request for a low priority flow to be transmitted on link l is forwarded to the SDN controller
when the current bandwidth utilization exceeds the θl

hp threshold, the flow rules manager rejects it.
Otherwise, the flow rules manager accepts the request.

Similarly, if a request for a high priority flow is sent when the current bandwidth utilization is
above θl

alarm, the flow rules manager rejects it. Conversely, the requests for alarm flows are always
accepted, as a fixed portion of bandwidth is reserved for them (see Section 4.2).

If the request can be accepted, the compute module gives a positive response and therefore the
SDN controller sends the flow rule to the switch, which stores it in the flow table. Otherwise, the flow
rule is not registered and the messages of the flow are not transmitted.

Once a flow rule is inserted in the flow table of a switch, a timer is set with a timeout value.
When the flow rule timeout expires, the flow rule is dropped from the flow table. Consequently,
a subsequent message of the flow would not be directly transmitted, as the switch will not find
the relevant flow rule in its flow table. The switch will forward the request to the SDN controller,
which creates a new flow rule or drops the flow, according to the PAC module mechanism. The value
of the flow rule timeout allows the choice of the desired trade-off between the QoS and the overall
delay introduced by the admission control. In fact, a lower timeout value introduces a higher delay,
as the switch will experiment a higher number of table-miss rule events, and therefore the admission
control task will be performed more times. On the other hand, this choice increases the proposed
mechanism capability to quickly adapt to changes in traffic flows, as the admission control would
evaluate the current state of the network more frequently. Otherwise, a higher value of the timeout
will bring the opposite outcome.

Please note that the value of the timeout is per-flow and can be changed at runtime, i.e., the SDN
controller can set the timeout with different values (according to a specific algorithm) every time the
flow rule expires. This way, different values of timeout can be used for the low priority flows and the
high priority ones. For instance, the use of a smaller timeout for the low priority flows is expected to
increase the QoS offered to high priority flows in case of traffic congestion. In fact, we assume that low
priority flows use as much bandwidth as possible (i.e., all the white section in Figure 4) and the high
priority flows use a portion (%) of bandwidth equal to (θalarm − θhp)%. If a new high priority flow
asks for bandwidth, such a request will fail, at least until the low priority flows release the required
bandwidth, i.e., at least until the timeout of a low priority flow expires. As a result, a lower timeout
value for low priority flows guarantees a better management of the high priority flows.
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5. A Use Case for the PrioSDN_RM

The PrioSDN_RM can be applied to several real scenarios, such as the one discussed in [45].
In particular, the network topology is the same, while the kind of application is slightly different
as in [45] no alarm flows are present. Here we consider a factory-wide communication network,
that includes a surveillance system in which the bandwidth is dynamically allocated based on the
priority of the flows. The network is partitioned into several slices to keep separated virtual network
domains (e.g., shop floor, sales office, administrative office, etc.) and to differentiate the QoS levels
across the slices. However, some of the network services have to be available for more than one slice
simultaneously and therefore resource sharing between slices has to be supported too.

The end nodes send messages, organized in flows, with different priorities, according to their
QoS requirements. For instance, the surveillance system includes end nodes with attached cameras
that transmit video streams (i.e., they periodically send a sequence of images) to a central station
(i.e., the sink). Such end nodes have limited processing capability that only allows them to run simple
motion detection algorithms, whereas the video streams are processed in a centralized way, as the sink
stores and analyses the images. Such a sink can reside in a shared network slice with limited bandwidth.
Consequently, a priority-based bandwidth management should prevent network congestion while
satisfying the QoS requirements. Based on the monitored area, the end node with cameras send
either low priority or high priority flows according to the importance of the video stream. Moreover,
every time an end node detects something suspicious, an alarm flow is generated.

6. Implementation

This section presents an implementation of the proposed PrioSDN_RM. For this purpose we used:

• FloodLight. An open source (Apache-licensed) Java-based OpenFlow SDN controller, commonly
used for research purposes [46]. The FloodLight architecture includes multiple modules that can
be easily modified and improved.

• FlowVisor [47]. A network hypervisor for virtualizing software-defined networks, based on the
OpenFlow protocol. FlowVisor allows both isolation and sharing of network slices [44].

• Zodiac FX. A small OpenFlow switch with an open source firmware. The Zodiac FX represents an
excellent option for experimental purposes in research projects, as it is very cheap and it does not
require complex setup or configuration.

• Raspberry Pi. A low cost single-board computer used as an end node.

Experimental Setup

A real testbed, shown in Figure 5, was implemented to show the feasibility of the
proposed approach.

The implemented topology includes three nodes (Raspberry PIs), i.e., two senders and one receiver,
and is partitioned into two slices. The link between the switch and the receiver node is shared between
the slices. For each slice, a FloodLight controller (FL) is needed. The Zodiac FX OpenFlow switch
is equipped with four Ethernet ports. Three of them are connected to the Raspberry PIs, while the
other one is connected to a laptop, that runs both the hypervisor and the SDN controllers. In particular,
FlowVisor runs in a virtual machine, while the FloodLight controllers operate on the host. The Zodiac
FX switch communicates with the FloodLight controllers through FlowVisor.

The proposed priority-based admission control module, whose architecture is shown in Figure 3,
was implemented as an extension of FloodLight. We disabled the forwarding module of Floodlight,
as it automatically manages flow rules. This way, every time a message of a new flow arrives to a
switch, the latter forwards the request to the SDN controller that includes the PAC module. The latter
processes the request and decides whether to accept or prevent the flow transmission according to the
previously defined policies. If the transmission is allowed, a flow rule is inserted in the relevant switch
flow table.
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Figure 5. The testbed setup.

IEEE 802.1Q frames were used for the communications in the implemented testbed. The IEEE
802.1Q frame format, shown in Figure 6, includes four additional bytes compared to the Ethernet
frame format. In particular, it adds the Virtual Local Area Network (VLAN) tag, that is placed between
the Destination/Source MAC addresses and the Length/Type fields of an Ethernet frame to identify
the VLAN to which the frame belongs.

Figure 6. IEEE 802.1Q frame.

The first two bytes of the VLAN tag consists of the Tag Protocol Identifier (TPID) and indicates
the frame type, e.g., the value 0 × 8100 indicates an IEEE 802.1Q frame. The other two bytes are used
for the Tag control information (TCI) that, in turn, contains the Priority code point (PCP), Drop eligible
indicator (DEI), and VLAN identifier (VID). The PCP is a 3-bit field (its value is in the range from
0 to 7) that refers to the class of service and maps to the frame priority level. Different PCP values can
be used to prioritize different traffic classes. A higher value indicates a higher priority. The DEI allows
to mark the frames that are eligible to be dropped in case of congestion. Finally, the VID indicates the
VLAN to which a frame belongs.

The senders periodically generate and send messages belonging to different flows, each one with
a specific priority. The periodic flows of each sender are shown in Table 1. The bit rate (and therefore
the required bandwidth) is encoded in all the messages that are sent to the FloodLight controller.
Moreover, sporadic alarm flows (i.e., flows whose messages have PCP equal to 7) can be generated by
the senders. Each sender can generate multiple alarm flows at the same time. The receiver creates logs
to record statistics about the received messages.

We consider a static partitioning of the bandwidth among the slices, as they have the same
workload. The admission control parameters for the shared link (sl) were set as follows. The bandwidth
limit (BWsl

lim) for both slices was set to 200 bps, while the high priority (θsl
hp) and alarm (θsl

alarm) thresholds
were initialized to 70% and 90% of the BWlim, i.e., to 140 bps and 180 bps, respectively. The priority
level (priolev) was set to 3.
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Table 1. Network slice periodic flows.

Flow ID Bit Rate PCP
(Bit/s)

1 90 1
2 25 1
3 90 2
4 30 5
5 40 0
6 50 4

7. Performance Evaluation

In the implemented network, we evaluated the performance in terms of throughput and Frame
Drop Ratio (FDR) measured on the shared link. The FDR is a measure of the number of frame
transmission requests dropped compared to the total number of requests. It is expressed as a percentage
according to Equation (1),

FDR =
(ndropFrm

ntotFrm

)
×100 =

(
1 − naccFrm

ntotFrm

)
×100 (1)

where ntotFrm, ndropFrm and naccFrm are the number of total, dropped and accepted frame transmission
requests, respectively, measured on the shared port that connects the switch to the receiver.

We also evaluated the overhead introduced by the admission control.

7.1. Throughput

The throughput was measured on the receiver side, i.e., considering the shared link between the
switch and the receiver, with and without PrioSDN_RM for both slices 1 and 2.

If the PAC module is disabled, the SDN controllers provide flow rules regardless of the flows
priority, the bandwidth requirements and the bandwidth limits. Consequently, as shown in Figure 7,
if we sum the bandwidth used by both slice 1 and slice 2, the throughput of the shared link grows up
to the bandwidth saturation (400 bps) in about 30 s.

Figure 7. Throughput of both slices without admission control.

The same experiment was performed with the PAC module enabled. The results are shown
in Figures 8, where the bandwidth limit and the thresholds are also depicted by horizontal lines.
The results prove that the PAC module successfully controls the bandwidth utilization. If fact, in both
slices the throughput does not exceed the bandwidth limit, fixed on 200 bps.
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Figure 8. Throughput with PrioSDN_RM; (a) slice 1; (b) slice 2.

In particular, in the slice 1 the throughput went over the high priority threshold and sometimes
over the alarm threshold, but it was always below the bandwidth limit. In the slice 2 the throughput
remained below the high priority threshold, and therefore below the bandwidth limit.

Please note that the different values of throughput for the slice 1 and 2 depend on the internal
scheduling of the flows in the sender nodes. In fact, the application layers of the senders are
not synchronized, and therefore, the arrival time of the flows transmission requests is different.
Consequently, the processing order at the admission control varies and the resulting allocation decisions
are not the same. For instance, the throughput trend in Figure 8b is due to the fact that the high priority
flows arrive first and receive all the bandwidth they require. Afterwards, the low priority flows arrive,
but some of them cannot be transmitted, as this would imply exceeding the θsl

hp.

7.2. Frame Drop Ratio

The frame drop ratio (FDR) on the shared link was obtained collecting data during 20 min long
experiments. In particular we evaluated the FDR for slices 1 and 2 with both a plain SDN controller
(i.e., without admission control) and the proposed PrioSDN_RM. When the plain SDN controller
without admission control was used, due to the overload of the network links, frames of any priority
were lost. No significant difference between the number of dropped high priority frames and low
priority ones was found, as all the flows were handled in the same way.

Tables 2 and 3 show the FDR for slices 1 and 2, respectively, obtained with the PrioSDN_RM.
In particular, two configurations were evaluated. In the first configuration (a) the flow rule timeout
( f rtout) was set to 40 s for each flow. In the second configuration (b) the flow rule timeout was set to
40 s for the high priority flows and to 30 s for the low priority ones.

Table 2. PrioSDN_RM: Frame drop ratio-Slice 1.

Configuration a Configuration b
PCP FDR Timeout (s) FDR Timeout (s)

1 64% 40 43% 30
1 33% 40 30% 30
2 70% 40 74% 30
5 28% 40 22% 40
0 89% 40 76% 30
4 35% 40 24% 40
7 0% 40 0% 40
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Table 3. PrioSDN_RM: Frame drop ratio-Slice 2.

Configuration a Configuration b
PCP FDR Timeout (s) FDR Timeout (s)

1 52% 40 47% 30
1 58% 40 26% 30
2 84% 40 74% 30
5 29% 40 22% 40
0 100% 40 82% 30
4 60% 40 27% 40
7 0% 40 0% 40

The results demonstrate that the use of the PrioSDN_RM significantly improves the FDR of both
alarm and high priority flows comparing with the same scenario without admission control, in which
the drop ratio was between 44% and 47% for alarms and between 47% and 53% for high priority flows,
respectively. Conversely, the obtained FDRs for the low priority flows is worse than the ones obtained
without admission control (i.e., between 49% and 55%), as PrioSDN_RM strongly favors alarm and
high priority flows. As we expected, the frame drop ratio of the alarm flow packet is 0%, since a
fixed amount of bandwidth is reserved for new alarm flows at any time. The comparison between the
FDR obtained in the two different configurations confirmed that, by setting a lower flow rule timeout
value for the low priority flows, in configuration b we improve the performance of high priority ones,
as discussed in Section 4.3. Moreover, the more frequent evaluation of the current network state allows
the PAC module to perform a fairer distribution of the bandwidth among the low priority flows. As it
was expected, the lower the flow rule timeout values, the higher the QoS offered by the PAC module.

7.3. Priority-Based Admission Control Overhead

In this section we present the experimental assessment of the delay introduced by the proposed
priority-based admission control, that is based on a virtualized SDN-based network. Such a delay was
calculated as the cumulative delay introduced by both the hypervisor (i.e., FlowVisor) and the SDN
controller (i.e., FloodLight). In particular we assessed the latency experienced when a message cannot
be directly forwarded by the switch as the latter does not find the relevant flow rule in its flow table.
In the other case, our approach does not introduce a significant delay. As discussed in [43] FlowVisor
does not add overhead to the data plane, whereas it adds overhead to the tasks that involve both the
control and data plane. In particular, FlowVisor increases the port status response latency by about
0.71 ms when the OpenFlow port status is requested.

The overhead introduced by our approach was obtained as the time difference between the
instants of the bandwidth allocation request from the switch and of the reception of the relevant
admission control response at the switch, respectively.

We performed 20 min long experiments. The obtained results showed that the delay introduced
is always less than 10 ms.

Please note that for each flow the SDN controller processes only the first message plus each message
sent after the flow rule expires. The other messages are handled only by the switch. Consequently,
the flow rule timeout values impact on the overall overhead introduced by the proposed mechanism:
The lower the flow rule timeout values, the greater the delay introduced (as the SDN controller will
perform the priority-based admission control task more frequently), and vice versa.
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8. Comparative Assessment with the Relevant Mechanisms in the Literature

This section discusses the PrioSDN_RM performance (in terms of throughput, frame drop ratio
and overhead) in comparison with that of related mechanisms in the literature, i.e., the mechanism
used in [22] and the DART approach in [45].

We considered two different configurations, in terms of periodic flows, in the scenario shown in
Figure 5 in order to show how different workloads affect the performance of the three mechanisms.
Sporadic alarm flows can be generated by the senders. Each alarm can require 15 bps at maximum.
Each sender can generate multiple alarm flows at the same time. The bandwidth limit for both slices
was set to 200 bps. We assume that the high priority traffic consists of messages with a priority higher
than 2.

The high priority and alarm thresholds of the PrioSDN_RM here proposed were initialized to
150 bps and 185 bps, respectively. The priority level was set to 3. For the sake of comparing the
mechanisms under similar operating conditions, the threshold of the approach proposed in [22] was
set to 160 bps, while the priority level was set to 3. The priority limit in DART [45] was set to 2 and it is
moved to 3 when an alarm occurs.

8.1. Configuration A

The periodic flows of each sender in the Configuration A are shown in Table 4. Such a configuration
consists of a set of periodic flows with different priorities. The amount of high priority traffic is similar
to the low priority one.

Table 4. Configuration A: Network slice periodic flows.

Flow ID Bit Rate PCP
(Bit/s)

1 30 0
2 40 1
3 30 1
4 40 2
5 30 2
6 20 3
7 25 4
8 20 5
9 30 5

10 20 6

The same experiments were performed with the three mechanisms. Figures 9–11 show the throughput
trend for both slices 1 and 2 using the PrioSDN_RM, the approach in [22] and DART [45], respectively.

In these conditions, PrioSDN_RM obtained an average throughput that is slightly lower than the
one of the approach in [22], due to the unexploited bandwidth that, in our approach, is left out for
handling new alarm flows. As far as DART is concerned, all the low priority messages (i.e., messages
with priority lower than the current priority limit) are dropped, whereas PrioSDN_RM is more flexible,
as it accepts allocation requests for low priority flows (i.e., it sends positive responses) provided that
there is enough bandwidth available for them. Consequently, as shown in Figure 11, the throughput
obtained using DART is lower than the one of the other approaches.
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Figure 9. Configuration A: Throughput with PrioSDN_RM; (a) slice 1; (b) slice 2.

Figure 10. Configuration A: Throughput with the approach in [22]; (a) slice 1; (b) slice 2.

Figure 11. Configuration A: Throughput with DART [45]; (a) slice 1; (b) slice 2.

Table 5 shows the FDR for slices 1 and 2 obtained with the three approaches compared here.
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Table 5. Configuration A: Frame drop ratio.

Flow ID PCP
FDR-Slice 1 FDR-Slice 2

PrioSDN_RM Mechanism DART PrioSDN_RM Mechanism DART
in [22] [45] in [22] [45]

1 0 60% 65% 100% 55% 70% 100%
2 1 88% 91% 100% 93% 86% 100%
3 1 86% 61% 100% 81% 69% 100%
4 2 83% 72% 100% 88% 70% 100%
5 2 70% 46% 100% 86% 59% 100%
6 3 0% 9% 72% 4.2% 5% 69%
7 4 6% 30% 0% 4% 12% 0%
8 5 0% 0% 0% 0% 13% 0%
9 5 0% 0% 0% 6.6% 6% 0%

10 6 2% 0% 0% 2% 0% 0%
Alarms 7 0% 15% 0% 0% 14% 0%

As far as the number of dropped messages is concerned, the PrioSDN_RM and the approach
in [22] present a similar FDR for both low priority and high priority flows. Conversely, the approach
in [22] experiences a higher number of dropped alarm messages, as that approach does not reserve
bandwidth for them, while the PrioSDN_RM guarantees that no alarm messages are dropped. In DART
all the low priority messages were dropped, while no high priority messages were dropped, as the
amount of bandwidth available in each slice is enough to manage these flows. Moreover, although there
is no explicit provision for alarm handling and there is no bandwidth reserved for them, no alarms
were dropped thanks to the limited amount of bandwidth required by the high priority flows.
Some messages with priority equal to 3 were dropped because the priority limit dynamically changes
from 2 to 3, and vice versa.

8.2. Configuration B

Table 6 shows the periodic flows of each sender in the Configuration B. Such a configuration
involves a higher amount of high priority traffic than the one in Configuration A.

Table 6. Configuration B: Network slice periodic flows.

Flow ID Bit Rate PCP
(Bit/s)

1 30 0
2 40 1
3 40 2
4 30 2
5 30 3
6 40 4
7 30 5
8 40 5
9 30 6

10 50 6

The throughput measured with the Configuration B with the PrioSDN_RM, the approach in [22]
and DART [45] is depicted in Figures 12–14, respectively.



Electronics 2020, 9, 1009 17 of 21

Figure 12. Configuration B: Throughput with PrioSDN_RM; (a) slice 1; (b) slice 2.

Figure 13. Configuration B: Throughput with the approach in [22]; (a) slice 1; (b) slice 2.

Figure 14. Configuration B: Throughput with DART [45]; (a) slice 1; (b) slice 2.

In these conditions, the three approaches obtained similar results in terms of throughput due to
the significant amount of high priority traffic.
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The FDR for slices 1 and 2 obtained with the three approaches is shown in Table 7.

Table 7. Configuration B: Frame drop ratio.

Flow ID PCP
FDR-Slice 1 FDR-Slice 2

PrioSDN_RM Mechanism DART PrioSDN_RM Mechanism DART
in [22] [45] in [22] [45]

1 0 84% 85% 100% 85% 83% 100%
2 1 97% 96% 100% 90% 95% 100%
3 2 90% 94% 100% 85% 91% 100%
4 2 91% 95% 100% 92% 94% 100%
5 3 59% 57% 93% 53% 59% 94%
6 4 66% 78% 45% 71% 76% 43%
7 5 18% 34% 32% 25% 41% 27%
8 5 47% 27% 27% 50% 23% 29%
9 6 44% 31% 31% 15% 36% 31%

10 6 13% 45% 37% 19% 42% 34%
Alarms 7 0% 34% 47% 0% 35% 50%

The results in Table 7 show that both the PrioSDN_RM and the approach in [22] present a slightly
better FDR for the low priority flows than DART, as the latter drops all the low priority messages.
Moreover, our approach guarantees that no alarms are dropped, whereas the other two approaches
dropped several alarms, as they do not reserve bandwidth for them. Actually, DART could be
configured in different ways to avoid dropped alarms. For example, the priority limit could be set to a
value higher than 3 when an alarm occurs. This way, all the messages with a priority below the priority
limit (even the high priority messages) would be dropped, whereas the flows with a priority higher
than the priority limit would experience an FDR equal to 0%. DART is therefore a very interesting
pass/fail mechanism. However, tuning of the priority limit in DART is a critical task under high
traffic load.

In terms of overhead, no notable differences between the three mechanisms under consideration
are found, as in both cases the delays introduced depend on the admission control implemented in the
SDN controller. The obtained results showed that the delay introduced by the three mechanisms is
always less than 10 ms.

9. Conclusions

The combination of Software-Defined Networking and Network Virtualization allows to reduce
the network management complexity. In particular, the ability to handle multiple logically isolated
virtual networks (slices) plays an important role in Industrial Internet of Things applications, as they
need to cope with the management of different domains, each one with specific QoS requirements.
In this context, this paper presented the design and implementation of the PrioSDN_RM, a dynamic
resource management mechanism for virtualized SDN networks in which multiple slices can share
some network links. The PrioSDN_RM is based on a priority-based admission control that is aware of
the current network state and that exploits two thresholds that limit the portion of bandwidth reserved
for the different kinds of flows, i.e., low priority, high priority, and alarms. Experimental evaluations
on a real testbed showed the effectiveness of the approach. Comparative assessments with similar
mechanisms in the literature, i.e., the one proposed in [22] and DART [45], highlighted that the
PrioSDN_RM combines the ability to guarantee that no alarm flow will be dropped with flexibility, as it
tries to accommodate as many flows as possible with the available bandwidth. In fact, the PrioSDN_RM
can accept allocation requests for low priority flows provided that there is enough bandwidth available
for them.

Future work will deal with an extensive performance evaluation of the proposed approach in
multi-hop networks.
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