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Abstract: Exemplar-based image inpainting technology is a “double-edged sword”. It can not only
restore the integrity of image by inpainting damaged or removed regions, but can also tamper with the
image by using the pixels around the object region to fill in the gaps left by object removal. Through the
research and analysis, it is found that the existing exemplar-based image inpainting forensics methods
generally have the following disadvantages: the abnormal similar patches are time-consuming and
inaccurate to search, have a high false alarm rate and a lack of robustness to multiple post-processing
combined operations. In view of the above shortcomings, a detection method based on long short-term
memory (LSTM)-convolutional neural network (CNN) for image object removal is proposed. In this
method, CNN is used to search for abnormal similar patches. Because of CNN’s strong learning
ability, it improves the speed and accuracy of the search. The LSTM network is used to eliminate the
influence of false alarm patches on detection results and reduce the false alarm rate. A filtering module
is designed to eliminate the attack of post-processing operation. Experimental results show that the
method has a high accuracy, and can resist the attack of post-processing combination operations.
It can achieve a better performance than the state-of-the-art approaches.

Keywords: digital image forensics; object removal; image inpainting; convolutional neural network;
long short-term memory network; deep learning

1. Introduction

1.1. Motivation

Image inpainting is a new image processing algorithm, which has been studied deeply by many
scholars. Inspired by the real painting restoration technology, a method of image inpainting based
on image patches copy and paste is proposed by Criminisi et al. [1], which can effectively inpaint the
damaged or removed image regions in a visually reasonable way, using the information preserved in
the surrounding regions. As an important subject in the field of computer vision and image processing,
image inpainting has made great progress in recent years, and plays an important role in image
restoration [2], image coding and transmission, image editing [3]. However, image inpainting can also
be used to tamper with image content maliciously, which provides a useful tool for object removal,
and brings the trust crisis to image content [1]. Object removal achieved by image inpainting leaves
no obvious visually traces of tampering, which can simultaneously maintain texture and structure
consistency [4]. As a result, it makes passive image forensics extremely challenging. For example,
in Figure 1, the duck is removed from the original image by image inpainting, and then the inpainted
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image is processed by post-processing operation, such as JPEG compression, which not only changes
the semantic information of image, but also causes a loss of forensic information, thus increasing the
difficulty of image forensics.
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Figure 1. An example of object removal using image inpainting: (a) original image; (b) inpainted image.

1.2. Related Work

There are few existing researches on passive blind forensics of digital image inpainting. Wu et al. [5]
took the lead in proposing a passive forensics algorithm to distinguish between a natural image and
an inpainted image. This method uses zero-connectivity features to screen out suspicious regions,
and computed fuzzy membership between similar patches to identify tampered regions. However,
the suspicious regions need to be manually selected in advance, resulting in low efficiency and high
false alarm rate. In addition, the algorithm uses full search to find suspicious patches, which leads to
high computational complexity. Bacchuwar et al. [6] proposed an improved algorithm based on skip
block matching; compared with the algorithm in reference [5], the computational costs are obviously
reduced, but the detection regions still need to be selected manually, so it is still a semi-automatic
method. In addition, all of the above algorithms produce serious false detection for the sky, grassland
and other texture consistent regions in the image background. To overcome the drawbacks of the
above methods, a two-stage searching forensics algorithm based on multi-region relations is proposed
by Chang et al. [7]. This method uses vector filtering to remove false alarm blocks in the uniform
background, multi-region relations, to identify tampered blocks and the mapping method based
on weight transformation to speed up the search of suspicious blocks. It improves the false-alarm
performance and calculation efficiency, but it limits the further improvement of search speed and
detection accuracy. Liang et al. [8] proposed a fast search algorithm using central pixel mapping to
search suspicious areas; the detection algorithm was further optimized and the search speed was
improved. However, this method is not universal and cannot be applied to the detection of all image
inpainting forgery methods. In addition, the forger can further hide the tampering trace of image
inpainting through some post-processing technologies, which makes forensic work more complex.
Although a few detection methods increase the resistance to the attack of post-processing, they have
some limitations and shortcomings. The method [9] detects the forgery operation of the compressed
inpainted image, by computing and segmenting the averaged sum of absolute difference between the
forged image and the JPEG compressed image with different quality factors. In reference [10], a large
feature mining method based on discrete transform domain is proposed. In order to prevent from the
overfitting of classifiers under high feature dimension, this method applies ensemble learning to deal
with the problem of high feature dimension, exposes inpainting forgery under post recompression
attacks. However, these two methods [9,10] are only suitable for JPEG image compression attack, not
for other post-processing operations. Although reference [11] proposed the detection method of image
inpainting forgery, which can resist post-processing attacks such as JPEG compression and Gaussian
noise to some extent, it is unable locate the tampered region of the image. Therefore, almost none of
the existing methods can resist a variety of post-processing attacks, and accurately locate the tampered
region for the detection of image inpainting, simultaneously.
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1.3. Main Contribution

In order to make up for the shortcomings of existing methods in the images inpainting forensics,
reveal the image inpainting with post-processing attacks, this paper proposes an image inpainting
forensics method based on long short-term memory (LSTM)-convolutional neural network (CNN),
which uses a convolutional neural network (CNN) to identify suspicious similar patches in the tampered
image, and exploits LSTM to distinguish the texture consistent regions from suspicious regions, so as
to greatly reduce the false alarm rate. In order to resist post-processing attacks effectively, this paper
designed a filter module to eliminate the disturbances caused by the post-processing operations for the
detection of image inpainting.

The main contributions of this paper are as follows:

• We present a CNN based nearest neighbor image patch matching algorithm to quickly search for
abnormal similar patches in images;

• We design a false alarm removal module based on the CNN and LSTM network. In this module,
CNN and LSTM are combined to identify the normal texture consistent area in the image, and then
remove the false alarm patches from the suspicious patches;

• We present a post-processing feature filtering algorithm. In the detection of tampered images,
the CNN network is more focused on learning the trace features introduced by image tampering;

• The LSTM-CNN network, based on the encoder-decoder architecture for image inpainting
forensics, is proposed in this paper.

The article has been organized in the following way: the research motivation, related work and
the main contributions are introduced in Section 1. Section 2 describes the background knowledge
of image inpainting. Section 3 gives the solution of key problems in image inpainting forensics.
The LSTM-CNN network for image inpainting forensics is described in Section 4. In Section 5, a series
of experiments are designed to verify the effectiveness of the proposed detection method. Finally,
the work is concluded in Section 6.

2. Background

The existing image inpainting methods can be roughly divided into two categories: one is the
method based on diffusion; the other is the method based on exemplar. The former solves the partial
differential equation describing diffusion, so as to diffuse the information of known regions to the
damaged or removed regions [12–15]. However, they do not perform well in inpainting regions with
complex texture or large regions; it is not suitable for large object removal from images. The latter
propagates the known exemplars to the missing patches gradually. In order to produce better inpainting
effect for large missing regions, exemplar priority is defined to encourage inpainting on the structure.
The method can also be used to remove object in the image, so as to tamper with the image. It is the
main focus of image forensics in this paper.

The classic algorithm of image inpainting based on exemplar is Criminisi’s algorithm. At present,
most of the image inpainting algorithms are improved in Criminisi’s algorithm, such as the algorithms
in reference [16,17]. The following is an example of Criminisi’s algorithm to illustrate its inpainting
process, as shown in Figure 2, in which Ω is the region to be inpainted, δΩ is the boundary of region
to be inpainted, and Φ is the known complete region without missing information in the image.
The specific steps of Criminisi’s algorithm are as follows:

Step 1: The priority for each point on δΩ is calculated to get the point p with the highest priority,
and then select the image patch Ψp centered at the point p as the current patch to be inpainted, as shown
in Figure 2b. For any patch Ψp centered at the point p, where p ∈ δΩ, its priority P(p) will be defined
as the product of two items, as in Equation (1):

P(p) = C(p) D(p) (1)
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C(p) is the confidence term and D(p) is the data term, defined as follows:

C(p) =

∑
q∈Ψp∩Φ C(q)∣∣∣Ψp

∣∣∣ (2)

D(p) =

∣∣∣∇I⊥p ·np
∣∣∣

α
(3)

where |Ψp| denotes the area of patch Ψp, α is the normalization factor, np is the unit orthogonal vector,
and ⊥ is the orthogonal operator.
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Figure 2. Schematic diagram of criminisi’s algorithm: (a) region Ω to be inpainted; (b) selecting patch
Ψp to be inpainted; (c) searching the best matching patch Ψq‘; (d) inpainting the patch Ψp with Ψq‘.

Step 2: Search the image patch Ψq‘ which is most similar to Ψp in the known image region Φ,
as shown in Figure 2c. The measure of similarity between patches follows Equation (4):

Ψq = argmin
Ψq∈Φ

d
(
Ψp , Ψq

)
(4)

where d (Ψp‘, Ψq) is the distance between two patches, and Ψp‘ is the patch with the highest priority.
Step 3: The missing region in Ψp is filled by the pixels at the corresponding position in the best

matching patch Ψq‘. Then, the boundary δΩ and the confidence term C(p) are updated by new Ψp‘,
as shown in Figure 2d. The update rule of C(p) conforms to the following Equation (5):

C(p) = C(p) ∀p ∈ Ψp ∩Ω (5)

C(p)‘ is the confidence value which has been updated.
Step 4: Repeat the above steps, until the region to be inpainted is filled completely.
The Criminisi’s algorithm can keep the image structure and texture consistent when inpainting the

damaged area; it is difficult to find traces with the naked eye. It brings the performance advantage to
Criminisi’s algorithm. There are a few improved inpainting algorithms [16–18] proposed based on the
main idea of Criminisi’s algorithm, which only focus on improving priority calculation and optimizing
search strategy. However, Criminisi’s algorithm and its improved algorithm are not invulnerable.
While maintaining both perception quality and efficiency well, they introduce the abnormal similarity
between the best matching patch and the filled patch. Although there are also a lot of irregular patches
in normal images that look the same or similar, there are actually subtle differences. It provides a
useful clue for the detection of image inpainting.

3. The Solutions to Key Problems

According to the existing image inpainting forensics methods, the process of image inpainting
forensics is roughly as follows: first, according to certain patch matching rules (such as Euclidean
distance), the whole image is searched to find the best matching patch for each patch in the image. Then,
between the matching patches, the patch features reflecting the inpainting information is extracted.
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Next, the classification rule (such as a fuzzy membership function) is exploited; the pixels of patch are
divided into the inpainted set and the uninpainted set. Finally, in order to reduce the false alarm rate,
the correction is performed in combination with the observation of the false alarm area.

Through the in-depth analysis of the existing methods for image inpainting forensics, we find that
they have the following common shortcomings:

(1) Due to the need of similarity measurement between any two patches in the whole image,
the search for similar patches is very time-consuming, especially for large images.

(2) The detection of image inpainting only depends on finding the abnormal similarity of patches.
In a normal image, there are some very similar patches (such as blue sky, grassland and other
uniform regions), although there are still differences in the details. However, it is very easy to be
confused in the actual feature classification, and it is difficult to correctly identify the classification
of pixels in such kinds of patches.

(3) There is no robust and effective forensics method for image inpainting with multiple
post-processing combined operations.

In view of the above shortcomings, this paper proposes the solutions to these key problems for
the detection of exemplar-based image inpainting.

3.1. The Search of Abnormal Similar Patches

In order to search the abnormal similar patches in the image, the reference patch and the target
patch must be determined. Since the specific location of image inpainting is not known at first,
the easiest way is to select the reference patch randomly from the training image through an exhaustive
search. In order to reduce the computation, we propose a CNN based nearest neighbor image patch
matching algorithm to quickly search for abnormal similar patches in images. The general idea of the
algorithm: firstly, the selected reference patch in the input image is given a label, and the label of patch
Ψp is defined as Equation (6):

ZΨp =

{
1, Ψp = Ψp

0, Ψp , Ψp
(6)

where Ψp is any patch, and Ψp is the selected reference patch in the image. When patch Ψp is selected
as the reference patch, the label value is 1, otherwise, it is 0. When the label value of a reference
patch is 1, in a search for the target patch around the reference patch, the similarity between pixels is
calculated by using the hidden layer [19], and the similarity between pixels is measured by Euclidean
distance, as shown in Equation (7):

Ec (f (x), f (x0)) = ||f (x) − f (x0)||22 (7)

where f (x) represents the pixel strength of the target patch, and f (x0) represents the pixel strength of
the reference patch. According to Equation (7), when the target patch is the most similar to the selected
reference patch, the algorithm updates the reference patch through the label value and the central pixel
of reference patch, and the update way adopts the propagation. The specific steps are as follows:

(1) The nearest neighborhood patch is defined as the function f : A→R2, where A represents the
reference patch, and R is the offset between the possible nearest neighborhood patches (with the
center of patch as the reference).

(2) For the selected reference patch, check the nearest neighborhood patch and its corresponding
relationship. If the nearest neighbor patch produces the best similarity value, the corresponding
benchmark of the reference patch is updated through the activation function [20]. Assuming that
a reference patch centered at the pixel p(x, y) is selected, propagation starts from the neighborhood
patch to search for the current match; for example, q = (x + R, y + R)↔ s = (i, j, k), where (i, j) is
the center of the kth neighborhood patch. Then, check whether the Euclidean distance between q
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and s = (i − j, j − 1, k) is less than the current Euclidean distance stored by p. If less than, update
the corresponding benchmark and reference patch, and repeat the above steps iteratively.

(3) In order to further speed up the matching of similar patches, the activation tensor of hidden layer
in the network is used as the image descriptor to extract the patch representation. The image
descriptor of the reference patch is compared with the image descriptor of each nearest neighbor
patch, and then the first k pairs of the most similar patch pairs are selected. In this way,
the calculation cost can be reduced and the matching efficiency can be improved.

3.2. Reduction of False Alarm Rate

The natural image may have some very similar patches in the background, especially in areas with
the same texture, such as sky or lake. They have a high matching degree with their adjacent patches,
and are easy to be marked as tampering in the suspicious patches. Such patches are called “false alarm
patches”. In order to reduce the false alarm rate of object removal image detection, this paper designs
a false alarm removal module based on the analysis of CNN and LSTM network structure. In this
module, CNN and LSTM are combined to identify the normal texture consistent area in the image,
and then remove the false alarm patches from the suspicious patches, so as to improve the detection
accuracy. Figure 3 shows the influence of false alarm patches on the detection results, where Figure 3a
is the object removal image with blue sky and water surface background, and the red box indicates the
object removal region. In the suspicious patches search, a large number of abnormal similar blocks are
detected, including a large number of false alarm patches, as shown in Figure 3b. Obviously, the same
texture false alarm regions will interfere with the detection results. Therefore, it is necessary to exclude
the false alarm region with consistent texture from the suspicious region. Figure 3c shows the result of
filtering suspicious patches by the false alarm elimination module, in which the false alarm caused by
the real texture consistent area is removed.
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removed; (b) the search effect of suspicious block; (c) the effect of removing false alarm block.

The module consists of a convolution layer [21] and three stacked LSTM stacks. The convolution
layer consists of different filters with adaptive weights and biases. The block image is used as the
input, and the size is 64 × 64 × 3 (width, height, color channel). The size of the convolution kernel
is 3 × 3 × d, where d is the depth of the filter. The filter will create a feature map of the local area
connected to the previous layer. The activation function is ReLU [20]. The convolution layer can extract
different low-level features from image, which is very important for recognizing false alarm patches.
LSTM network is often used to capture the dependency between sequence pixels [22,23]. In this paper,
LSTM is used to detect the boundary transformation between different patches in the image, so as to
distinguish the normal region and the false alarm region accurately. The specific workflow of the false
alarm elimination module is as follows:

Firstly, the image blocks are sent into the convolution layer to generate c feature maps. Each feature
map is a feature image Mfeature with the height and width of h and w respectively. Then, a 3 × 3 window
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is used to slide Mfeature from left to right with step size 1 to obtain h different feature sequences. Then,
the filtering vector v is set according to the feature sequence, as shown in Equation (8):

Fi = {(f 1
(1), f 2

(1) . . . , f w
(1)), (f 1

(2), f 2
(2) . . . , fw(2)), . . . , (f 1

(h), f 2
(h) . . . , fw(h))} (8)

among them, fj(i) ∈ R3 × 3 × c, 1 ≤ j ≤ w, 1 ≤ i ≤ h.
Then, the above feature sequences are input into the LSTM network, and each LSTM unit learns

the correlation between adjacent patches, by calculating the logarithmic distance between them.
The extraction process and LSTM structure of the serialized fj(i) region of each feature map are shown
in Figure 4, where i ∈ {1, 2, . . . , w}, w and h are the width and height of Mfeature respectively, and c
is the number of channels. The LSTM network adopts a three-layer stack structure, each layer uses
64 LSTM units, and 64-dimensional feature vectors are obtained from each LSTM unit in the last layer.
The feature vectors of all patches are concatenated to form a new c-dimensional feature map. If the
feature map of false alarm patches from LSTM is F_LSTM, and the feature map of suspicious patches
from CNN is F_CNN, then F_LSTM and F_CNN are isomorphic.
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Finally, according to Equation (9), the final feature is selected and projected to the feature map.
After decoding, the tamper region location and prediction are represented by the binary mask.

F = [F_CNN ~ F_LSTM] (9)

Among them [~] is defined as the selection operation of feature mapping.

3.3. Filtering of Post-Processing Features

JPEG compression and Gaussian noise are common post-processing operations for tampering
images, which are often used by anti-forensics researchers to mask tampering traces. Although the
existing methods of image inpainting forensics have achieved some results, the tampered image which
has been compressed by JPEG with lower quality factor or added with Gaussian noise with lower
signal-to-noise ratio (SNR), or processed by the combination of the above two operations, still cannot be
recognized accurately. Aiming at the attacks of the above two post-processing operations, this chapter
fully analyzes the influence of post-processing operations on the trace features left by image tampering
and the learning characteristics of CNN network itself, and proposes a post-processing feature filtering
algorithm. In the detection of tampered images, the CNN network is more focused on learning the
trace features introduced by image tampering.

3.3.1. The Filter of JPEG Compression

CNN can extract classification features from data through self-learning, so it is very suitable for
the recognition and classification of tampered image trace features [24]. However, JPEG compression
belongs to lossy compression, which will inevitably destroy the correlation of discrete cosine transform
(DCT) coefficients among pixels and other statistical features. CNN cannot actively select the type of
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learning features. Generally, CNN tends to learn the features related to image content. Compared with
the artificial features introduced by image tampering, they tend to focus on some statistical features,
such as the distribution features of the DCT coefficient correlation. In order to make CNN focus more
on learning the trace features introduced by image tampering and reduce the impact of post-processing
operations. In this paper, a post-processing feature filter module is designed to detect the object
removal, based on image inpainting with post-processing operation. The post-processing feature filter
module is constrained by the prediction error filter when training the network, to suppress the damage
of post-processing operation to the tamper feature.

The module is divided into two layers: the first layer is JPEG compression feature filter layer;
the second layer is Gaussian noise filter layer. The post-processing feature filtering module consists of
a group of prediction error filters, which are based on the central pixel value of the recommendation
window, and the difference between other pixels and the central pixel value is taken as the prediction
error. In this way, we need to define learning rules for all k filters in the first layer, as shown in
Equation (10): {

ωk (0, 0) = 0∑
x,y,0 ωk (x, y) = 1

(10)

where ωk (x, y) is the filter weight at (x, y) in the recommended window, and ωk (0, 0) is the filter
weight at the center (0, 0) of the recommendation window. Each filter in this layer is initialized by
random weight selection, and then the ωk (x, y) weight is reduced according to the learning rules
defined in Equation (10). In order to prevent gradient disappearance or gradient explosion, the filter
weight is updated by Adam optimization algorithm, and the constraints in Equation (10) are checked
again during each iteration. It enables CNN to learn the tampering trace features adaptively, without
the influence of JPEG compression. Specifically, the JPEG compression feature filtering algorithm is
described as follows:

Algorithm 1. JPEG compression feature filtering algorithm

1: Input: test image I
2: Output: feature map
3: Initial: the filter weight ωk (k = 1) is randomly selected, and the batch data size is N
4: Begin:
5: The test image I is decomposed into M blocks (i) with size of 32 × 32, where i = 1, 2, . . . , M;
6: for each block(i)
7: the back-propagation algorithm is used to train the network;
8: ωk is updated with Adam algorithm and back propagation error;
9: the center position (0, 0) of recommended window is determined with ωk;
10: for k <= max_filter_number
11: ωk (0, 0) = 0;
12: ωk (x, y) is updated according to the learning rule as Equation (10);
13: k = k + 1;
14: end for
15 i = i + 1;
16 end for
17: End.

3.3.2. Gaussian Noise Feature Filtering

Against Gaussian noise attack, this paper fully analyzes the influence of Gaussian noise on the
image tampering trace features, and proposes an effective anti-Gaussian noise attack strategy. On this
basis, a Gaussian noise feature filter layer is designed to effectively suppress the change of image
tampering trace features caused by Gaussian noise features, so as to improve the robustness of the
proposed method.
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The main idea of Gaussian noise filtering algorithm is to make the loss of local neighborhood
caused by Gaussian noise relatively stable. A penalty term needs to be added to the loss function,
which is L2 norm of loss gradient. The loss function can be expressed as Equation (11):

L (x, y) = E (x, y) + λ ||5x E (x, y)||2 (11)

where λ is the weight coefficient and E (x, y) is the binary weighted cross entropy, which can be defined
as Equation (12):

E(x, y) = −
2∑

i=1

log

 eαi, jzi∑2
j=1 e

αi, j z j +
∑2

k=1 (1− e)βi, j(1−z j)

 (12)

where z is the output of filter layer, αi, j and βi, j are the weights in x and y directions respectively, and
Equation (13) is satisfied:

αi, j + βi, j = 1, αi, j ≥ 0, βi, j ≥ 0 (13)

This penalty term makes the loss relatively stable and suppresses the influence of Gaussian noise
on CNN feature recognition to the greatest extent. The training process of Gaussian noise filter layer is
as follows:

1. The training set including image IG-noise and image Iclean is created;
2. Assuming that the batch size is N, N images are extracted from the training set each time. The first

k images are Gaussian noise images, i.e., {I1
G-noise, I2

G-noise, . . . , IK
G-noise, IK+1

clean, IK+2
clean, . . . ,

IN
clean};

3. Through the weighted sum of IG-noise image and Iclean image, the losses of batch N images are
calculated, which are expressed as Equation (14):

Loss(i) =
∑

i∈Iclean L(xi, yi) + α
∑

i∈ IG−noiseL(xi, yi) (14)

where α is the weight parameter, generally 0.2;
4. Create a class label for the input image. LGn-true is the real label of IG-noise image, LC-true is the

real label of Iclean image, LGn-pre is the prediction label of IG-noise image, LC-pre is the prediction
label of Iclean image. In order to make the prediction label closer to the real label, the Adam
optimization algorithm is used to update the weight of loss function.

5. The gradient direction can be found by calculating the partial derivative of LGn-pre label image.
Using the least likelihood class method (LLCM) [25], noise images are classified into the least
likelihood class, and the losses of batch N images are minimized in the gradient direction.

In order to ensure that the proposed method can resist different degrees of post-processing attacks,
the counter examples of different JPEG quality factors and SNR with uniform distribution are used.
No matter whether the input image is post-processing image or not, the model will converge to a
relatively small loss point, near which the loss is relatively stable.

4. Network Architecture

The LSTM-CNN network proposed in this paper is based on the encoder-decoder [26] architecture.
The network is divided into three parts: (1) encoder network; (2) decoder network; (3) LSTM network.
The encoder and decoder are mainly composed of convolutional neural network (CNN), including
convolution layer, residual unit, maximum pooling layer, upper sampling layer and batch normalization
layer. Figure 5 shows the overall structure of the LSTM-CNN network, which mainly includes a filter
module, two branches and a feature selection module. One branch uses the LSTM network to detect
the false alarm patches, the other uses the CNN encoder to search the abnormal similar patches. Finally,
the tampered region is located by selecting the feature.
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4.1. Encoder Network

In order to effectively identify the abnormal similar region at the pixel level, considering
the importance of spatial information to the location of the inpainting region, we exploit the
convolution layer to design the encoder, so that the network can identify the abnormal similar
region according to the appearance, shape and spatial association between inpainted and uninpainted
regions. In the references [27–29], some deep structures of image tampering forensics are proposed by
using convolution layer. Inspired by this, we designed a new encoder-decoder architecture.

The encoder network consists of different layers of CNN. Each encoder consists of a convolution
layer, a residual unit and a pooling layer. The data of each layer are three-dimensional arrays with the
size of h × w × c, where h and w are the height and width of image, and c is the dimension of color
channel, the size of input image is 256 × 256 × 3 (width, height, color channel).

4.1.1. Convolution Layer

The convolution layer consists of three parts: convolution, activation function and batch
normalization, the convolution process follows Equation (15):

xl
j = Z(

n∑
i=1

ul−1
i × kl−1

i, j + bl
j) (15)

where
n∑

i=1
ul−1

i × kl−1
i, j + bl

j represents the convolution process, Z(·) is the activation function. The rectifier

linear unit (ReLU) [30] is used as the activation function, as shown in Equation (16):

fm,n = max (xm,n, 0) (16)

The convolution layer contains self-learning filters of different sizes. The filters in each layer will
create feature maps that connect to the local regions of the previous layer. In each convolution layer,
the convolution kernel size is 3 × 3 × d, where d is the filter depth, and different layers in the network
use different depths. If the filter depth is too low, it is easy to lead to under fitting, otherwise, it is easy
to lead to over fitting if the depth is too high, so it is necessary to select a suitable value. There are
three layers in encoder network; the first layer, the second layer and the third layer use 64, 128 and 256
convolution kernels, respectively. In order to prevent the gradient disappearance or gradient explosion
caused by data migration in neural network, batch normalization [31] is used in the convolution layer.
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4.1.2. Residual Unit

Residual unit is a kind of fast connection without parameters. The main advantage of using
residual unit here is that it can easily optimize residual mapping and train more layers. Assuming that
the input of the residual element is x and the mapping of the residual element from input to output
is M (·), the output of residual element is M(y) + y.

4.1.3. Pooling Layer

In order to compress the number of image feature parameters and reduce over fitting, a pooling
layer [32] is added in the middle of multiple convolution layers to realize feature dimensionality
reduction. Pooling method is to use the statistical value of features in the region as the feature value
of the region. The common methods are maximum pooling and average pooling. In this paper,
the maximum pooling kernel size is 2 × 2 and stride size is 2.

4.2. Decoder Network

The decoder network consists of two layers of the CNN network; each decoder consists of an
upper sampling layer, a convolution layer and a batch normalization layer. The upper sampling
layer only performs the upper sampling operation on the feature mapping learnt from the previous
convolution layer, which does not involve the learnable parameters; the convolution layer uses different
multi-channel filters to convolute with the sparse representation of the upper sampling heat map,
and then performs the batch normalization operation to generate a denser heat map. Overall, 64 and
16 convolutional kernels of size 3 × 3 are used in the first and second layers of decoder network. Finally,
the network outputs a binary mask to represent the tampered region in the image.

In order to compensate for the loss of image spatial resolution caused by the convolution of the
encoder, the upper sampling layer is used to enlarge the image. The commonly used upper sampling
methods are interpolation, including region interpolation, edge interpolation and bilinear interpolation.
In this paper, the bilinear interpolation method [33] is used. In fact, this method makes a linear
transformation on the x-axis and y-axis, respectively. The bilinear interpolation method has a large
amount of computation, but the image quality is high after processing, and the pixel value will not
be discontinuous. The bilinear interpolation up sampling method is used in the two upper sampling
layers of decoder network.

4.3. LSTM Network

LSTM is a new type of recurrent neural network (RNN). RNN often encounters the problem
of gradient disappearance. LSTM can solve this problem by introducing storage units to determine
when to forget some information [34]. LSTM network consists of input layer, hidden layer and output
layer. Its main characteristics are the storage unit and three multiplication units in the hidden layer,
i.e., input gate, output gate and forgetting gate. The multiplication unit provides read, write and
reset operations to the storage unit. The input gate determines the transmission of new information,
the output gate determines the output of the current hidden state, and the forgetting gate determines
whether to retain the previous information. In this paper, the three gate structures of the LSTM
unit adopted by LSTM-CNN are defined as follows (in the following Equation, W represents the
weight, b represents the offset term, v represents the filter vector, and σ represents the sigmoid
activation function):

(1) Input gate is defined as Equation (17):

It = σ (xt W xi + ht−1 W hi + v W vi + yt−1 W yi) (17)
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(2) Output gate is defined as Equation (18):

Ot = σ (xt W xo + ht−1 W ho + v W vo + yt−1 W yo) (18)

(3) Forget gate is defined as Equation (19):

Ft = σ (xt W xf + ht−1 W hf + v W vf + yt−1 W yf ) (19)

each gate has a value from 0 to 1, which is activated by σ function, and the candidate update
unit state (Ct) ~, generated by each LSTM unit, is activated by tanh function, then (Ct) ~ can be
expressed as Equation (20):

(Ct) ~ = tanh (xt W xc + ht−1 W hc + v W vc + yt−1 W yc) (20)

If the LSTM unit state at the current time t is expressed as Ct, and the output state is expressed
as ht, the final unit state Ct can be determined by the unit state Ct−1 at the previous time t − 1 and the
candidate update unit state(Ct) ~, and the specific update rules meet the Equation (21):

Ct =Ct−1
◦ Ft + (Ct) ~ ◦ It (21)

where ◦ represents point by point multiplication.
At the current time t, the hidden output state ht of the LSTM unit can be expressed as Equation (22):

ht = tanh (Ct) ◦ It (22)

In this paper, xt is the index of patches to be detected, ht is the previous hidden state, v is the
filter vector, and yt is the last output false alarm patch index, which can be calculated according to
Equation (23):

yt = σ (ht Wyi + b) (23)

5. Experimental Results and Analysis

It is verified that the performance of the proposed LSTM-CNN network for image inpainting
forensics through a series of experiments. The hardware environment used in the experiment is Intel®

core (TM) i5 7300hq CPU @ 2.5 GHz, memory 8 GB, personal computer with NVIDIA GTX 1050
4G RAM GPU, and software environment is Anaconda Python 3 development tool under Windows
7 system.

5.1. Experimental Setup

The LSTM-CNN network proposed in this paper is based on tensorflow framework [35]. In the
process of training, the key step is to select the appropriate optimization algorithm to obtain
the best training effect. The commonly used optimization algorithms are stochastic gradient
descent (SGD), root mean square propagation (RMSProp) and adaptive moment estimation (Adam).
Adam algorithm [36] is selected here. This algorithm combines SGD and RMSProp, and introduces
momentum to accelerate the descent in the right direction and suppress the oscillation. At the same
time, it avoids the disadvantage of single learning rate.

Because deep learning needs a lot of data to train the network, it usually needs tens of thousands
of normal images and tampered images. In order to meet this condition, MIT place2 data set [37] is
selected as the training set of data samples in the experiment, which contains 10 million images and
more than 400 different types of scene environments. It can be used for visual cognitive tasks with
scenes and environments as application contents. We randomly selected 2 × 104 color images, with the
size of 256 × 256 as the original image training set.
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Since there is no public image database for image inpainting forensics, all the tampered images
used in the experiment are created by Criminisi’s algorithm. 1 × 104 images are extracted from the
original training set, and then tampered by using Criminisi’s algorithm to form tampered regions with
different sizes and shapes. In order to facilitate the experimental comparison, the five kinds of images
with tampering ratios of 2%, 5%, 10%, 20% and 30% are created respectively. The tampered region is
circular or rectangular in shape, and the tampered position is determined by removing a certain object.
At the same time, the image with tampered region irregular in shape is generated by the same method,
the tampering ratios are 0–5%, 5–10%, 10–20%, 20–30% and 30–40%, respectively. Figures 6 and 7 show
the samples of training images with tampered region that are regular and irregular in shape.
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image generated from training set.

In order to fully verify the generality of proposed method for different types of image files and
facilitate comparison with other methods, the test samples required for the experiment are taken from
uncompressed color image database (UCID) [38], which is widely used in the image forensics. This is
because there are only 1338 images in UCID, which cannot meet the needs of deep learning network
for the number of data test samples. We enhanced the data of test samples, and took each UCID
image as the reference point, which is the upper left point, the upper right point, the lower left point,
the lower right point and the center point, and cut the image into the size of 256 × 256. Such an image
corresponds to five cropped images, and the number of test image samples can reach 6690. Half of
the images in the test set are made in the same way as the tampered images training set, tampered by
Criminisi’s algorithm, while the remaining images are retained as normal test images.
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Figure 7. The sample of training images with tampered region regular in shape: (a) the sample of
original image in training set; (b) tampered region marked by green mask; (c) the sample of tampered
image generated from training set.

In order to verify the robustness of the proposed method to the post-processing, the experiment will
verify the performance of method from the following three aspects: (1) the detection for image object
removal without post-processing; (2) the detection for image object removal with single post-processing;
(3) the detection for image object removal with combined post-processing. In order to make the
proposed method comparable, two representative methods are selected, the methods in preference [7]
and preference [8], and the accuracy is compared in the same hardware and software environment.

5.2. The Detection for Image Object Removal Without Post-Processing

In order to verify the effectiveness of the proposed method, the experiment is divided into two
stages: the detection of images with tampered region regular in shape and the detection of images
with tampered region irregular in shape. It can be seen from Figures 8 and 9 that, with the increase of
the tampering ratio, the identify ability of the three methods for tampered region is enhanced, whether
the tampered region is regular or not. However, no matter the size of tampered region, compared with
the other two methods, the proposed method can identify tampered region more accurately in position
and shape, and get a more consistent detection result with the real tampered region.

As shown in Figures 8d and 9d, due to the similar texture and color distribution in the texture
consistent region, it is easy to introduce false alarm pixels, which leads to the increase of false alarm
rate. The other two methods output false alarm pixels in different degrees, but the proposed method
almost does not output any false alarm pixels.

Tables 1 and 2 show the accuracy comparison of three methods. The detection accuracy of three
methods increase with the tampering ratio, whether the tampering region is regular or not in shape.
It is because with the increase of tampering ratio, the abnormal similarity between patches in the image
is more obvious, and the boundary between the tampered region and adjacent region is also more
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obvious. For image detection with low tampering ratio, because the correlation between the tampered
region and its adjacent region pixels is not obvious, it is more vulnerable to the influence of false
alarm area, resulting in the accuracy of methods to detect image tampering based on this correlation
between pixels being low. The proposed method uses the LSTM network to exclude the false alarm
region, so it can obtain higher detection accuracy. For the detection of tampered region regular in shape,
the performance of the proposed method is slightly poor, and is similar to that of other two methods;
for the detection of the tampered region irregular in shape, the difference is obvious. It is mainly
that CNN is driven to learn to the regular shape features of tampered region, resulting in a certain
over fitting phenomenon. In a word, for all types of tampered regions to be detected, the accuracy
of the proposed method is obviously better than other two methods. When the tampering ratio is
more than 30%, the accuracy can reach 97.89%. Finally, the mixed tampering ratio (MIX) is tested,
the accuracy of proposed method is higher than the other two methods.

Electronics 2020, 10, x 15 of 22 

 

region, compared with the other two methods, the proposed method can identify tampered region 

more accurately in position and shape, and get a more consistent detection result with the real 

tampered region.  

     
(a)  

     (b)  

     
(c) 

     
(d) 

Figure 8. The detection results of tampered region regular in shape: (a) the sample images with 

the tampered region (the tampering ratio: 2%, 5%, 10%, 20% and 30%); (b) the detection results 

of preference [7] method; (c) the detection results of preference [8] method; (d) the detection 

results of proposed method. 

 As shown in Figure 8d and Figure 9d, due to the similar texture and color distribution in the 

texture consistent region, it is easy to introduce false alarm pixels, which leads to the increase of false 

alarm rate. The other two methods output false alarm pixels in different degrees, but the proposed 

method almost does not output any false alarm pixels. 

     
(a)  

     

Figure 8. The detection results of tampered region regular in shape: (a) the sample images with
the tampered region (the tampering ratio: 2%, 5%, 10%, 20% and 30%); (b) the detection results of
preference [7] method; (c) the detection results of preference [8] method; (d) the detection results of
proposed method.



Electronics 2020, 9, 858 16 of 22

Electronics 2020, 10, x 15 of 22 

 

region, compared with the other two methods, the proposed method can identify tampered region 

more accurately in position and shape, and get a more consistent detection result with the real 

tampered region.  

     
(a)  

     (b)  

     
(c) 

     
(d) 

Figure 8. The detection results of tampered region regular in shape: (a) the sample images with 

the tampered region (the tampering ratio: 2%, 5%, 10%, 20% and 30%); (b) the detection results 

of preference [7] method; (c) the detection results of preference [8] method; (d) the detection 

results of proposed method. 

 As shown in Figure 8d and Figure 9d, due to the similar texture and color distribution in the 

texture consistent region, it is easy to introduce false alarm pixels, which leads to the increase of false 

alarm rate. The other two methods output false alarm pixels in different degrees, but the proposed 

method almost does not output any false alarm pixels. 

 

 

 

     
(a)  

Electronics 2020, 10, x 16 of 22 

 

     
(b)  

     
(c)  

     
(d)  

Figure 9. The detection results of tampered region irregular in shape: (a) the sample images 

with the tampered region (the tampering ratio: 0%–5%, 5%–10%, 10%–20%, 20%–30% and 

30%–40%); (b) the detection results of preference [7] method; (c) the detection results of 

preference [8] method; (d) the detection results of the proposed method. 

 

 
Tables 1 and 2 show the accuracy comparison of three methods. The detection accuracy of three 

methods increase with the tampering ratio, whether the tampering region is regular or not in shape. 

It is because with the increase of tampering ratio, the abnormal similarity between patches in the 

image is more obvious, and the boundary between the tampered region and adjacent region is also 

more obvious. For image detection with low tampering ratio, because the correlation between the 

tampered region and its adjacent region pixels is not obvious, it is more vulnerable to the influence 

of false alarm area, resulting in the accuracy of methods to detect image tampering based on this 

correlation between pixels being low. The proposed method uses the LSTM network to exclude the 

false alarm region, so it can obtain higher detection accuracy. For the detection of tampered region 

regular in shape, the performance of the proposed method is slightly poor, and is similar to that of 

other two methods; for the detection of the tampered region irregular in shape, the difference is 

obvious. It is mainly that CNN is driven to learn to the regular shape features of tampered region, 

resulting in a certain over fitting phenomenon. In a word, for all types of tampered regions to be 

detected, the accuracy of the proposed method is obviously better than other two methods. When the 

tampering ratio is more than 30%, the accuracy can reach 97.89%. Finally, the mixed tampering ratio 

(MIX) is tested, the accuracy of proposed method is higher than the other two methods. 

Table 1. The comparison of detection accuracy (tampered region regular in shape). 

Tampering Ratio 

(%) 

Ref. [7] Method (%) Ref. [8] Method (%) Proposed Method (%) 

2 80.65 82.87 84.28 

5 84.36 86.98 88.46 

10 87.62 88.91 93.64 

20 91.28 92.66 95.45 

30 95.31 96.56 96.78 

MIX 90.35 91.58 93.87 

Figure 9. The detection results of tampered region irregular in shape: (a) the sample images with the
tampered region (the tampering ratio: 0–5%, 5–10%, 10–20%, 20–30% and 30–40%); (b) the detection
results of preference [7] method; (c) the detection results of preference [8] method; (d) the detection
results of the proposed method.

Table 1. The comparison of detection accuracy (tampered region regular in shape).

Tampering Ratio (%) Ref. [7] Method (%) Ref. [8] Method (%) Proposed Method (%)

2 80.65 82.87 84.28
5 84.36 86.98 88.46
10 87.62 88.91 93.64
20 91.28 92.66 95.45
30 95.31 96.56 96.78

MIX 90.35 91.58 93.87

Table 2. The comparison of detection accuracy (tampered region irregular in shape).

Tampering Ratio (%) Ref. [7] Method (%) Ref. [8] Method (%) Proposed Method (%)

0–5 78.57 79.26 87.86
5–10 81.65 82.98 90.36

10–20 84.28 86.11 94.64
20–30 88.28 89.66 96.95
30–40 92.31 93.56 97.89
MIX 85.59 86.88 94.87
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In the experiment, receiver operating characteristic (ROC) curve is used to evaluate the performance
of LSTM-CNN model. By selecting the threshold of ROC curve as the point where the sensitivity
(true positive rate) and the specificity (true negative rate) are equal, this is the best state of the model
performance. Figure 10 shows the ROC curve comparison of the three methods in the case of the
mixed test (i.e., the tamper ratio is MIX), where Figure 10a shows the ROC curve when detecting the
tampered region regular in shape, and Figure 10b shows the ROC curve when detecting the tampered
region irregular in shape. Obviously, the proposed method has a higher AUC value, higher sensitivity
and lower false alarm rate.
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Figure 10. Receiver operating characteristic (ROC) curve of object removal image detection without
post-processing: (a) the detection of tampered region regular in shape; (b) the detection of tampered
region regular in shape.

5.3. The Detection for Image Object Removal with Single Post-Processing

In order to further verify the robustness of the proposed method, the robustness experiment is
essential. The post-processing operations include JPEG compression, Gaussian noise, and so on. First
of all, we study the object removal detection with single post-processing, then we discuss the detection
of post-processing combined operations. The so-called post-processing combined operations refer to
the comprehensive application of the above-mentioned post-processing.

5.3.1. The Detection for Object Removal with JPEG Compression

JPEG compression is often used in image post-processing. In this experiment, the images in
the test set are compressed into the JPEG image, and their quality factors (QF) are 65%, 70%, 80%,
90% and 95%, respectively. In the experiment, for all the normal images and tampered images in
the test set, the tampering ratios and the shape of tampered region are not distinguished, and all of
them are mixed together for the test. Table 3 lists the accuracy of the three methods for object removal
detection, with JPEG compressed. It can be seen from Table 3 that compared with the other two
methods, the proposed method has the highest detection accuracy. When the image quality factor
is low, such as QF = 65, the detection accuracy of the methods in [7,8] is obviously low, and the
detection results are not ideal. The two methods do not fully consider the impact of JPEG compression
on the forensics clues of image inpainting. JPEG compression will change the correlation between DCT
coefficients of the image, which is not conducive to those image tampering detection methods that
seek the correlation between the tamper region and its neighborhood DCT coefficients as forensics
clues. The proposed method restrains CNN’s learning about JPEG compression features, and makes it
more focused on learning the trace features of image tampering, thus avoiding this problem.
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Table 3. The detection accuracy of object removal image with JPEG compression.

Quality Factor (%) Ref. [7] Method (%) Ref. [8] Method (%) Proposed Method (%)

65 45.75 45.89 86.63
70 52.95 53.28 88.86
80 66.48 66.96 91.64
90 82.58 83.66 93.95
95 92.03 93.56 96.89

MIX 71.92 72.38 91.75

5.3.2. The Detection for Object Removal with Gaussian Noise

In order to cover up the image tampering trace, adding Gaussian noise to a tampered image is
also a kind of image post-processing operation commonly used by tampers. It is also necessary to carry
out the robustness experiment for the post-processing of Gaussian noise. For all images in the test set,
Gaussian noise with signal noise ratio (SNR) of 25 dB, 30 dB, 35 dB, 40 dB and 45 dB is added. Table 4
shows the detection accuracy of the three methods under Gaussian noise. From the data in the table,
it can be clearly found that when SNR is low, such as SNR = 25 dB, the accuracy of the methods in
preference [7] and preference [8] are very low, but the proposed method can obtain high accuracy. It is
because the correlation of adjacent pixels has changed due to the addition of Gaussian noise. In this
paper, by adjusting the filter, the feature loss caused by Gaussian noise is minimized, thus improving
the detection accuracy.

Table 4. The detection accuracy of the object removal image with Gaussian noise.

SNR (dB) Ref. [7] Method (%) Ref. [8] Method (%) Proposed Method (%)

25 51.79 50.89 84.36
30 65.95 65.28 86.96
35 74.48 73.96 89.44
40 85.58 84.86 91.38
45 94.93 93.61 94.57

MIX 73.26 73.19 89.96

For the object removal detection performance with JPEG compression and Gaussian noise,
ROC curve is used to evaluate the experiment. Figure 11 shows the ROC curve comparison of the
three methods. Figure 11a shows the ROC curve of the object removal image detection with JPEG
compression, and Figure 11b shows the ROC curve of the object removal image detection with Gaussian
noise. As can be seen from Figure 11, the proposed method has superior performance and strong
robustness to JPEG compression and Gaussian noise post-processing.
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Figure 11. ROC curve of object removal image detection without post-processing: (a) the detection of
tampered region regular in shape; (b) the detection of tampered region regular in shape.

5.4. The Detection for Image Object Removal with Combined Post-Processing

In order to eliminate the trace features left by image tampering to a great extent, the researchers of
anti-forensics technology not only use a kind of post-processing operation, but also use a variety of
post-processing combined operations, which makes the detection performance of forensics technology
greatly reduced or invalid. Therefore, it is necessary to carry out the robustness experiment for
tampered image detection with combined post-processing. The experiment mainly verifies the
performance of the proposed method to resist the combined attack of JPEG compression and Gaussian
noise. In order to fully study the influence of JPEG compression and Gaussian noise on forensics
performance, data samples are prepared in the following way: JPEG compression and Gaussian noise
are performed on all images in the test set respectively, and the quality factor and SNR are taken from the
extreme cases of the above experimental data samples, namely QF = 65 and QF = 95, SNR = 25 dB and
SNR = 45 dB, and then four groups of data samples are obtained through combination. The accuracy
of the three methods for object removal detection with combined post-processing operation is shown
in Table 5. When the quality factor and SNR are both low, the accuracy of the proposed method is
much higher than other two methods, which shows that the proposed methods have a strong ability to
resist the combined post-processing operation attack; when the quality factor and SNR are both high,
the accuracy of the proposed method is slightly higher than the other two methods, which shows that
the advantages of the proposed method are not fully played. When quality factor is high and SNR
is low, the accuracy of the method in reference [7] is slightly higher than that in reference [8]; when
quality factor is low and SNR is high, the accuracy of the method in reference [8] is slightly higher
than that in reference [7]. Although the proposed method is superior to the other two methods in both
cases, the performance is better in the case of low-quality factor and high SNR.

Table 5. The detection accuracy of object removal image with Gaussian noise.

Quality Factor (%) SNR (dB) Ref. [7] Method (%) Ref. [8] Method (%) Proposed Method (%)

65 25 42.97 42.89 80.03
65 45 43.28 44.95 85.86
95 25 50.48 48.96 83.04
95 45 90.68 90.66 91.95

It is mainly because the methods in reference [7,8] use slightly different forensics features, and the
influence of JPEG compression and Gaussian noise on forensics is different. The proposed method is
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to identify the occurrence of object removal by pixel level, so it is more affected by Gaussian noise,
but the overall detection performance is better than the other two methods.

6. Conclusions

In this paper, an object removal detection method of exemplar-based image inpainting is proposed.
Aimed at the shortcomings of existing image inpainting forensics methods, such as time-consuming
for similar patches search, high false alarm rate and poor robustness of post-processing, a new
encoder-decoder network is constructed by combining CNN and LSTM to detect the image inpainting
with single and combined post-processing operations. First, CNN identifies suspicious similar patches
in tampered images. Different from other supervised learning methods, which need to input pairs
of patches to calculate the similarity between patches, the proposed method can learn the similarity
between pixels point by point, so it is suitable for large-scale data sets. Then, the LSTM network is
used to identify the normal texture consistent regions from suspicious area. Finally, the interference
of post-processing operation on image inpainting detection is eliminated by the filtering module.
A large number of experiments verify the effectiveness of this method; compared with the existing
representative methods, the accuracy of proposed method is higher, and the prediction performance of
the model is greatly improved.
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