
electronics

Article

Optimal Design of Aperiodic Reconfigurable Antenna
Array Suitable for Broadcasting Applications

Ioannis P. Gravas 1,∗ , Zaharias D. Zaharis 1 , Pavlos I. Lazaridis 2 , Traianos V. Yioultsis 1 ,
Nikolaos V. Kantartzis 1 , Christos S. Antonopoulos 1, Ioannis P. Chochliouros 3 and
Thomas D. Xenos 1

1 Department of Electrical and Computer Engineering, Aristotle University of Thessaloniki,
54124 Thessaloniki, Greece; zaharis@auth.gr (Z.D.Z.); traianos@auth.gr (T.V.Y.); kant@auth.gr (N.V.K.);
chanto@auth.gr (C.S.A.); tdxenos@auth.gr (T.D.X.)

2 Department of Engineering and Technology, University of Huddersfield, Huddersfield HD1 3DH, UK;
p.lazaridis@hud.ac.uk

3 Hellenic Telecommunications Organization S.A. Member of the Deutsche Telekom Group of Companies,
15122 Athens, Greece; ichochliouros@oteresearch.gr

* Correspondence: igravas@auth.gr

Received: 15 April 2020; Accepted: 13 May 2020; Published: 16 May 2020
����������
�������

Abstract: An aperiodic reconfigurable microstrip antenna array is designed to serve as a DVB-T
base station antenna operating in a single broadcasting channel. The antenna array is optimized
at 698 MHz (center frequency of DVB-T channel 49) to concurrently achieve a particular radiation
pattern shaping with high forward gain, main lobe tilting and null filling inside the service area,
as well as low sidelobe level outside the service area, and low standing wave ratio at the inputs
of all the array elements. To concurrently satisfy all the above requirements, both the geometry
dimensions and the array feeding weights (amplitudes and phases) are optimized, thus leading to a
complex multi-variable and multi-objective problem. The problem is solved by applying a recently
developed particle swarm optimization (PSO) improved variant, called PSO with velocity mutation, in
conjunction with the CST software package, which is employed by the PSOvm every time a full-wave
analysis is required. Furthermore, all the optimization methods found in the CST environment are
compared with the PSOvm. The results show that the PSOvm is capable of producing an antenna
array geometry, which is closer to the predefined requirements than the geometries derived by the
rest of the optimizers, in the least amount of computational time.

Keywords: antenna array; aperiodic array; full wave analysis; particle swarm optimization;
reconfigurable antenna arrays

1. Introduction

Microstrip antenna arrays are very popular as they are low cost and easily fabricated antennas,
and therefore can be used as base station antennas for broadcasting. Base station antennas must satisfy
multiple requirements, which are essential in broadcasting applications [1–6]. Such requirements are:
(i) high forward gain (FG) in order to enhance reception at long distances, (ii) main lobe tilting, as the
base station is usually located at places of higher altitude than the service area, (iii) null filling inside an
angular sector under the main lobe, as the directional gain must stay above a specific value for proper
reception, (iv) low sidelobe level (SLL) so power is not wasted outside the service area, and finally
(v) low standing wave ratio (SWR) so power is not wasted inside the feeding network. In this paper,
an eight-element aperiodic microstrip antenna array (AMAA) has been designed to satisfy all the
above requirements at 698 MHz (center frequency of DVB-T channel 49) and more specifically to
exhibit the following characteristics:
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1. maximum possible FG at θ = 93◦ (θ is the elevation angle),
2. null level ≥−20 dB with respect to the main lobe peak inside the service area defined from

θ = 93◦ to θ = 143◦ (a 50◦ service area),
3. SLL ≤−20 dB with respect to the main lobe peak outside the service area,
4. SWR ≤1.2 (S-parameters ≤−21 dB) at the inputs of all the array elements.

The first three requirements imply a significant degradation in the directional gain when passing
from the service area to the area where no service is provided. Due to this rapid gain degradation,
a transition area is necessary between the previous two areas. Therefore, two transition areas,
from θ = 80◦ to θ = 93◦ and from θ = 143◦ to θ = 150◦, are defined where the gain will transition
from high to low values. Consequently the 3rd requirement must be defined in two angular sectors,
the first one ranging from θ = 0◦ to θ = 80◦ (sector above the main lobe) and the second one from
θ = 150◦ to θ = 360◦. The fourth requirement also helps at enhancing the bandwidth of the antenna by
requesting a very low SWR value at the channel center frequency. To satisfy all the above requirements,
an AMAA with proper geometry dimensions must be found together with eight appropriate feeding
weights (amplitudes and phases). The main lobe tilting is achieved by calculating the proper feeding
weights and not mechanically. This is important as the array has big height, since the design frequency
is 698 MHz, and it alleviates the mechanical pressure that stresses the whole structure. It is evident
that this is a complex multi-variable and multi-objective problem, and such problems can be efficiently
solved by using evolutionary optimization algorithms. Furthermore, the antenna studied in this paper
can be turned to a reconfigurable one by implementing on-off switches with pin diodes in the feeding
network in order to create different feeding weight sets and thus produce different shapes of radiation
patterns that provide the desired values of gain, main lobe tilting, null filling and SLL.

Many papers can be found in the literature where different optimization algorithms have been
successfully employed to optimize antenna arrays. In Reference [7] three different PSO variants,
real-number PSO, binary PSO and multi-objective PSO, are applied to different designs to obtain an
optimal solution. The genetic algorithm has been employed in Reference [8] to optimize a quadrifilar
helical-spiral antenna for GPS application. In Reference [9] quasi-Newton optimization has been used
to design optimal implantable antennas for medical telemetry. Evolutionary techniques combined with
machine learning can be found in Reference [10]. The firefly algorithm and particle swarm optimization
(PSO) have been employed in Reference [11] to design a uniplanar printed triple band-rejected
ultra-wideband antenna. An improved PSO algorithm has been used in Reference [12] to design
an aperiodic antenna array with low SLL, minimum half power beamwidth (HPBW) and nulls in
desired directions. Finally, the state-of-the-art parallel surrogate model-assisted evolutionary algorithm
has been employed in References [13,14]. Since References [7,12] concern aperiodic arrays and are
relevant to our paper additional discussion will be made. In Reference [7], one of the optimizations
presented, concerns the design of a low SLL 8-element aperiodic array. Only 4 parameters are
optimized, specifically the spacing between the array elements and the optimization has 2 objectives,
low SLL and low null-to-null beamwidth. The radiation pattern is calculated on a theoretical basis by
expressing it as the product of the array factor and the element pattern without taking into account the
mutual coupling. However, the element spacing values are allowed to take large values (greater than
two times the wavelength) in order to mitigate the mutual coupling. The simulated and fabricated
antenna show an SLL <−10 dB but it is only shown for θ = 0◦ to θ = 180◦, thus, without information
on the backlobes. There is also no information about the SWR. In Reference [12], as mentioned earlier,
an improved PSO variant is used to achieve low SLL, minimum HPBW and placement of nulls in
desired directions. The optimization parameters consist of the element spacings and the feeding
weights (only amplitudes). The radiation pattern is expressed as the array factor, thus, not taking into
account the element pattern and the mutual coupling making the results very theoretical. The radiation
patterns are shown for θ = 0◦ to θ = 180◦, and therefore, it is assumed that the SLL was only optimized
in this sector. Also, there is no information on the SWR.
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In this paper, the preferred optimizer is an improved (PSO) [15] algorithm that induces mutation
to the particles’ velocities that did not improve their fitness value in the previous iteration (PSOvm) [16].
The idea behind this method is to help the particles that failed to improve their fitness value in the
previous iteration, decouple from their previous velocity which actually did not lead to a fitness
improvement. Thus, a perturbation is applied on their previous velocity and by doing so it is
expected to help the swarm achieve better exploration and escape when being trapped to a local
optimum position. The method has been proved to be very competitive against other well known
optimization methods [16] and can handle effectively multi-variable and multi-objective problems as
is the case of this paper (the problem consists of 26 optimization parameters and 13 objectives which
will be demonstrated in later sections). PSOvm has been implemented in Matlab environment [17].
The AMAA has been fully modelled and simulated in CST Studio Suite (CST from now on) and
therefore, the mutual coupling and the element pattern of each array element is considered since full
wave analysis is performed. This is really important as it makes the results quite realistic. For each
fitness evaluation the antenna array model is updated and a full wave analysis is performed by
applying the time domain solver of CST. This solver uses the finite integration technique [18] to solve
the electromagnetic problem. Therefore, at each fitness evaluation, the AMAA geometry parameters
are updated and the solver simulates the updated model by calling CST built-in visual basic scripts
inside the Matlab environment. It is evident that each fitness evaluation is costly in terms of resources
and time but the results are highly accurate. In Figure 1 the flowchart of the optimization procedure is
depicted. The computer used for the simulations was equipped with an Intel i7 5960X (eightcore) CPU,
Nvidia quadro GP100 GPU (suitable for CST GPU-acceleration) with 64 GB DDR4 memory. The CST
models employed by the optimization procedure consist approximately of 250,000 mesh cells (as the
model changes its dimensions at each fitness evaluation, the amount of mesh cells slightly changes as
well), with an average computational time equal to one minute per fitness evaluation. To the best of
the authors’ knowledge, evolutionary algorithms have never been applied so far to design an AMMA
for broadcasting applications in conjunction with CST.

PSOvm

1. Calculate Parameter values for 

the n-th particle

2. Pass parameter values to CST

(Matlab Environment)

Initialization 

Define parameter 

boundaries

(Matlab Environment)

if fitness value > desired value

AND number of fitness evaluations < max 

fitness evaluations

if fitness value > desired value

AND number of fitness evaluations < max 

fitness evaluations

1. Update antenna model

2. Perform full wave analysis

(CST Environment)

1. Request results from CST

2. Evaluate fitness function

(Matlab Environment)

n = n+1

True

END

False
if n > 20if n > 20

True

False

Figure 1. Flowchart of the optimization procedure.

2. Geometry Definition

As mentioned before, CST is employed to model and simulate an eight-element AMAA for DVB-T
broadcasting at 698 MHz. The feeding network is out of scope for this paper and therefore the array
elements are considered to be directly excited at their input ports by sources. The inset feeding method
is used in order to achieve better impedance matching to 50 Ω sources. The geometry of AMAA is



Electronics 2020, 9, 818 4 of 10

illustrated in Figure 2 and is defined by the physical dimensions W and L of the rectangular array
elements, four distances d0, d1, d2, d3 between the array elements, where d0 < d1 < d2 < d3 (aperiodic
structure), the transmission line length tl and width tw which connects each array element to its
respective source, the inset depth s and the inset width g. PSOvm is employed to find the optimal
values for all the above parameters. In order to help the optimization algorithm converge faster,
the search space for all the geometry parameters must be confined between an upper and a lower limit.
As indicated by Reference [19] the theoretical values of W and L are given by:

Wth =
c

2 fr

√
2

εr + 1
(1)

Lth =
c

2 fr
√

εr,e f f
− 2∆L , (2)

where c is the free space wave velocity, fr is the operation frequency (698 MHz in this paper), εr is
the dielectric constant of the substrate used here, εr,e f f is the effective dielectric constant, and ∆L is
the length reduction applied at both sides of the effective length to get physical length L. It is noted
that the subscript “th” denotes the theoretical value of a variable. The values of εr,e f f and ∆L are
respectively estimated [19] by:

εr,e f f =
εr + 1

2
+

εr − 1
2

[
1 + 12

h
Wth

]−1/2
,

Wth
h

> 1, (3)

∆L = 0.412h
(εr,e f f + 0.3)(Wth/h + 0.264)
(εr,e f f − 0.258)(Wth/h + 0.8)

, (4)

where h is the substrate height (or thickness). The substrate used in this paper is Duroid RT5880LZ
with εr = 2 and h = 2.54 mm [20]. The thickness of the copper cladding (used in CST modeling) at both
sides of the substrate is equal to 35 µm [20]. By applying the above equations, we get Wth = 175 mm
and Lth = 151 mm. It is expected that the optimal values for W and L will not deviate more than 40%
from the theoretical values given by (1) and (2) and thus, W is limited between 0.6 Wth and 1.4 Wth
while L is limited between 0.6 Lth and 1.4 Lth. The distance d0 is confined between 0.5 λ and 0.8 λ (λ is
the free space wavelength at 698 MHz) where the maximum FG is expected to be found. Since d0, d1,
d2 and d3 are in incremental order to create the aperiodical structure of the array, we adopt the rule

di = di−1 + ri , i = 1, 2, 3, (5)

where ri , i = 1, 2, 3, are random numbers between 0 and 0.2 λ. Therefore, the parameters d1, d2

and d3 are indirectly optimized through r1, r2 and r3, respectively. The values of tl are confined
between 0 and λ/4 which helps for impedance matching. As for the width of the transmission line tw,
the microwave theory predicts that a width of 8.4 mm will result in a transmission line of characteristic
impedance equal to 50 Ω however due to the mutual coupling between the array elements a more
relaxed constraint needs to be applied in this variable and therefore the lower limit has been set at
half the theoretical value (4.2 mm) and double (16.8 mm) for the upper limit. In order to calculate the
theoretical value of d we use the following equations [19]:

G1 =
1

120π2

∫ π

0

[
sin
( k0Wth

2 cos θ
)

cos θ

]2

sin3 θdθ, (6)

G12 =
1

120π2

∫ π

0

[
sin
( k0Wth

2 cos θ
)

cos θ

]2

J0(k0Lth sin θ) sin3 θdθ, (7)
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Rin =
1

2(G1 ± G12)
cos2 ( π

Lth
sth
)
, (8)

where G1 is the self conductance of one of the radiating slots of a microstrip patch, k0 is the free space
wavenumber, G12 is the mutual conductance between the two radiating slots of a microstrip patch,
J0 is the Bessel function of the first kind of order zero and Rin is the resonant input resistance of a
patch. By solving (8) for Rin = 50 Ω we obtain the theoretical value sth = 44.2 mm and therefore s is
considered to be restricted between 0.6 sth and 1.4 sth. As mentioned earlier, eight feeding weights
must be found in order to achieve the desired radiation pattern. The boundaries for the amplitudes of
the feeding weights An (n = 1, 2, ..., 8) are set between 0.1 and 1 (considering an upper limit equal to
ten times the lower limit), while the phases Pn are considered to be between 0◦ and 360◦. The optimal
value for g according to Reference [21] is considered to be between W/40 and W/10. As W takes
different values during the optimization and g relies on W, it was decided to confine g between 1/40
and 1/10 of the current value of W (Wcur) during the optimization process. All the boundaries for the
optimization parameters are summarized in Table 1. In total, there are 26 parameters to be optimized
(Q = 26), thus creating a complex problem to solve.

Table 1. Optimization Parameter Limits.

Parameter Lower Limit Upper Limit Parameter Lower Limit Upper Limit

W 105 mm 245 mm tw 4.2 mm 16.8 mm
L 91 mm 211 mm s 26.5 mm 61.9 mm
d0 214 mm 343 mm g Wcur/40 Wcur/10

ri, i = 1, 2, 3 0 mm 86 mm An, n = 1, . . . , 8 0.1 1
tl 0 mm 107 mm Pn, n = 1, . . . , 8 0◦ 360◦

x
z

yd3 d2 d1 d0 d1 d2 d3

L

W

s
gtl

tw

Figure 2. Geometry of the proposed aperiodic microstrip antenna array (AMAA).

3. PSO with Velocity Mutation

There are many PSO variants introduced so far in order to improve the original one. In this
variant (PSOvm), the main idea is to apply perturbation to the velocities of the particles that did
not improve their fitness value in the previous iteration. In this way, the swarm is protected from
premature convergence and achieves greater exploration. PSOvm is based on the constriction coefficient
PSO (CCPSO) and uses the gbest model. In the gbest model, one of the components used to update
the velocity of a particle is influenced by the best position found by the whole swarm. The other
terms are the best position found so far by the particle and its velocity at the previous iteration.
By denoting the swarm size as N in a problem with Q optimization variables (Q-dimensional search
space), the equations that update the velocity and position of the nth particle (n = 1, ..., N), when it
improves its fitness at the ith iteration, can be written as:

υnq(i + 1) = k
{

υnq(i) + φ1R[pnq(i)− xnq(i)] + φ2R[gq(i)− xnq(i)]
}

(9)

xnq(i + 1) = xnq(i) + υnq(i + 1) , (10)

where υnq and xnq are, respectively, the qth velocity component and the qth position coordinate
(q = 1, ..., Q) of the nth particle, pnq and gq are the qth coordinates of the best positions found at the
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end of the ith iteration by the nth particle and the whole swarm, respectively, R represents random
numbers uniformly distributed within the interval (0, 1), φ1 and φ2 are, respectively, the social and
the cognitive coefficient, and are both equal to 2.05, and finally k = 0.73 is the constriction coefficient.
The above equations are the original ones used in CCPSO. However, in PSOvm, if a particle fails to
improve its fitness at the previous iteration, then its velocity is updated by using:

υnq(i + 1) = k
{
(0.6 + 0.1m)(2R− 1)υnq(i) + φ1R[pnq(i)− xnq(i)]

+ φ2R[gd(i)− xnq(i)]
}

, m = 1, ..., 6 ,
(11)

where m is the number of consecutive iterations with no fitness improvement for the nth particle.
Practically, the previous velocity of a particle is multiplied by random numbers uniformly distributed
in the interval (−0.7,+0.7) when m = 1. The boundaries of this interval increase by 0.1 for each
consecutive fitness improvement failure. If the nth particle does not improve its fitness six consecutive
times, then its velocity is updated by applying (9) and the mutation process stops. This also happens
when the particle manages to improve its fitness. The term (0.6 + 0.1m)(2R − 1) as well as the
maximum value of m were found after testing PSOvm with several well known multi-dimensional
mathematical fitness functions [16].

4. Optimization Results

As mentioned earlier, CST in conjunction with PSOvm is used to find the optimal values for all
the parameters specified in Section 2 and Table 1. In this paper, PSOvm employs swarms of 20 particles
(N = 20). This size was selected after several optimization trials and has shown promising results.
As in every optimization problem, a fitness function, usually to be minimized, must be defined in
order to guide the optimization algorithm towards the desired results. The expression of the fitness
function used here is as follows:

Fit = −FG−min(FG− 20, Gmin) + max(SLL1,−20) + max(SLL2,−20)

+
8

∑
n=1

max(SWRn, 1.2),
(12)

where FG is the array gain (in dBi) at θ = 93◦ which ensures gain maximization and the desired
main lobe tilting by 3◦, Gmin is the minimum gain inside the service area (from θ = 93◦ to θ = 143◦),
SLL1 represents the SLL inside the angular sector from θ = 0◦ to θ = 80◦, SLL2 is the SLL inside the
sector defined from θ = 150◦ to θ = 360◦ and finally SWRn represents the SWR at the input port of
the nth element. The 2nd term in the fitness function ensures that the desired null level of −20 dB is
achieved inside the service area, while the 3rd and the 4th terms set the SLL goal of−20 dB for both the
angular sectors outside the service area. Finally, the 5th term ensures that all the array elements exhibit
an SWR ≤1.2 at their inputs (on the transmission lines edges). The angular sectors from θ = 80◦ to
θ = 93◦ and from θ = 143◦ to θ = 150◦ serve as transition areas and therefore the radiation pattern
inside those areas is not taken into account. The use of min and max functions in (12) is to help the
optimization algorithm in satisfying all the requirements by ignoring any improvement in Gmin, SLL1,
SLL2 and SWRn when the desired values of them are reached. Finally, it must be stressed that the
optimization algorithm is tasked to achieve 13 objectives in total, FG maximization and main lobe
tilting by 3◦, null level −20 dB, SLL reduction in two sectors SLL1 and SLL2, and 8 SWR values by
optimizing 26 parameters (described in Section 2) thus, solving a highly complex multi-objective and
multi-variable problem.

The dimensions and the feeding weights of the optimized structure are shown in Tables 2 and 3,
respectively. Table 4 shows the electromagnetic characteristics of the optimized antenna in the central
frequency 698 MHz and Table 5 the input impedances of the array elements. It can be seen that all
the requirements have been satisfied. A high FG of 13.9 dBi, main lobe tilting by 3◦ and null level of



Electronics 2020, 9, 818 7 of 10

−20 dB have been achieved inside the service area. The SLL requirement inside the angular sector
from θ = 0◦ to θ = 80◦ is satisfied achieving −20.8 dB, as well as, the SLL value inside the second
angular sector from θ = 150◦ to θ = 360◦ achieving an SLL of −21 dB. Finally, the SWR for all
the array elements is below or equal to 1.2 (S-parameter ≤ −21 dB) making the SWR optimization
completely successful. Consequently, PSOvm is a capable optimization algorithm and antennas subject
to many requirements can be designed. The normalized radiation pattern of the optimized structure
is illustrated in Figure 3. Figure 4 shows the S-parameters of all the array elements. It can be seen
that all S-parameters are below −21 dB thus achieving the SWR objectives. The optimized antenna
exhibits an axial ratio (AR) greater than 22 dB (linear polarization) inside the service area (θ = 93◦ to
θ = 143◦), however, AR was not an optimization goal and is given for consistency. Finally, to verify
the optimization results, the optimized structure has been rerun with a finer mesh of approximately
1,000,000 cells (compared to an average of 250,000 cells during the optimization) and the results are
essentially the same.

Table 2. Optimized Structure Dimensions.

Parameter Value (mm) Parameter Value (mm)

W 170.9 d3 348.7
L 152.1 tl 103.6
d0 256.9 tw 13.7
d1 263.9 s 37.3
d2 264.8 g 15.8

Table 3. Optimized Feeding Weights.

Parameter Value Parameter Value

A1 6 P1 0.41 6 331.9◦ A5 6 P5 0.53 6 355.2◦

A2 6 P2 0.67 6 333.1◦ A6 6 P6 0.98 6 352.1◦

A3 6 P3 0.61 6 348.9◦ A7 6 P7 0.72 6 58.5◦

A4 6 P4 0.68 6 0.65◦ A8 6 P8 0.15 6 358.9◦

Table 4. Optimized structure electromagnetic characteristics.

Parameter Value Parameter Value

FG 13.9 dBi SWR3 1.07
Main Lobe Tilting 3.0◦ SWR4 1.05

Null level −20.0 dB SWR5 1.16
SLL1 −20.8 dB SWR6 1.16
SLL2 −21.0 dB SWR7 1.20
SWR1 1.08 SWR8 1.20
SWR2 1.11

Table 5. Input impedances of array elements.

Parameter Value (Ω) Parameter Value (Ω)

Z1 53.50− j2.14 Z5 43.00 + j0.90
Z2 55.23− j2.42 Z6 53.30− j7.10
Z3 46.70 + j0.45 Z7 58.30 + j5.40
Z4 50.40− j2.70 Z8 41.70 + j1.20
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Figure 3. Normalized radiation pattern versus elevation angle θ at azimuth angle φ = 0. The maximum
value of the normalized radiation pattern (0 dB) corresponds to the actual maximum gain of the AMAA
13.9 dBi at θ = 93◦ (main lobe tilting by 3◦). The red dash-line shows the desired SLL outside the service
area, and the green dash-line shows the desired null filling level inside the service area. The optimal
radiation pattern should be below the red dash-line and above the green dash-line.

Figure 4. S-parameters of the array elements. All S-parameters are ≤−21 dB at 698 MHz (DVB-T
channel 49 center frequency) satisfying the optimization goals.

5. Comparison with Other Optimization Methods

PSOvm has been compared with all the optimization algorithms that can be found in CST: PSO,
genetic algorithm (GA), trusted region framework (TRF), covariance matrix adaptation evolution
strategy (CMAES), Nedler Mead simplex algorithm (NMSA), classic Powell (CP) and interpolated
quasi Newton (IQN). All the optimization methods have been given a maximum of 2000 fitness
evaluations in order to achieve the best result possible. Such benchmarks take a long time to be
completed since, as already mentioned in earlier sections, each fitness evaluation is equal to one
full wave analysis of the antenna performed by CST with an average computational time of one
minute. In Table 6 we show the best result that they achieved within the fitness evaluations limit.
In the last column we display the total time (in minutes) required by each method to achieve the best
result. PSOvm manages to yield the best result in the least amount of time compared to the other
optimization methods with TRF being close. Both PSOvm and TRF converged before hitting the limit
of 2000 evaluations. The rest of the optimization methods fail to achieve multiple goals such as main
lobe tilting, null level and SLL. The results of this comparison show that both PSOvm and TRF are very
capable algorithms that can be used to solve complex multi-variable and multi-objective problems as
is the one solved in this paper (26 variables and 13 objectives). Furthermore, it is evident that TRF is
the best optimizer available found in CST.



Electronics 2020, 9, 818 9 of 10

Table 6. Comparison of Optimization Algorithms.

Alg. Mainlobe Tilting (◦)(◦)(◦) FG (dBi) Null Level (dB) SLL1 (dB) SLL2 (dB) SW R1 SW R2

PSOvm 3.0 13.9 −20.0 −20.8 −21.0 1.08 1.11
PSO 2.2 12.8 −17.8 −6.0 −18.3 1.14 1.08
GA 0.5 10.5 −18.7 −5.7 −15.8 1.06 1.13
TRF 3.0 13.9 −20.5 −20.8 −21.0 1.10 1.12

CMAES 0.5 13.2 −23.4 −13.6 −17.3 1.30 1.21
NMSA −0.2 12.8 −22.8 −12.6 −12.6 1.22 1.17

CP −0.1 11.5 −16.6 −8.8 −13.5 1.09 1.15
IQN −2.0 8.7 −16.8 −7.4 −16.6 1.12 1.13

SW R3 SW R4 SW R5 SW R6 SW R7 SW R8 Tot. Time (min)

PSOvm 1.07 1.05 1.16 1.16 1.20 1.20 710
PSO 1.09 1.20 1.06 1.26 1.11 1.11 2000
GA 1.16 1.18 1.25 1.12 1.08 1.08 2000
TRF 1.06 1.07 1.16 1.19 1.20 1.20 900

CMAES 1.12 1.20 1.48 1.25 1.15 1.05 2000
NMSA 1.18 1.07 1.05 1.07 1.22 1.06 2000

CP 1.08 1.22 1.27 1.13 1.07 1.12 2000
IQN 1.35 1.19 1.22 1.20 1.32 1.12 2000

6. Conclusions

An aperiodic reconfigurable antenna array that satisfies multiple requirements essential for
DVB-T broadcasting, main lobe tilting, high forward gain and null filling inside the service area,
low SLL outside the service area and low SWR at the input of all the array elements has been designed.
The optimization problem has a significant complexity since 26 parameters have been optimized in
order to best satisfy 13 goals. All the goals have been completely satisfied. The results show that the
PSOvm is a robust optimization method which can be used to efficiently solve antenna optimization
problems of high complexity while saving significant computational time. Also, among the optimizers
found in CST, TRF proves to be not only the most efficient of them but also a very competitive one.
However, the PSOvm achieves the best result in the least possible computational time compared to
those derived by all the other optimizers. Since all the results in this study were obtained by using full
wave analysis with CST, they reflect realistic conditions quite well. By applying on-off switches in the
feeding network, the antenna array becomes a reconfigurable one, thus providing different shapes of
radiation pattern according to the particular requirements that apply to a certain application.
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