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#### Abstract

Infrastructure such as roads, tunnels and bridges needs periodical inspection. the conventional structure inspection method, in which a human inspector uses a crack gauge, may lead to problems such as measurement errors and lengthy inspection times. Mobile robots and image processing have been used in the infrastructure inspection field. An image sensor or any sensor is used for measuring the state of the infrastructures. It is necessary that the mobile robot knows its own position and posture during automatic inspection. Generally, the Global Positioning System (GPS) has been used to sense the position of the mobile robot. However, GPS is not usable in places with the ceilings such as under bridges and in tunnels. Therefore, we developed a system to sense the position and posture of mobile robots. This system uses laser projection markers and cameras, and it has a very simple configuration. the camera photographs a target structure and projection laser markers, and the position and posture of the camera and mobile robot were calculated by an image application. the system makes infrastructure inspection more effective and decreases the time needed for inspection. In this paper, we examined the number of necessary laser markers, and we verified our method by experiment.
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## 1. Introduction

Mobile robots have been used in the infrastructure inspection field to save personnel and increase the efficiency of inspection [1-4]. It is necessary that the mobile robot knows its own position and posture during automatic inspection [5-7]. There are many sensors available for a mobile robot to know its own position. the Global Positioning System (GPS) is the most popular sensor used for mobile robots that move outdoors. Recently, for robots that use GPS, measurements were shown to be more accurate because position precision with GPS improved. However, GPS is not usable in places with ceilings such as under bridges and in tunnels. Techniques to supplement GPS include the stereo-camera methods [8] and structure from motion [9]. A number of image-processing techniques are already in common use [10-12]. They are effective methods because they do not need communication from the outside and can measure a position from only an image [13-18]. Image processing has been used to inspect infrastructures [19-29]. However, they have two problems: "occlusion" and the correspondence of some images. In plural images that are produced in parallax, it is necessary for the same point to be supported, but the corresponding point of image becomes difficult when any other images are not easily distinguishable from the measurement subject. A good method used for the corresponding point of image is "pattern matching", but the drawback is that the shape
must be simple. Alternatively, the stereo-camera method is used, where the device projects the light captured by the camera. However, the stereo camera method has a narrow position measurement area and is additionally vulnerable to occlusion. When cameras measure simple surfaces that have no feature points, such as a concrete wall, the precision of their measurement becomes low. An LRF (laser rangefinder) is effective at acquiring three-dimensional data over a wide range, but its cost is enormous for point group processing. LRF is a representative technique of a non-contact type measurement device [30]. LRF consists of a laser and cameras. the irradiation corners are changed via mirrors, and the laser is able to irradiate any one point on the measurement subject. the position of a point is coordinated in three dimensions, and irradiation of the measurement object is triangulated from the position of the laser, the irradiation corner and the position of the camera, and the angle is calculated in LRF. the characteristics of an object can be measured quickly in comparison with the contact type. However, a scanning mechanism is needed to move the irradiation point over the whole object, which is necessary to obtain three-dimensional shape information of the whole object because it is basically a point measurement. In addition, mirror surfaces coated with, for example, metal products theoretically have characteristics that cannot be measured. RGB-d cameras can measure the depth information using TOF (time-of-flight measurement) and optical images simultaneously, and the RGB-d camera can obtain a rich information to facilitate 3D modeling of the object to be measured. Many studies on self-positioning of mobile robots have been carried out using RGB-d cameras, in particular [31-33]. However, the principle for obtaining depth information is the same as that of LRF, and it is not suitable for precise measurement because it does not solve the problems of LRF as described above.

Therefore, we developed a system to sense the position and posture of infrastructure inspection robots using laser projection markers. Figure 1 shows the concept of our system. This can obtain the relative position and posture in the projection plane. In our previous study [34-37], we used a real marker, but in this study, we used a projection marker that can measure distant objects. Camera 2 photographs detailed pictures for inspection. Camera 1 photographs all objects and can know where the photographing area of camera 2 is because it obtains the position and posture of camera 2 from its projection markers. Because camera 1 teaches camera 2 the positions, camera 2 can photograph the whole target throughout. Camera 1 and camera 2 can obtain each other's positions from the geometric relations of a laser marker and the camera by photographing each other's laser markers. When camera 2 looks at this laser marker on the projection plate, we call this "subject view", and when camera 1 looks at camera 2's laser markers on the projection plate, we call this "objective view". We try to obtain the position and posture of camera 1 from its objective view. A laser pointer that irradiates toward the photograph direction is equipped with a camera, and this camera is targeted to measure the relative position of the object by photographing a reflected marker. It uses the laser projection markers and camera, and it has very simple configuration. the camera photographs a target structure and projection laser markers, and the position and posture of the camera and mobile robot were calculated by the image application. This system does not have to install a landmark in the environment like the existing landmark method. RGB-d requires processing of the matching of optical and distance images, which can lead to errors in processing. On the other hand, our method is based only on the optical image of the target surface projected by the laser, so there is no matching between different data and no error in the internal factors. It can also reduce the amount of information required and speed up processing. the system makes infrastructure inspections more effective and decreases the time for inspection.


Figure 1. Concept image of the proposed system.

## 2. Measurement Method

### 2.1. The Measurement System Model Using Projection Laser Markers

A laser pointer that is irradiated toward the photograph direction was equipped with a camera, and this camera was targeted to measure the relative position of the object by photographing a reflected marker. Figure 2 shows the geometry of the measurement system using projection laser markers. Camera 1 photographs all objects and can photograph the projection laser markers of Camera 2. Each position and posture relationship for each camera and the laser beams are known. Each laser beam crossed the target projection plane and created the projection laser markers. Camera 1's coordinate system $X_{c 1}-Y_{c 1}-Z_{c 1}$ is a global coordinate system, and Camera 2's coordinate system is $X_{c 2}-Y_{c 2}-Z_{c 2}$. the coordinate system of the projection plate is $X_{p l}-Y_{p l}-Z_{p l}$. the position and posture of each local coordinate system are expressed by a translation, the turn of Camera 1's coordinate system, and a global coordinate system. In this model, because the target projection plate is assumed to be endless, the origin of the plane's coordinate system is on the $z$-axis of Camera 1's coordinate system, the posture of the $Z_{p l}$-axis circumference can be ignored.

The following parameters were calculated to obtain the position and posture of camera 2 from an image of camera 1.: Target projection plate: $z_{p l-c 1}, \theta_{x p l}, \theta_{y p l}$, Relative positions of Camera 1 and Camera 2: $x_{c 2-c 1}, y_{c 2-c 1}, z_{c 2-c 1}$, Posture of Camera 2: $\theta_{x c 2}, \theta_{y c 2}, \theta_{z c 2}$.

Subscript definitions of parameters are shown as follows. $C_{i}(i=1,2)$ : camera $i, p l$ : Target projection plate, $L A_{m}(m=1 \sim 5)$ : laser pointer $m, n(=1,2)$ : number of any point on the laser beam, $P R$ : projection point of the laser beam, pro: projection point on the image plane. $f$ is focus length. $h$ is the size of the image sensor.

To obtain the relative position and posture between two cameras through the projection plate, we first obtain the relative position and posture between each camera and the projection plate, and then we obtain the relative position and posture between the cameras. In the first measurement by "Subject view", the equation of the projection plane is derived from the coordinates of the three projection points of the laser pointer, and from each parameter of the equation, the relative positional attitude between the camera and the projection plane is obtained. In the following section, Section 2.2, the relative
position and posture between Camera 1 and the projection plane are calculated from the coordinates in the virtual image plane of the projection marker irradiated by Camera 1 as input. In Measurement by "objective view", Section 2.3, the relative positions and postures of two cameras relative to each other are obtained from the relationship between the two cameras and the plane.


Figure 2. A model of the measurement system.

### 2.2. Measurement Position of the Projection Laser Marker from the Camera Image: 'Subject View'

In this section, we will determine the relative position and posture between a camera and the target projection plate. Our final aim is to construct an objective view model to measure the relative position and posture of each camera from projection laser markers on the target projection plate. However, we first examine the subject view model, which measures the position of the projection laser marker from the camera image, before the objective view model to realize this. In the subject view measurement, there is one camera, Camera 1, and it has three laser pointers. the geometric relationship between the camera and laser pointers is known, and three laser pointers were projected on the target projection plate to measure the relative position and posture between the camera and target projection plate. the position of the target projection plate was calculated from coordinates of three projection laser markers on the target projection plate. In this paper, the axis of the three laser pointers is parallel to the optical axis of the camera. Figure 3 shows a geometric model of the subject view. the relative position and posture between a camera and the target projection plate is calculated from position coordinates of the three projection laser markers of the camera.

Transformation from the image plane of Camera 1 to Camera 2 is expressed as follows using a vector of the point on a laser beam of camera 1, a position vector of projection point.

To obtain the relative position and posture between a camera and the target projection plate, equations of the target projection plate are determined using position coordinates of the three laser points on the target projection plate. We find an outer product from these two direction vector coordinates that were expressed in the camera coordinate system of Camera 1. the vector provided by the outer product of the direction vector is a normal aspect vector. Therefore, the values of this normal
vector are the parameters of the equation for the target projection plate. Using the magnitude of a normal vector $\left|\overrightarrow{n_{P R}}\right|$, a unit vector of the target projection plate's normal vector is expressed as follows:

$$
\frac{\overrightarrow{n_{P R}}}{\left|\overrightarrow{n_{P R}}\right|}=\frac{1}{\sqrt{a_{P R}^{2}+b_{P R}^{2}+c_{P R}^{2}}}\left(\begin{array}{c}
a_{P R}  \tag{2}\\
b_{P R} \\
c_{P R}
\end{array}\right)=\left(\begin{array}{c}
x_{n e P R} \\
y_{n e P R} \\
z_{n e P R}
\end{array}\right)
$$

Relative posture $\theta_{x p l}, \theta_{y p l}$ is expressed as follows using the previous equation:

$$
\begin{equation*}
\theta_{x p l}=\arcsin \left(-\frac{y_{n e P R}}{\cos \theta_{y p l}}\right), \theta_{y p l}=\arcsin \left(x_{n e P R}\right) \tag{3}
\end{equation*}
$$



Figure 3. Geometric model of the subject view.

### 2.3. Measurement Projection Laser Marker—Another Camera: 'Objective View'

In this section, we will determine the relative position and posture between Camera 1 and Camera 2 using the relative position and posture between the camera and the target projection plate. A geometric model of objective view is shown in Figure 2. Camera 2 has 5 laser pointers that have known geometric relationships with Camera 2, and the laser pointers project laser markers on the target projection plate to obtain the relative position and posture between Camera 1 and Camera 2. Three of the five laser pointers are parallel to the optical axis of Camera 2, and the other two are not parallel and have different postures. We obtain the relative position and posture between Camera 1 and Camera 2 by expressing the position of Camera 2's laser markers on the coordinate of Camera 1's image plane. There is a relationship between marker distance and the posture of Camera 2. The distance between laser markers $m=1-4$, which are parallel to the optical axis of Camera 2, is the same values when the posture of Camera 2 has the same positive/negative angle. the distance between laser markers $m=5$ or 6 and any other laser markers are not the same values when the posture of Camera 2 has the same positive/negative angle. In the case that the angle of Camera 2 was positive, $\theta_{x c 2 a}$ and $\theta_{y c 2}$ were opposite sign. In the case that the angle of Camera 2 was negative, $\theta_{x c 2 a}$ and $\theta_{y c 2}$ were the same sign. Six parameters are necessary to measure the relative position and posture between Camera 1 and Camera 2 by objective view. So we used three laser pointers that were parallel to the optical axis of Camera 2 as well as two laser pointers that were not parallel to the optical axis of Camera 2 and had different angles to each other. Three parallel pointers were aligned to the optical axis in the first,
second and fourth quadrants of the camera coordinates of Camera 2. These pointers are set to be symmetrical in the axis of the camera coordinates of Camera 2 . Two laser pointers with varying vectors an any degree of leaning were installed in the arbitrary position of the camera coordinate system of Camera 2. Camera 1 photographs the projected laser markers of camera 2, and the coordinates of the projection laser markers are expressed in the image plane coordinate system of Camera 1. The coordinates of the projection laser markers expressed in the image plane coordinate system of Camera 1 are converted into the coordinate system of Camera 1. $\theta_{z c 2}$ is obtained from the angles of laser markers $m=1$ and $m=3$. the angle $\theta_{z c 2}$ between the line of projection laser markers $m=1$ and $m$ $=3$ and the axis of $x_{c 1}$ is shown by the following equation:

$$
\theta_{z c 2}=\arctan \left(\frac{x_{P R}\left(\begin{array}{ll}
2 & 1
\end{array}\right)-c 1-x_{P R}\left(\begin{array}{ll}
2 & 3
\end{array}\right)-c 1}{y_{P R}\left(\begin{array}{ll}
2 & 1
\end{array}\right)-c 1-y_{P R}\left(\begin{array}{ll}
2 & 3 \tag{4}
\end{array}\right)-c 1}\right)
$$

The values from multiplying the coordinate level of the projection markers with a backlashing line of $\theta_{z c 2}$ are converted into the coordinates of the projection markers, which does not include the posture information $\theta_{z c 2}$ of Camera 2. Using the coordinates of the projection markers, the posture of Camera 1 is obtained from the distance between the projection laser markers. $\theta_{x c 2}$ is obtained from the distance ${ }^{c 1} d^{\prime}{ }_{P R}(2 \quad m-m \prime)-c 1$ between the projection laser markers $m=1$ and $m=3$, and $\theta_{y c 2}$ is obtained from the distance between the projection laser markers $m=1$ and $m=2 .{ }^{c 1} d_{P R}(2 \quad m-m)$-c1 is the distance between the projection laser markers when the posture of Camera 2 is the same as the posture of Camera 1. $\theta_{x c 2}$ and $\theta_{y c 2}$ are shown by the following equations:

$$
\begin{align*}
& \theta_{x c 2}=\arctan \left(\frac{{ }^{c 1} d_{P R}(21-3)-c 1}{}\left(\begin{array}{ll} 
& 1-1 d^{\prime} \\
& \\
P R & (21-3)-c 1
\end{array}\right)\right.  \tag{5}\\
& \theta_{y c 2}=\arctan \left(\frac{{ }^{c 1} d_{P R}\left(\begin{array}{ll}
2 & 1-2
\end{array}\right)-c 1}{\left.\sqrt{\left.{ }^{c 1 d_{P R}^{\prime}(2} 1-2\right)-c 1^{2}-\left(y_{P R}^{\prime}\left(\begin{array}{lll}
2 & 2
\end{array}\right)-c 1^{-y_{P R}^{\prime}}\left(\begin{array}{ll}
2 & 1
\end{array}\right)-c 1\right.}\right)^{\prime}}\right) \tag{6}
\end{align*}
$$

Postures $\theta_{x c 2}$ and $\theta_{y c 2}$ are confirmed whether they are opposite signs or the same signs as the angle of the projection laser markers $m=1$ and $m=2$. If it is an opposite sign it will be a negative number, and if it is the same sign it will be a positive number. Using projection markers $m=1-m=3$ irradiated parallel to the camera's optical axis, an imaginary projection point $m=4$ is needed for parallel irradiation to the camera optical axis and is located in the third quadrant of Camera 2. Because four laser pointers $m=1-4$ were installed symmetrically in the axis of the camera coordinate system, the intersection point of the diagonal rectangle of the marker that a parallel laser beam reflects to the camera's optical axis agrees with the camera's optical axis, and a point intersection in the plane does not depend on the change of the posture. Therefore, the intersection point of the straight line needs to be provided from the coordinates of the projection markers $m=1$ and 4 and the coordinates of the projection markers $m=2$ and 3 . Using the camera optical axis and the point of intersection provided, and because the intersection point is normal to the plane, positions $x_{c 2-c 1}$ and $y_{c 2-c 1}$ of Camera 2 are determined from the posture and $z_{c 2-c 1}$ of normal and calculated Camera 2. the intersection of diagonal lines of the projection laser markers is the intersection of the optical axis of Camera 1 and the target projection plate. A normal vector for the intersection of the optical axis of Camera 2 and the target projection
plate is expressed when the posture of Camera 2 changed. Then, the desired position, $x_{c 2-c 1}$ and $y_{c 2-c 1}$, are shown by the following equation:
where

$$
\begin{align*}
& \left.\left.(\text { inclination })_{m=1, m=4}=\frac{y_{P R}(2}{} 1\right)^{-c 1^{-y_{P R}}(2} 14\right)-c 1 ~\left(\begin{array}{lll} 
& 4
\end{array}\right. \\
& (\text { inclination })_{m=2, m=3}=\frac{y_{P R}\left(\begin{array}{ll}
2 & 3
\end{array}\right)-c 1^{-y_{P R}}\left(\begin{array}{ll}
2 & 2
\end{array}\right)-c 1}{x_{P R}\left(\begin{array}{ll}
2 & 3
\end{array}\right)-c 1^{-x}{ }_{P R}\left(\begin{array}{ll}
2 & 2
\end{array}\right)-c 1}  \tag{8}\\
& (\text { Intercept })_{m=1, m=4}=y_{P R}\left(\begin{array}{ll}
2 & 1
\end{array}\right)-c 1-(\text { inclination })_{m=1, m=4} \cdot x_{P R}\left(\begin{array}{ll}
2 & 1
\end{array}\right)-c 1 \\
& (\text { Intercept })_{m=2, m=3}=y_{P R}\left(\begin{array}{ll}
2 & 3
\end{array}\right)-c 1-(\text { inclination })_{m=2, m=3} \cdot x_{P R}\left(\begin{array}{ll}
2 & 3
\end{array}\right)-c 1
\end{align*}
$$

$z_{c 2-c 1}$ is obtained from in the same way as in the above equation. the posture of Camera 2 is narrowed down to two patterns. A projection marker coordinate is calculated using the results of two simulation patterns. the distance between the markers of $m=5$ and $m=6$ is determined from the coordinates by simulation. From the above equations, our method results in a larger displacement of the laser projection points on the projection plane due to changes in position and posture as the laser light spacing becomes longer. This feature is not present in other methods, such as RGB-d sensors, where the accuracy of the position and posture to be measured is improved by increasing the distance between the laser beams.

## 3. Measurement System

Figure 4 shows the entire measurement system. This system consists of Camera 1, Camera 2 and the laser pointers. Each camera was set on grid paper. the laser-marking device and the grid paper could make the position of the camera highly precise. Figure 5 shows the measurement unit of Camera 1, and Figure 6 shows the measurement unit of Camera 2. Each unit consists of a camera, laser pointers, mounts for the laser pointer, tilt stages for the laser pointer, a rotary stage for the unit and a gonio stage for the unit. Red ( 650 nm ) and green ( 532 nm ) color laser pointers were used to distinguish individual laser markers. They were set on the tilt stages. the tilt stage adjusts the laser pointer angle to collimate the laser beam and the optical axis of camera. One of Camera 2's laser pointers was set to not collimate laser beams and the optical axis of Camera 2.


Figure 4. The entire measurement system.


Figure 5. (a) Front view; (b) side view of the measurement unit of Camera 1.


Figure 6. (a) Front view; (b) Side view of the measurement unit of camera 2. Camera unit: Imaginsource/DFK23UP031, CMOS color, $2592 \times 1944$ pixels, 15 fps. Lens: VS-Technology/SV-H Series SV-7525H, $\mathrm{f}=12 \mathrm{~mm}, 31.2 \times 40.8 \mathrm{deg}$. (2/3").

## 4. Relative Position and Posture Measurement by Subject View

### 4.1. Relative Position Measurement by Subject View

This experiment was to verify the effectiveness of measurement position of the projection target plate from the camera image using subject view. Figure 7 shows an image of the measurement by subject view. Three laser markers were irradiated on the target projection plate in parallel with the optical axis of Camera 1. the relative position and posture between Camera 1 and the target projection plate were calculated from the position of laser markers on the target projection plate. Camera 1 was confronted with the target projection plate. the distance between Camera 1 and the target projection plate was changed from 1000 mm to 7000 mm every 1000 mm along the $z_{c 1}$ axis.

Figure 8 shows position measurement results by subject view. the maximum position error was $2.8 \%$. This system could measure positions with an error less than 50 mm in the range of shooting
distance from 1000 to 4000 mm . However, the measurement position error in the range of shooting distance from 5000 to 7000 mm was over 50 mm because as the measurement distance increased, the image resolution per pixel decreased.


Figure 7. Experiment image of position measurement by subject view.


Figure 8. Position measurement result by subject view.

### 4.2. Relative Posture Measurement by Subject View

This experiment was to verify the effectiveness of measurement posture of the projection target plate from the camera image using subject view. Figure 9 shows an image of the measurement by subject view. $x_{c 1}$ axis was changed by a goniometer stage, and $y_{c 1}$ axis was changed by a rotary stage. In the relative posture measurement, the posture of the projection laser marker from the camera image was measured when only the $x_{c 1}$ axis was changed, only the $y_{c 1}$ axis was changed and when both axes were changed. the distance between Camera 1 and the projection target plate was 300 mm along the $z_{c 1}$ axis. Each axis was changed from -20 degrees to +20 degrees every 5 degrees.

Figure 10 shows the posture measurement results by subject view. the maximum error was 0.5 degrees when $\theta_{x c 1}$ changed, as shown in Figure 10a, and it was able to measure posture with sufficient accuracy. the maximum error was 6.6 degrees when $\theta_{y c 1}$ changed, as shown in Figure 10b, and it was sufficiently accurate less than 300 mm . the maximum error around the $x_{c 1}$ axis was 2.6 degrees when $\theta_{x c 1}$ and $\theta_{y c 1}$
changed, and posture was measured with sufficient accuracy. However, the maximum error around the $y_{c 1}$ axis was 11.7 degrees, which was caused by an installation error of the target projection plate and all laser markers not being completely parallel.


Figure 9. Image of posture measurement by subject view.


Figure 10. (a) $\theta_{x c 1}$ changed; (b) $\theta_{y c 1}$ changed; posture measurement result by subject view.

## 5. Relative Position and Posture Measurement by Objective View

### 5.1. Relative Position Measurement by Objective View

This experiment was to verify the effectiveness of the measurement position of Camera 2 from Camera 1's image using the objective view. the relative position and posture between Camera 1 and Camera 2 were obtained by measuring the laser markers of Camera 2 projected on the target projection plate. Figure 11 shows an image of the measurement by objective view. Camera 2 had five laser markers: three laser markers were parallel to the optical axis of Camera 2, and the other two laser markers were not parallel to each other. Camera 1 had three laser markers that were parallel to the optical axis of
camera 1, as described previously in chapter 4 . Camera 1 and Camera 2 were confronted with the target projection plate. the distance between Camera 1 and the target projection plate was changed from 1800 mm along the $z_{c 1}$ axis. the position of Camera 2 was changed with the coordinates of Camera $1:(-300,-35,300),(-300,-35,600),(-200,-35,300),(-200,-35,600),(200,-35,300),(200,-35,600)$, (300, -35, 300), (300, -35, 600).

Figure 12 shows position measurement results by objective view. the maximum position error of $x$ was 2.5 mm , the maximum position error of $y$ was 19 mm and the maximum position error of $z$ was 32 mm . In these experiment, when the measurement distance is within 1800 mm , the measurement error for the measurement distance is less than $1.8 \%$. the position errors of $y$ and $z$ were larger than position error of $x$, and this was caused by errors in setting the posture of laser markers.


Figure 11. Experiment image of position measurement by objective view.


Figure 12. Position measurement results by objective view.

### 5.2. Relative Posture Measurements by Objective View

This experiment was to verify the effectiveness of the measurement posture of Camera 2 from Camera 1's image using the objective view. Figure 13 shows an image of the measurement by objective view. For Camera 2 , the $x_{c 2}$ axis and $z_{c 2}$ axis were changed by a 2 -axis goniometer stage, and the $y_{c 2}$ axis was changed by a rotary stage. In the relative posture measurement, the projection laser marker posture of Camera 2 from Camera 1's image was measured when only the $x_{c 2}$ axis was changed, only the $y_{c 2}$ axis was changed, only the $z_{c 2}$ axis was changed, when two axes were changed and when all three axes were changed. the distance between Camera 1 and the projection target plate was 1900 mm along the $z_{c 1}$ axis. the position of Camera 2 was changed with the coordinates of Camera $1:(-400,-35,1200)$, $(-400,-35,1400),(-200,-35,-100),(-400,-35,1500)$. Each axis of camera 2 was changed from 0 degrees to 60 degrees every 5 degrees.


Figure 13. Image of posture measurement by objective view.
Figure 14 shows posture measurement results by objective view. From Figure 14a, the maximum error of $\theta_{x c 2}$ was 12.5 degrees, the maximum error of $\theta_{y c 2}$ was 4 degrees and the maximum error of $\theta_{z c 2}$ was 1.7 degrees when only the axis changed. In these experiment, when the measurement distance is within 1900 mm , the measurement error of $\theta_{y c 2}$ and $\theta_{z c 2}$ for the measurement distance is less than $6.7 \%$. Figure 14 b shows the relationship between the posture of Camera 2 and the distance of the laser markers. the distance between the laser markers increased exponentially with the change of posture. Because the distance of the laser markers of Camera 2 was not long enough, the error for $\theta_{x c 2}$ became large. Figure 14c shows the measurement posture when two axes changed, and Figure 14d shows it when three axes changed. the maximum error of $\theta_{x c 2}$ was 3.9 degrees and the maximum error of $\theta_{y c 2}$ was 3.8 degrees when $\theta_{x c 2}$ and $\theta_{y c 2}$ changed. the maximum error of $\theta_{x c 2}$ was 3.8 degrees, the maximum error of $\theta_{y c 2}$ was 5.1 degrees and the maximum error of $\theta_{z c 2}$ was 2.4 degrees when $\theta_{x c 2}$ and $\theta_{y c 2}$ changed. They were sufficiently accurate.


Figure 14. (a) $\theta_{z c 2}$ changed; (b) relation between posture and distance of laser markers; (c) $\theta_{x c 2}$ and $\theta_{y c 2}$ changed; (d) Three axes $\left(\theta_{x c 2}, \theta_{y c 2}\right.$ and $\left.\theta_{z c 2}\right)$ changed; measurement results by objective view.

## 6. Conclusions

In this paper, we developed a system to sense the position and posture of a mobile robot. It used laser projection markers and cameras, and it has a very simple configuration. the camera photographed a target structure and projection laser markers, and the position and posture of the camera and mobile robot were calculated by an image application. We examined the number of necessary laser markers, and we verified this method by experiment. the study results are summarized below.
(1) In the position measurement by subject view, the maximum position error was $2.8 \%$. This system could measure position with an error less than 50 mm in the range of shooting distance from 1000 mm to 4000 mm .
(2) In the posture measurement by subject view, the maximum error was 0.5 degrees when $\theta_{x c 1}$ changed, the maximum error was 6.6 degrees when $\theta_{y c 1}$ changed and the maximum error around the $x_{c 1}$ axis was 2.6 degrees when $\theta_{x c 1}$ and $\theta_{y c 1}$ changed. They were sufficiently accurate for less than 300 mm .
(3) In the position measurement by objective view, the maximum position error of $x$ was 2.5 mm , the maximum position error of $y$ was 19 mm and the maximum position error of $z$ was 32 mm . They were sufficiently accurate for less than 1800 mm .
(4) In the posture measurement by objective view, the maximum error of $\theta_{x c 2}$ was 12.5 degrees, the maximum error of $\theta_{y c 2}$ was 4 degrees and the maximum error of $\theta_{z c 2}$ was 1.7 degrees when only the axis changed. $\theta_{y c 2}$ and $\theta_{z c 2}$ had sufficient accuracies less than 1900 mm . the maximum
error of $\theta_{x c 2}$ was 3.9 degrees and the maximum error of $\theta_{y c 2}$ was 3.8 degrees when $\theta_{x c 2}$ and $\theta_{y c 2}$ changed. the maximum error of $\theta_{x c 2}$ was 3.8 degrees, the maximum error of $\theta_{y c 2}$ was 5.1 degrees and the maximum error of $\theta_{z c 2}$ was 2.4 degrees when $\theta_{x c 2}$ and $\theta_{y c 2}$ changed. They were sufficiently accurate.
(5) A relationship was found between the posture of Camera 2 and distance of laser markers. the distance between laser markers increased exponentially as the posture changed. Because the distance of laser markers of Camera 2 was not long enough, the error for $\theta_{x c 2}$ became large.
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