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Abstract: This paper proposes an external breaking vibration identification method of transmission
line tower based on a radio frequency identification (RFID) sensor and deep learning. The RFID sensor
is designed to obtain the vibration signal of the transmission line tower. In order to achieve long-time
monitoring and longer working distance, the proposed RFID sensor tag employs a photovoltaic cell
combined with a super capacitor as the power management module. convolution neural network
(CNN) is adopted to extract the characteristics of vibration signals and relevance vector machine
(RVM) is then employed to achieve vibration pattern identification. Furthermore, the Softmax
classifier and gradient descent method are used to adjust the weights and thresholds of CNN, so as
to obtain a high-precision identification structure. The experiment results show that the minimum
sensitivity of the proposed solar-powered RFID sensor tag is −29 dBm and the discharge duration of
the super capacitor is 63.35 h when the query frequencies are 5/min. The optimum batch size of CNN
is 5, and the optimum number of convolution cores in the first layer and the second layer are 2 and 4,
respectively. The maximum number of iterations is 10 times. The vibration identification accuracy of
the proposed method is over 99% under three different conditions.

Keywords: Tower vibration identification; RFID sensor; Convolutional neural network; Relevance
vector machine

1. Introduction

Towers bear the actions of the transmission line and ground line, and keeps a certain safe distance
between conductors, earth and tower. Its stability and reliability is the guarantee for operational safety
of the whole transmission line system. The vibration caused by external breaking conditions such as
engineering construction, stolen sawing and stealing demolition will result in bending deformation of
the towers, shorten the service life of the towers, and even lead to major disasters such as collapse of
the towers [1,2].

Thanks to convenience and the economy, various wireless sensor network technologies, such as
ZigBee [3,4], Lora [5,6] and NB-IoT [7,8], have been widely used in the field of industrial environmental
monitoring. However, these monitoring sensor network nodes based on the above technologies exhibit
the disadvantages of complex circuit structure and high power consumption, which has to be powered
by extra batteries, and is not suitable for long-term online monitoring. In recent years, the design of
radio frequency identification (RFID) sensor tags has aroused widespread interest. Due to the working
mechanism of backscattering, RFID sensor tags show the characteristics of simple circuit structure, low
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cost and low power consumption [9], which is especially suitable for long-term monitoring. Moreover,
because each RFID sensor tag has unique ID information, it is suitable for rapid fault location.

There are various design methods of the RFID sensor system. The works [10,11] present the designs
of chipless RFID sensors, which make use of sensor signals to directly modulate the backscattering
performances of the antenna. These chipless RFID sensors show the advantages of ultra-low cost;
however, they are single function and are not able to compose the sensor network due to the lack of
digital blocks. Most chip-based RFID sensors work on ultra-high frequency for high communication
speed and no-contact operation. The works [12,13] present the designs of passive RFID sensor tags
which harvest wireless energy from the RFID reader. These passive RFID sensors show the advantages
of low-cost and long time monitoring. However, the working distance of a passive RFID sensor tag is
relatively short and generally no more than 10 m. In order to extend the working distance, the active
RFID sensor tags [14,15] employ auxiliary batteries as the power supply. However, the limited working
life of batteries makes active RFID sensors not suitable for long-term monitoring. Therefore, the research
of energy supply is the key to the design of RFID sensor tags. Self-powered RFID sensor tags combine
the advantages of passive and active RFID tags [16]. It is not only suitable for long-term monitoring,
but also can achieve a longer working distance similar to active RFID sensors. Solar energy shows the
advantages of high energy density, green environmental protection and mature development, which is
especially suitable for a wireless sensor power supply [17].

The vibration identification of transmission line towers can be summarized as the problem of
pattern identification. Firstly, the vibration signals of transmission line towers are pre-processed by
signal amplification and filtering. Then, the characteristic parameters such as vibration frequency
and vibration damping ratio are extracted as the input parameters of the neural network, and the
neural network model is trained to realize the automatic identification of vibration patterns of towers.
With the development of artificial intelligence technology, the artificial neural network algorithm has
been widely used in bearing fault diagnosis [18], equipment condition monitoring [19], bridge damage
identification [20] and etc. However, as a shallow structure, the artificial neural network exhibits low
learning ability and generalization ability, which is easily lead to over-fitting, difficult convergence and
local optimum problems [21–23]. Moreover, the current feature extraction methods, such as Fourier
transform and wavelet transform, use fewer parameters and cannot fully reflect the mode information
of vibration signals [24,25].

This paper proposes an external breaking vibration identification method of transmission line
tower based on the radio frequency identification (RFID) sensor and deep learning. The RFID sensor is
designed to acquire the vibration signal of the transmission line tower under different conditions. The
photovoltaic cell combined with the super capacitor is used as a power management module to realize
long-time monitoring and longer communication distance. For achieving high precision and high
efficiency, the convolution neural network (CNN) is adopted to extract the features of vibration signals
and then the relevance vector machine (RVM) is employed to achieve vibration pattern identification.

The rest of the paper is organized as follows. In Section 2, we design a solar-powered RFID sensor
to obtain the vibration signal of the transmission line tower. In Section 3 we establish a vibration
identification model based on CNN and RVM. The experiment and simulation results are shown and
discussed in detail in Section 4. The conclusion is then made in Section 5.

2. Design of Solar-Powered RFID Sensor

Figure 1 shows the structure of the proposed solar-powered RFID sensor tag, which is composed of
a communication module, power management module and digital module. The communication module
is composed of a communication antenna and RFID communication chip, which is responsible for
transmitting, receiving, modulating and demodulating the sensor tag signal. The power management
module is composed of a photovoltaic cell, super capacitor management module and voltage regulator,
which is responsible for converting the solar energy into a stable power supply for the tag. The
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digital module is composed of a micro-controller unit (MCU) and sensors, which are responsible for
controlling the whole sensor tag and sensor signal conversion.
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quickly store the electric energy in two 5 F/5 V super capacitor C1 and C2 in series. When the super 
capacitor is fully charged, the charge pump continuously outputs the electric energy of 5.3 V voltage 
and 150 mA current to the low dropout regulator (LDO) TPS780. This LDO can output a stable 
voltage of 3 V to supply the RFID sensor. When the light is insufficient, the super capacitor starts to 
output electric energy to ensure that the RFID sensor continues to work normally, with a long 
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not only can make the most of the energy when the sun is full, but also can provide a stable energy 
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Figure 1. Architecture of the solar-powered radio frequency identification (RFID) sensor tag.

The energy management module is key for the design of the sensor tag. The proposed energy
management scheme of the RFID sensor tag is shown in Figure 2. When the light is sufficient, the fast
charging module first stores the energy of the super capacitor, and then supplies power to the tag
through the voltage regulator. When the light is weak, the charging module stops working, and the
super capacitor starts discharging to keep its normal operation. When the RFID sensor tag works
in sleep mode, its current consumption is only in the size of µA, so the tag can extend the discharge
time of the super capacitor through reducing the communication frequency. The upper computer can
intelligently adjust the reading frequency of the reader by analyzing the ambient light intensity to
extend the monitoring life of the tag.
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The schematic of the proposed power management module is shown in Figure 3. The photovoltaic
cell collects and converts the light energy into electric energy, which is then filtered and output to
the DC-DC charge pump LTC3225. This charge pump with low threshold voltage can quickly store
the electric energy in two 5 F/5 V super capacitor C1 and C2 in series. When the super capacitor is
fully charged, the charge pump continuously outputs the electric energy of 5.3 V voltage and 150 mA
current to the low dropout regulator (LDO) TPS780. This LDO can output a stable voltage of 3 V to
supply the RFID sensor. When the light is insufficient, the super capacitor starts to output electric
energy to ensure that the RFID sensor continues to work normally, with a long discharge time and a
large voltage range of 5 V to 3.2 V. The designed energy management circuit not only can make the
most of the energy when the sun is full, but also can provide a stable energy when the light is weak.
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The discharge time of the super capacitor is important for the RFID sensor system, which
determines the maximum working time of the tag without energy harvesting. As an energy storage
device, the complete discharge time of the super capacitor can be described as:

Tdis = Cout(
∆V
ILoad

−RESR) (1)

where Cout represents the total output capacitance of the tag, ∆V is the voltage drop of Cout, and RESR
represents the equivalent resistance of Cout. The current consumption ILoad of the tag in this design is
only in the size of µA. When the super capacitor starts discharging from 5 V to 3.2 V, its continuous
discharge time can last for dozens of hours.

3. Deep Learning Model

Deep learning is a kind of machine learning technology, which has a deep hierarchical structure
of automatic feature extraction and can be used for pattern analysis and classification. The convolution
neural network imitates the mammalian visual neural network and adopts the information processing
mode of hierarchical feature extraction. It first extracts the low-level features of the input information,
which is then combined into the high-level feature information at the high-level. After the multi-level
feature transferring, it can obtain enough high-level feature information, and then calculates the
final output.

3.1. Identification Process

Figure 4 shows the flow chart of the vibration signal identification used in this paper. Firstly,
one-dimensional samples of vibration signals are pre-processed and transformed into a corresponding
two-dimensional matrix form. Then, the training samples are output to the deep learning model and
fine-tuned with Softmax algorithm [26], so as to obtain a high-performance deep feature extraction
model. After obtaining the feature vectors with high discrimination, they are trained in the correlation
vector machine to obtain the vibration identification model and realize the automatic identification of
the tower vibration pattern.
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3.2. Data Preprocessing

Deep learning algorithms such as CNN and denoising autoencoder (DAE) are mainly used to
recognize two-dimensional signals [27], so when they are applied to one-dimensional signals such as
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vibration signals and speech signals, it is necessary to pre-process these signals and transfer them into
two-dimensional forms. In this paper, the delay embedding technique is introduced to achieve this
transformation. The vibration signal is a one-dimensional sequence {xi, i = 1, 2, . . . , N}, where N is the
number of sampling points. The vector Xi can be obtained by combining the original signal sequence
xi after delay:

Xi = (xi, x(i+τ), x(i+2τ), . . . , x[i+(m−1)τ])
T (2)

where τ is the delay time, m is the embedding dimension. If i = 1, 2, . . . , N-m, the N-m vector sequences
Xi with embedding dimension m can be obtained by delay combination, and then the vector space X
can be described as:

X =



x1 x2 x3 . . . x[N+(m−1)τ]
x(1+τ) x(2+τ) x(3+τ) . . . x[N+(m−2)τ]
x(1+2τ) x(2+2τ) x(3+2τ) . . . x[N+(m−3)τ]
. . . . . . . . . . . . . . .

x[1+(m−1)τ] x[2+(m−1)τ] x[3+(m−1)τ] . . . xN


(3)

where each column represents a vector, which can be regarded as a phase point Xi in the phase space.
In Equation (3), the parameters τ and m can be obtained by the Cross Correlation (C-C) algorithm [28].

3.3. Convolutional Neural Network

CNN is a kind of deep learning neural network developed in recent years. The algorithm learns
data features layer by layer through the arrangement of several serial convolution layers and pooling
layers, avoiding the drawbacks of traditional machine learning algorithms that need to extract data
features manually [29]. As shown in Figure 5, the hidden layer is mainly composed of an alternately
repeated convolution layer and pooling layer. Each characteristic matrix can be regarded as a plane.
Different planes correspond to different convolution kernels, which makes feature extraction more
sufficient. In the learning process of CNN, back propagation (BP) algorithm is used to adjust the
weight matrix by reducing the mean square error between ideal output and actual output. Finally,
the invariant features of translation, rotation and scaling in input data can be obtained.
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3.4. Relevant Vector Machine

RVM is a sparse probability model similar to SVM. It has the same function as SVM and can
achieve the same identification accuracy as SVM [30]. The main principle of RVM is to obtain the
relevant vectors and weights by maximizing the marginal likelihood. RVM model expressions can be
summarized as follows:

p
(
ti
∣∣∣t,α, σ2

)
= N

(
ti
∣∣∣yi, σ2

i

)
(4)

yi = Φ(xi)µ (5)

σ2
i = σ2

MP + Φ(xi)
T
∑

Φ(xi) (6)

It can be seen that the purpose of prediction is to get y(xi; µ) directly. In addition, the prediction
expectation is the sum result of each basis function after weighting, and the prediction difference is the
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result of the combination of error and prediction. As for any new input variable, the predicted value of
the output variable can be obtained by using the expression of yi.

4. Simulation and Experiment Results and Discussion

4.1. Solar-Powered RFID Sensor Tag Test

Figure 6 shows the prototype of the proposed solar-powered RFID sensor tag, which components
are listed in Table 1. The photovoltaic cell covers 8 × 8 cm2, and its maximum output voltage is 5
V, the maximum output current is 160 mA, and the maximum output power is 0.8 W. The DC-DC
Charge Pump adopts LTC3225 which opening voltage is 2.8 V. The RF chip adopts Monza X-8K which
impedance is 19−172 JΩ at 915 MHz. The MCU module employs MSP430FR6964 which was set as the
energy-saving mode with a working frequency of 1 MHz to achieve the function of I2C read-write and
ADC sampling. The sensor module adopts the three-axis acceleration sensor ADXL372, which supports
I2C bus output and can reach the acceleration measurement range of 200 g. In order to improve the
metal resistance, the proposed RFID antenna employs microstrip antenna with U-slot architecture to
reduce the antenna size. The printed circuit board (PCB) adopts FR4 board with dielectric constant of
4.5 and thickness of 2 mm.
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Table 1. Components list of the proposed RFID sensor.

Components Type

MCU MSP430FR6964
RIFD Chip Monza X-8K

Acceleration Sensor ADXL372
DC-DC Charge Pump LTC3225

LDO TPS780
Photovoltaic Cell 8 × 8 cm2

Communication Antenna Microstrip, 915MHz

Figure 7a shows the test environment in the lab. The communication performances of the designed
RFID sensor tag were firstly tested in the lab by a specialized RFID tester JX-R1200 produced by JX
Instrumentation, China. The distance between the RFID sensor and the RFID reader is set to be 2 m,
and the transmitting power of the reader is 4 W. Figure 7b shows the measured communication flow.
The reader first sends Select command to the RFID sensor tag. After that, the Query command is sent
to the sensor, which then responds to the reader with RN16. The reader then issues ACK command to
obtain ID information of the sensor including the measurement data. Finally, the reader sends Re1_RN
command to get the Handle response. From Figure 7 we know that the measured communication flow
is according to the RFID protocol of ISO18000-6C. Furthermore, we can also distinguish the unique ID
from the received ID information, which proves the rapid positioning ability of the proposed RFID
sensor tag.
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In order to test the maximum working distance in the lab, a 3 V battery was used to replace the
photovoltaic cell. As shown in Figure 8, the measured center frequency of the antenna is 915 MHz,
and the corresponding return loss S11 is −26 dB, which conforms to ISO18000-6C protocol that the
value of S11 at the center frequency should be lower than −10 dB. Tag sensitivity is defined as the
minimum received signal power that can activate the tag. In order to test the tag sensitivity, the antenna
of the RFID sensor tag was placed vertically with the RIFD reader for the maximum received power of
the tag. As can be seen from Figure 8, the minimum sensitivity of the tag is about −29 dBm, which
corresponds to a maximum working distance of 21 m under the RFID reader power of 3.2 W.
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Table 2 shows the discharge duration of the super capacitor under different query frequencies of
the RFID reader. When the query frequencies are 20/min, 10/min and 5/min respectively, the measured
discharge duration is 27.3 h, 46.5 h and 63.35 h, respectively. The measured results show that the
proposed RFID sensor tag can continue to work normally when there is no sun exposure, and when
the reader query frequency is smaller, its discharge time is longer, which meets the needs of long-time
monitoring design.
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Table 2. Discharge time of the super capacitor at different queries frequency.

Query Frequency (/min) Initial Voltage (V) Final Voltage (V) Initial Time Final Time

20 5.31 3.2 13:05
(1st day)

16:25
(2nd day)

10 5.28 3.19 14:35
(1st day)

13:05
(2nd day)

5 5.32 3.22 08:10
(1st day)

23:31
(2nd day)

Table 3 summarizes the power supply and the maximum operating distance of various UHF RFID
sensor tag designs. The passive RFID sensor tags [12,13] harvest the wireless energy from the RFID
reader and these sensors are suitable for long-time monitoring. The active RFID sensor tags [14,15]
can achieve longer operating distance with auxiliary battery, however their working lives are usually
1–2 years due to limited battery energy. The self-powered RFID sensor combines the advantages of
passive tags and active tags and can achieve similar operating distances as active tags. Compared to
the vibration-powered RFID sensor [16], the proposed RFID sensor adopts solar energy as the power
supply which is more convenient and lower cost.

Table 3. Comparison between various designs of RFID sensors.

Design Power Supply Maximum Distance/Reader Power (m/W)

[12] RFID reader 10/2
[13] RFID reader 9.8/2
[14] Battery 22/3.2
[15] Battery 17.4/2
[16] Vibration energy 18.2/3.2

This work Solar energy 21/3.2

4.2. Identification Scheme Results

The server configuration for our test is shown in Table 4. In this paper, Python is used as the
programming language, and Tensorflow2.0 is used to build the model framework.

Table 4. Server configuration.

Components Parameter

Operating System Ubuntu16.04
Memory 8G

CPU Intel Core i7-8700
GPU NVIDIA GTX1070ti
RAM 8G

4.2.1. Training Sample Acquisition

As shown in the Figure 9, a 500 kV transmission line tower (SDJ1) was selected for our experiment.
The RFID sensor tag was installed in the middle of the fixed support bar of the tower. The antenna of
the RFID sensor tag was placed vertically with the RIFD reader to achieve the optimal communication
performances. In order to simulate the behavior of artificial external breaking vibration of the tower, this
paper employed metal tools of three different materials to obtain 1000 groups of vibration experimental
data of the tower respectively. We also collected the vibration signals of the tower under two different
environments of ice-free wind excitation and ice-covered wind excitation. Table 5 shows the sample
data set under nine different conditions. The sampling frequency and the sampling time of each group
were set to be 500 Hz and 100 ms respectively, which means there were 50 sample points in each group.
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Table 5. Sample data set.

Vibration Type Wind Speed (m/s) Sample Size (group)

Simulated external breaking (Iron bar) 0.3 1000
Simulated external breaking (Rubber bar) 0.1 1000

Simulated external breaking (Stick) 0.5 1000
Wind excitation under no ice-covered condition 1.8 1000
Wind excitation under no ice-covered condition 7.9 1000
Wind excitation under no ice-covered condition 11.2 1000

Wind excitation under ice-covered condition 3.9 1000
Wind excitation under ice-covered condition 10.5 1000
Wind excitation under ice-covered condition 12.7 1000

4.2.2. CNN Training

The pre-processed samples were fed into the CNN algorithm, and convolution and pooling
operations were carried out according to the method shown in Section 3. Then the output vectors
were fed into Softmax classifier and the CNN was fine-tuned by the gradient descent method. The
parameters of the CNN model are shown in Table 6. According to our experience, the learning rate,
the weight attenuation and the dropout were set to be 0.001, 0.005 and 0.75, respectively.

Table 6. CNN model parameters.

Network Layer Parameter Name Parameter Quantity Step Output

Input / / / 1 × 1024
Conv-1 Convolution kernel 32@1 × 32 1 × 1 32@1 × 1024

Pooling-1 Pooling area 1 × 2 1 × 2 32@1 × 512
Conv-2 Convolution kernel 64@1 × 16 1 × 1 64@1 × 512

Pooling-2 Pooling area 1 × 2 1 × 2 64@1 × 256
Conv-3 Convolution kernel 64@1 × 8 1 × 1 64@1 × 256

Pooling-3 Pooling area 1 × 2 1 × 2 64@1 × 128
Fully connected-1 Linking weight 1024 × 500 / 500
Fully connected-2 Linking weight 500 × 10 / 10

When extracting vibration signal features, the selection of structural parameters has a great
influence on the extraction results. Therefore, in order to reflect the ability of CNN to extract deep
features of tower vibration signals, it is necessary to select appropriate parameters. The number of
iterations, the size of convolution kernels and the number of convolution kernels have great influences
on the identification parameters. In order to select the best network parameters, the following three
parameters will be further analyzed.
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1. Number of iterations

Iteration is essentially a process of approaching the desired goal. The fewer iterations, the less
satisfactory the fitting effect is. But the number of iterations is not infinite. When the number of
iterations increases to a certain extent, the error will not be reduced. At the same time, the problem of
time cost should also be considered. Therefore, the appropriate number of iterations must satisfy the
specific identification rate, but also have a relatively low time cost.

As shown in Table 5, this experiment collected 9000 groups vibration samples under nine different
conditions. Fifty percent of the total samples were sent to CNN network for training. After 10
repetitions, the average classification accuracy of Softmax classifier was taken as the evaluation
criterion, and the correlation between iteration times and classification accuracy was obtained. As
shown in Figure 10, different curves in the graph represent different convolution kernels. It can be seen
that when the number of iterations is more than 5, the identification accuracy is more than 90%. When
the number of iterations is more than 8, the identification accuracy is more than 99%. But when the
number of iterations further increases, the identification accuracy tends to be stable. Therefore, this
paper chose 8 as the number of iterations, which can satisfy the higher classification accuracy and the
lower time cost at the same time.
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2. Mini-batch

A complete iteration process can be decomposed into a random batch size sample for batch
training, and then adjust the weights once, until all training samples are input. The batch size is the
same as the number of iterations. It is necessary to select a larger batch size value while considering
the time cost.

The number of iterations is selected as 8 according to the conclusion of the previous experiment.
The principle of batch size selection must first satisfy the need to divide the number of training samples,
so the size of batch size should be 2, 4, 5, 8, 10, 20, 25, 40 and 50, respectively. The relationship between
classification accuracy and batch size is shown in Figure 11.

It can be seen that, when the batch size is less than 8, the change of batch size has little effect on
the classification accuracy. When the batch size is larger than 8, the classification accuracy decreases
obviously with the increase of batch size. When the total number of samples is determined, a relatively
small batch size should be selected under the condition that the number of training samples can be
divided. Considering the time cost factor, the batch size of this paper was set to be 5.
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3. Number of convolution kernels

How many features can be extracted from a set of data means how many convolution kernels
it has. In the process of convolution calculation, the number of convolution kernels and extraction
features are one-to-one correspondence, but the number of convolution kernels is proportional to the
time. It is not only that the more convolution kernels, the better the extracted features; the longer the
operation time will also affect the identification effect. Therefore, it should choose the appropriate
number of convolution kernels based on the complexity of image and classification.

In order to simplify the experiment, the average accuracy of 10 identifications was also used
as the evaluation marker. Only when the number of convolution kernels in the second layer was
multiplied by the number of convolution kernels in the first layer is considered. Figure 12 shows the
change curve of the number of convolution kernels and identification accuracy. The abscissa is the
number of convolution kernels in the first layer and the ordinate is the identification accuracy. The
different curves represent the different proportion of the convolution kernels in the second layer and
the convolution kernels in the first layer.Electronics 2020, 9, 519 12 of 15 
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It can be found from Figure 12 that the number of convolution kernels in the first layer is greater
than 1, and the number of convolution kernels in the second layer is 2–4 times of the number of
convolution kernels in the first layer, which can not only make the identification effect good, but also
make the training time lower than the time required for higher multiples.
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4.2.3. RVM Identification

Softmax classifier is a generalization of regression classifier, which belongs to a weak classifier in
essence, so its identification ability is not enough to meet the requirements of pattern identification of
tower vibration signals in complex environment. In this paper, Softmax is only a means to supervise
CNN fine-tuning, which will be removed after global fine-tuning. The next step is to complete pattern
identification by a better performance classifier after fault feature extraction.

It can be seen from Section 3 that RVM is based on Bayesian learning principle and has both
identification accuracy and training efficiency. Therefore, this paper chooses RVM algorithm as the
final identification algorithm, and inputs the characteristic vector of CNN output into RVM for training,
so as to obtain RVM identification model. In this step, 9000 groups of samples were re-sampled,
50% of each class of samples were taken as training samples, and another 50% were taken as test
samples. Among them, the simulated external breaking vibration samples are positive samples, while
the ice-covered wind and non-ice-wind excitation vibration samples are negative samples.

4.2.4. Model Classification Results

In this paper, 4500 groups of test samples were used to test the identification ability of CNN-RVM
identification algorithm. The test results are shown in Table 7. It can be seen that, for three different
types of vibration signals, the algorithm has better identification accuracy and meets the actual needs
of tower vibration identification.

Table 7. Test results of CNN-relevance vector machine (RVM) model.

Vibration Type Accuracy

Simulated vibration 99.27%
No ice wind excitation 99.67%

Ice wind excitation 99.33%

In order to further verify the performances of the identification model proposed in this paper,
several common vibration signal identification algorithms were used to train and test the same set of
sample data. The results are shown in Table 8.

Table 8. Performances comparison between various identification algorithms.

Vibration Type Simulated Vibration No ice Wind Excitation Ice Wind Excitation

FFT-BP 69.66% 60.33% 68.43%
FFT-SVM 82.15% 85.62% 81.88%
FFT-RVM 84.26% 88.33% 85.22%

CNN-SVM 95.11% 97.72% 93.44%
CNN-RVM 99.27% 99.67% 99.33%

From the above results, we can see that the traditional feature extraction method based on fast
Fourier transform (FFT) has low identification accuracy because of its limited feature extraction ability.
The identification accuracy of the two models constructed by CNN is both over 90%, which indicates
the superior performance of CNN in extracting the inner deep features of signals. In addition, it also
can be found that RVM algorithm has higher identification accuracy than SVM.

5. Conclusions

In this paper, we aimed to develop an external breaking vibration identification method of
transmission line tower based on RFID sensor and deep learning. The key technique innovation in this
paper includes: (1) Design a solar-powered RFID sensor to obtain the vibration signal of transmission
line tower under different conditions. (2) Propose a vibration identification mode of transmission
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line tower based on CNN-RVM. Experiment results show that the proposed solar-powered RFID
sensor tag can achieve the minimum sensitivity of –29 dBm and the discharge duration of super
capacitor is 63.35 h when the query frequencies are 5/min. In order to verify the validity and stability
of the proposed vibration identification model, the tower vibration signals are input into different
methods for comparison. The results show that under three different conditions, the proposed vibration
identification model has the highest accuracy over 99%. Therefore, the proposed scheme can realize
long-term and effective monitoring of transmission line tower.
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