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Abstract: Technological evolution and in particular the development of the Internet of Things
(IoT) has paved the way for material prosperity and a better standard of living. A critical factor
in the effectiveness of emerging IoT applications, which heavily rely on sensor information flow,
is the development of a functional and efficient Wireless Sensor Network. Additionally, the levels
of automation are conducive to usability and time efficiency by reducing the need for human
intervention, as well as increasing the rate at which experiments can be carried out. In current
work, an already installed infrastructure on the Ionian University campus is considered and
enhanced, with the goal of elevating accessibility and user-friendliness, by designing a web platform.
The presented platform enables the remote development, execution and monitoring of simple but
necessary network-based algorithms using a custom language, without requiring code to be uploaded
to remote nodes. As a proof of concept, three information dissemination algorithms are implemented
and provided as example templates for users, promoting simultaneously ease of use.

Keywords: Internet of Things; wireless sensor network; testbed; web platform; information
dissemination; upload automation; programming language design; experimental environment

1. Introduction

Significant technological developments are being observed in the context of exponentially
increasing human demands, one of them undoubtedly being the Internet of Things (IoT) [1].
An imperative need for proper operation is a well-organized and efficient Wireless Sensor Network
(WSN), as a wide variety of sensors are embedded in interconnected IoT devices. By extension,
the abstraction of the WSN’s lower level details to provide high level functionality and improve
usability is of major importance for the adoption of various IoT applications [2,3].

With regard to WSNs, low energy consumption, efficient communication between heterogeneous
nodes, independent mobility and ultimately ease of use play a key role in their success.
More specifically, their ease of use can be further enhanced by minimizing human intervention,
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while the suitability of the equipment consisting a WSN is also a crucial factor. The previously
mentioned parameters have to be taken into account when implementing WSN-based IoT applications,
and therefore there is a need for thorough experimentation regarding them.

A preparatory step for such experimentation is the design and installation of a testbed facilitating
the operation of a WSN. A testbed reflects the architecture of a WSN and can serve as a stepping stone
in the conduction of experiments for its evaluation. The design of a testbed intended to resemble the
conditions of a WSN is predominantly oriented by the appliance of theoretical findings regarding this
type of network, while its installation is determined by a sequence of decisions. However, the two
aforementioned stages both underpin the proper operation, high efficiency, and long-term viability of
the testbed.

During the testbed’s installation process, a critical factor is the selection of a reasonable location,
which can influence the quality of the network nodes’ connection and thus the final topology.
The physical security [4] of the location that will host the testbed has to be taken into account, so as
to avoid malicious damage or stealing, while preventive measures also have to be taken to address
these issues (e.g., by enclosing the devices in containers, by placing them far from plain sight, etc.),
Moreover, the physical location is equally crucial to be studied from the perspective of its effects on the
testbed’s behavior, under the light of prevailing environmental conditions (e.g., humidity, temperature,
dust, brightness, etc.) that are capable of affecting the accuracy and representativeness of the results.

Additionally, another principal factor is the specification of the hardware to be used has to take
place, as it not only affects the hardware’s efficiency (e.g., in terms of memory, computational capability,
etc.), but the scope of the entire system too. Therefore, an optimal solution is one that meets the above
requirements and is distinguished for its simplicity of use, suitability for a multitude of applications,
and low cost.

As for the value and utility of a testbed, providing an appropriate infrastructure to
support multiple experiments and users [4] would be considered an ideal, but hard to realize,
feature, emphasizing its interdisciplinary dimension. Furthermore, such a system can be optimized
by introducing automation techniques, such as remote device and process control, as well as task
scheduling. This is often achieved by developing frameworks facilitating easier management,
faster system control, as well as data visualization. In general, the automation of processes is a feature
of utmost importance, as it facilitates both the user and the researcher, reducing the likelihood of
mismanagement, while saving time.

One of the main parts of an experimental research lies in achieving the same (or almost the same)
conditions among the multiple common experiments conducted. Achieving reproducibility is rather
difficult due to physical causes governing the system’s operation—thus hindering the recreation of
fully identical conditions among multiple common experiments (e.g., connectivity between nodes may
deteriorate due to different weather conditions). Furthermore, it is necessary for the testbed to be able
to meander in the characteristics it can reproduce, so as to support the evaluation of a wider plethora
of applications.

Given the ever-present need for applications to be developed and evaluated in an academic
community within a timely manner, a testbed infrastructure serves as the means of filling the gap
between simulation environments and real-world conditions. Supporting experimentation and
evaluation through user-friendly and accessible means helps promote the educational aspects of
the academic community. In this paper, the existing infrastructure [5] of the CAmpus TestBed of the
Ionian UniverSity (CaBIUs) is extended. While the developed testbed provides a certain degree of
security, given that the nodes are installed indoors within protective enclosures, the necessity for
automation of procedures arises.

More specifically, the network setup and topologies that emerge from the composed system are
further analyzed in order to better inform and facilitate future studies. Moreover, the main contribution
of this work is the design and implementation of a web platform to enable remote development
and control of the deployed system and enhance its usability and accessibility, thus expediting
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administrative actions. This web platform’s architecture comprises lightweight low-cost components
that seamlessly fit into most emerging IoT applications, utilizing Arduino prototyping boards equipped
with XBee transceivers as WSN nodes and a Raspberry Pi as the web server host. The developed
platform aims at the remote execution of algorithms coded in a custom programming language,
without requiring an upload process, which would otherwise require additional devices—and a fairly
lengthy process, given the nodes’ enclosure. The scope and breadth of the designed framework and
language are investigated, providing examples of potential algorithms that can be implemented,
while some common examples are compiled and provided as templates to be used within the platform.

The rest of this paper is organized as follows. An overview of related literature is presented
in Section 2, while the testbed under consideration is described in Section 3, including the utilized
devices and resulting network configuration. Section 4 specifies the developed web platform and
implementation. Discussion and future work is laid out in Section 5. Finally, conclusions are drawn in
Section 6.

2. Past Related Work

The appropriateness, contribution, and utility of WSNs to a large number and variety of industries
has attracted the interest of several members in the scientific community [6–8]. In particular, over the
past few years, WSN performance has been examined and evaluated on several applications, such as
military and agricultural applications [9,10], smart environments [11,12], emergency situations [13,14],
environmental monitoring [15,16], and health applications [17,18].

Imran et al. [19] focus on evaluating WSN protocols and algorithms, through emulators,
simulators, and testbeds, providing vertical and horizontal analysis, with the ultimate goal of helping
researchers choose the most appropriate tool for their needs. On the other hand, Steyn and Hancke [20]
concentrate on both laboratory and real-world testbeds, providing information on their architecture
and function characteristics, and suggesting possible combinations of them for controlling interference
sources while experimenting with a variety of wireless channel conditions.

In a parallel manner, Horneber and Hergenröder [21] first present various architectural testbeds
for different types of requirements, and eventually raise general issues of development of such systems.
In addition, Kim et al. [22] collect once more the essential requirements associated with such systems,
categorize the testbeds by architecture, and ultimately evaluate them. Important information is
also summarized in [23], bringing out the requirements, challenges, and design aspects of enhanced
testbeds, which have a high degree of control over reproducability and thus accountability, as well as
federation with other testbeds.

One of the fundamental studies on testbed implementation is MoteLab [24], which is intended
for WSNs, offering permanently installed Ethernet-connected nodes on Harvard University’s campus,
enabling a web-interface to organize and coordinate experiments, retrieve data, and interact with
specific nodes.

Another representative testbed example is WISEBED [25], which can support heterogeneous
nodes by providing researchers with the opportunity to conduct remote experiments via the Internet.
At the same time, it supports a repository of protocols, algorithms, and mechanisms to facilitate the
process of extracting measurements from experiments.

Furthermore, a different approach to the issue is made with FlockLab [26], in which sensor
nodes are paired with observer nodes. Observer nodes can manipulate the sensor nodes
extensively, while maintaining a LAN in which the experimental data are securely available.
Additionally, they accurately adjust and monitor pins and power metrics.

The w-iLab.t testbed [27] exhibits multi-dimensional behavior as it is suitable for large-scale
wireless sensor and actuator networks and WiFi mesh and ad hoc experiments. The system is accessible
to authorized users through a web-based interface where users can configure the experiments,
completely customize the experimentation process, and collect the results that can be visualized
on graphs or maps in real time or asynchronously with the experiments.
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On the other hand, the PotatoNet testbed [28] has been implemented in an outdoor
environment—where conditions continuously shift—and aims to provide a durable and at the same
time flexible system. Moreover, PotatoMesh [29] extends PotatoNet to better manage energy reserves,
even in cases of large volumes of data generation.

In relation to more recent studies, MobiLab [30] focuses on the phenomenon of mobility in a WSN.
In particular, this WSN comprises three types of nodes: static relay nodes, mobile nodes, and sniffer
nodes, which are not involved in experiments but are simply providing additional information by
monitoring the wireless communication channel. The overall architecture of the system, except for the
WSN, includes a control station, which functions as a system–user interface (both command-line and
web-based interface), a node manager that connects each node of the network to the control station and
a WiFi backbone network, made up of node managers and the control station, designed to exchange
information during experiments. It is noteworthy that this testbed does not require a specific network
size or topology to perform experiments.

Likewise, Indriya2 [31] extends the original version of “Indriya” by enriching the capability
of supporting heterogeneous, higher data-rate, multi-experiments of multi-users and providing
architecture for accessing the outputs in real time through an MQTT server. It is worth noting
that it offers REST APIs for connecting to other testbeds, ensuring the required levels of security.

A different approach to the issue is presented in SDNWisebed [32], where WSN management is
simplified and implemented with Software-Defined Networking Solutions. SDNWisebed includes
a controller that manages network operation and sensor nodes, which aim to transfer packets to the
WSN and interact with the environment, sensing environmental indicators or performing some action.
They essentially define the data plane. Information exchange between controller and sensor nodes
is achieved via the border router. In addition, it offers dynamic information, such as traffic statistics,
that enables better packet routing.

Additionally, HATBED [33] is made up of targets, observers, and a controller that is essentially
a computer server that controls the entire testbed automatically. Targets are the sensor nodes, which are
monitored by observers—as their name implies—that are able to interact with each other. Its main
purpose is to aid in profiling, testing, and debugging code without impacting the nodes’ performance,
utilizing hardware assisted tracing.

Gu et al. [34] concentrate on optimizing an existing testbed, through virtualization technology
to better utilize resources and enhance scalability and flexibility, to meet the growing demands and
needs of large-scale IoT experiments. At the same wavelength and better IoT needs, NEWSBED is
met [35], a proposed platform designed to facilitate the testing and implementation of ideas, despite the
difficulties that may arise in such an environment.

Huang and Yu [36] are studying the issue of node positioning, providing a demonstration of
an innovative range-based positioning testbed that can meet the high demands of node heterogeneity,
while Lattanzi et al. [37] focus on monitoring indoor human comfort in a university campus in Italy,
designing a testbed the sensors of which are multitasking, performing independent actions.

A recent study presented in [5] thoroughly describes the installation and implementation of
a prototyping testbed, while taking into consideration environmental parameters that may affect the
connectivity of the resulting network topology. The current work further extends the implementation
and capabilities of this particular testbed, the soundness of which has been proven in earlier
studies [38–40].

3. Testbed Description

In this section, a comprehensive listing of the equipment utilized for the presented testbed
is provided, along with some of the resulting topological information that may be of interest to
future applications.
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3.1. Equipment

Choosing the equipment needed to build a WSN, and by extension a testbed, is a crucial process
in terms of performance. The ease of use and configuration of the devices, along with their low cost,
reflect the major requirements for implementing a testbed for IoT application experiments. In order to
satisfy these requirements, the following devices are selected: (i) Arduino Mega 2560 Rev3; (ii) Arduino
Wireless SD Shield; (iii) XBee S2C Zigbee module with wire antenna; (iv) Raspberry Pi 3 Model B; and
(v) Sensory Devices.

Each of these devices offers a decisive contribution to the system by virtue of their capabilities
that will be showcased next. In more detail, the Arduino Mega 2560 is a microcontroller board based
on the Atmega2560, which can be programmed to bring to fruition a plethora of projects. Its technical
specifications are presented in Table 1 [41].

Table 1. Arduino Mega Specifications.

Component Value

Microcontroller ATmega2560
Operating Voltage 5 V

Input Voltage (recommended) 7–12 V
Input Voltage (limit) 6–20 V

Digital I/O Pins 54
(of which 15 provide PWM output)

Analog Input Pins 16
DC Current per I/O Pin 20 mA
DC Current for 3.3 V Pin 50 mA

Flash Memory 256 KB of which 8 KB
used by bootloader

SRAM 8 KB
EEPROM 4 KB

Clock Speed 16 MHz
LED_BUILTIN 13

Length 101.52 mm
Width 53.3 mm
Weight 37 g

The interface between the Arduino Mega and the antenna is achieved through a mediator,
whose role is played by the Arduino Wireless SD Shield. This Shield contributes to wireless
communication and allows the data to be stored on a micro-SD card [42].

A vital component for the aforementioned network is the transceiver, with the help of which
wireless communication of the nodes is established. Hence, the XBee S2C Zigbee transceiver has been
chosen because of its high specifications and universality in a variety of applications. More extensively,
Zigbee, the protocol on which the antenna’s functionality is based, is intended for personal wireless
networks and provides a maximum transmission rate of 250 kbps [43], extending the 802.15.4 protocol
for mesh topologies.

When the network’s operation is based on the Zigbee protocol, there are three types of nodes
that constitute it [44]. Each type plays a unique role, the details of which are presented below.
The first type is the “Coordinator”, which is vital to the existence and configuration of the network.
However, there is a strict limitation on the existence of a single Coordinator in the whole network.
Upon the fulfillment of its role/task in setting up the network, the Coordinator’s functionality is
equivalent to that of a “Router’s”, which is the second type of node.

Apart from the Coordinator, the network can consist of a large number of Routers whose main
concern is the control and execution of the packet routing process, including all the actions that are
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necessary to accomplish this. A common feature among these two types mentioned above is that they
can function both as sources and destinations in the data transmission process.

The third type is the “End device”, which sleeps periodically and can only communicate with the
node that has the property of being its parent (i.e., a Router or a Coordinator), in order to transmit and
receive data. Consequently, it requires lower energy, compared to the rest of the types.

In terms of XBee module modes of operation [44], “Transparent” mode is first encountered.
Transparent mode operates, using a set of user-defined settings and parameters, preventing
their modification during the execution of the program. Such parameters include options,
e.g., the destination address that are crucial for more complex applications. Furthermore, when data
are sent to the module, they are transmitted and the receiving nodes do not acquire any additional
information, such as the source address.

Another mode of operation is the “Application Programming Interface (API)”,
where communication between nodes relies on the exchange of data packets, which represent
functions or events for the device, making it possible to modify various parameters, even during its
operation. It also allows identifying the source address of a packet, transmitting data to different
addresses, and receiving information about the success or failure of a packet transmission. Thanks to
these abilities, it has been selected for the purposes of this study.

Continuing with the next component of the equipment used, Raspberry Pi 3, despite its low cost
and small size (almost the same with the size of a credit card), acts as a computer in terms of enhancing
conventional computers [45]. Its technical characteristics are presented in detail in Table 2 below [46].

Table 2. Raspberry Pi 3 specifications.

Component Value

SoC Broadcom BCM2837 64 bit
CPU 4 × ARM Cortex-A53, 1.2 GHz
GPU Broadcom VideoCore IV
RAM 1 GB LPDDR2 (900 MHz)

Networking 10/100 Ethernet, 2.4 GHz 802.11n wireless
Bluetooth Bluetooth 4.1 Classic, Bluetooth Low Energy
Storage microSD
GPIO 40-pin header, populated

As is evident, a WSN does not exist without the sensors; thus, in the implemented testbed, a wide
range of sensors has been used, corresponding to the most common requirements and serving the most
common purposes. More specifically, accelerometers, humidity, temperature, and ultraviolet radiation
sensors have been installed [47–49]. Furthermore, GPS modules and Lithium Polymer batteries are
provided, in order to meet higher standards. Note that the sensor nodes are powered by power
banks [50], which are available for all kinds of experiments in the described system. The final form
of the system’s node, integrating all aforementioned components and stored in a case to ensure its
physical security, is depicted in Figure 1.
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Figure 1. A node of the developed system enclosed in its protective case, along with its battery.

Moreover, with respect to a node’s cost, the price of each of the system’s individual components
is listed in Table 3. A single node, without any sensors or power sources, comprised of just an Arduino
Mega 2560, a Wireless SD Shield, and an XBee S2C module costs close to $100. Depending on the
number of sensors used, the total cost of each node can go up to $160. When it comes to power sources,
a durable power bank with solar recharging costs more than $80, whereas more lightweight lithium
polymer batteries can cost less than $20. Raspberry Pi 3 boards cost close to $50, although these are not
required for each node and only a single one is used in this study. These prices represent the current
state of the market for the particular models referenced from relatively reliable sources.

Table 3. Cost of each of the utilized components.

Component Price (USD)

Arduino Mega 2560 Rev3 38
Arduino Wireless SD Shield 20

XBee S2C Zigbee Module with Wire Antenna 34
Raspberry Pi 3 Model B 47
Accelerometer Sensor 5

Humidity and Temperature Sensor 10
Ultraviolet Radiation Sensor 3

GPS Module 40
Lithium Polymer Battery 16

Power Bank 87

3.2. Topology Configuration

The testbed described was established on the Ionian University campus. It consists of a set of up to
30 sensor nodes, which are located in scattered areas of the University premises, as depicted in Figure 2.
The installation points have been selected, based on parameters that may affect the performance of
the system, taking into account the connectivity of the nodes. More specifically, the installation was
carried out on walls, where the predominant material is stone, which can turn message transmission
into a barrier process.
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Figure 2. The positions of CaBIUs’ nodes from a satellite view, indicated by circles. The numbers
are the corresponding node’s ID. In the topology instance under consideration, the IDs of the nodes,
which were not installed, have been omitted.

Therefore, the control of fruitful communication was tested during installation, with the help
of XCTU Software, with the ultimate goal of avoiding one or more fully-isolated nodes. This was
accomplished with the transceivers operating utilizing their maximum transmission power capabilities.
While considering safety along with security of the equipment, nodes are placed in locations that
are easily accessible, but not in common view. The devices are housed in protective enclosures,
especially for the duration of the experiment’s conduction, where security is guaranteed by the
researchers’ presence. The rest of the time, the devices are removed from the containers and stored
in a safe location, which is a temporary solution until CaBIUs is fully established. In the sequel,
additional details regarding the network’s topology are given.

The network’s topology is likely to incur changes as link quality can fluctuate based on
environmental conditions, which was studied in previous work [5]. Due to this fact, only one particular
topology instance is examined and presented here, but do note that most of the topology alterations,
which have been observed in previous experiments [38–40], occur in the links between nodes on the
network’s outskirts. Additionally, as far as applications are considered, neighbor discovery processes
should be employed, since the XBee module’s Network Discovery (ND) process generally provides
asymmetric links, and, from the authors’ view, is unreliable in certain cases.

An undirected graph G(V, E), where V denotes the set of nodes and E the links among them,
may be formed from the particular topology instance so as to formulate graph theoretic concepts,
which might be of use when designing and analysing applications. Thus, the network comprises
|V| = 25 nodes and |E| = 72 links among them, derived from the neighbor discovery presented
in [38–40], so as to provide reliable symmetric links. The adjacency matrix of the resulting topology is
depicted in Table 4. The average degree of the network’s nodes is δ = 5.76, while the maximum degree
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is ∆ = 12. The network’s diameter d = 5 and radius r = 3 are defined as the maximum and minimum
of the nodes’ eccentricity, respectively. The network’s density is

D =
2|E|

|V|(|V| − 1)
= 0.24.

Table 4. Adjacency matrix of the selected topology instance.

ID 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25

1 0 0 0 1 1 0 0 0 1 0 0 0 1 0 0 1 0 0 1 0 0 0 1 1 1
2 0 0 0 1 0 0 1 0 0 0 0 0 0 0 0 1 0 0 1 0 1 0 1 0 0
3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1 1 0 0 1 0 0 0
4 1 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1
5 1 0 0 1 0 0 0 1 0 0 0 1 0 0 0 1 1 0 0 1 0 0 1 0 0
6 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 1 0 1 1 0 0 1 0 0
7 0 1 0 0 0 0 0 0 0 0 1 0 0 0 0 1 0 0 0 0 1 0 0 0 0
8 0 0 0 0 1 0 0 0 0 0 0 1 0 0 0 0 1 0 0 1 0 0 1 0 1
9 1 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
10 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
11 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 0 0 0 0 1 0 1 0 0
12 0 0 0 0 1 1 0 1 0 0 0 0 1 1 0 1 1 0 0 0 0 0 1 0 0
13 1 0 0 0 0 1 0 0 0 0 0 1 0 1 1 1 0 0 1 1 0 0 0 0 0
14 0 0 0 0 0 1 0 0 0 0 0 1 1 0 0 0 1 0 0 0 0 0 1 0 0
15 0 0 1 0 0 1 0 0 0 0 0 0 1 0 0 0 0 1 1 0 0 1 0 1 0
16 1 1 0 0 1 0 1 0 0 0 1 1 1 0 0 0 0 0 1 0 0 0 1 0 0
17 0 0 0 0 1 1 0 1 0 0 0 1 0 1 0 0 0 0 0 0 0 0 1 0 0
18 0 0 1 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 1 0 0 1 0 0 0
19 1 1 1 0 0 1 0 0 0 0 0 0 1 0 1 1 0 1 0 0 0 1 0 0 0
20 0 0 0 0 1 1 0 1 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0
21 0 1 0 0 0 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
22 0 0 1 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1 1 0 0 0 0 0 0
23 1 1 0 1 1 1 0 1 0 0 1 1 0 1 0 1 1 0 0 0 0 0 0 1 0
24 1 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1 0 1
25 1 0 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0

4. An Enhanced Remote Development Platform

Literature indicates a clear trend in the direction of minimizing the need for human intervention
when developing a testbed infrastructure. This may be accomplished under various utilities,
with web-based frameworks and architectures being evidently prominent in this regard. These web
applications aid in the remote and automated uptime status monitoring, code upload, execution and
visualization, as well as multiple other facets of the system’s overall operation. As such, a web-based
platform is developed for the underlying WSN in order to assist with the remote execution and
monitoring of algorithms.

4.1. Architecture of the Proposed Platform

The designed architecture fully utilizes the components presented in Section 3. Arduino boards
along with XBee modules and accompanying sensors play the role of the WSN’s nodes. The Zigbee
network’s Coordinator acts as the sink node, while also maintaining a serial connection with
a Raspberry Pi. The latter also hosts the web server, which, by communicating with the WSN’s
sink (i.e., the Coordinator), exchanges data and commands. The architecture is depicted in Figure 3.
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Building 1

Building 1

Building 1Building 1

Building 1

Building 1

Serial

Web Server

Hosting

Raspberry Pi

Sink Node

Figure 3. Depiction of the system’s architecture on the Ionian University campus.

According to this particular architecture, the web server handles incoming connections, which are
able to send instructions to the WSN’s sink. These custom instructions represent common WSN-related
instructions, such as transmitting, receiving, or measuring. The input instructions are interpreted
and validated by the server. If they are valid, they are encoded in the form of a string and sent to the
Arduino, which decodes the instructions and executes the appropriate actions. In order to program
remote nodes, i.e., the network’s Routers, the Coordinator transmits the received encoded instructions,
which are then handled by the addressed node. The Coordinator’s serial output is captured by the
web server, so that clients may monitor the algorithm’s execution.

It is worth pointing out that the Arduino Wireless SD Shield typically occupies the Arduino’s
main serial port, which complicates writing and reading through the connected computer’s serial
connection. Normally, the XBee modules utilize the Arduino’s serial buffers in order to receive and
transmit messages. If the same serial port is also utilized by the connected device, transmitted data
are certain to get muddled. In order to address this, the shield’s RX and TX pins are slightly bent,
so that they are no longer inserted into the Arduino’s corresponding pins. The bent pins are hence
routed to one of the Arduino Mega’s other serial pins, so that the XBee module may once again
be fully operational. Since two serial connections are required, memory costs slightly increase as
well to accommodate the RX and TX buffers, although the rest of the framework has trivial memory
requirements, so an Arduino Mega should suffice for reasonably large networks.

Regarding the efficiency in various aspects of the system, the proposed architecture can
certainly be improved. For instance, the Raspberry Pi can make for a poor web server, due to its
limited computational capabilities and I/O transfer rates. The Ionian University’s servers could
be utilized instead, which also share Gigabit Ethernet connection with the campus’s premises.
However, the particular Raspberry Pi model shares the same controller for both USB and Ethernet
ports, which could prove to bottleneck the system’s performance, in which case it would have to be
replaced by a more powerful unit.
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4.2. Web Framework of Proposed Platform

The main purpose of the developed web framework is to allow users to create and test simple
algorithms intended for WSN applications. Thus, it primarily consists of two distinct interface
components with the goal of permitting the user to input a specific algorithm, in the form of a sequence
of custom-designed commands, as well as a method for monitoring the provided algorithm’s execution.
The website’s interface is showcased in Figure 4.

Figure 4. The implemented web framework’s main interface. The submitted code is displayed on the
left panel, whereas the Arduino’s output is on the right.

The user’s algorithm is forwarded to the server through the use of two separate forms, one for
the Coordinator’s and one for the Routers’ actions to execute. Once the forms have been submitted,
the contents of both are passed to the parser through the web server and validated. The user is
redirected back to the same page and an appropriate error message is displayed, if something went
wrong. Alternatively, if the program’s code is valid, the instructions are encoded and sent via the serial
interface to the connected Arduino board, while the Arduino’s output is captured, displayed, and
updated live in the web page.

The encoding process is fairly straightforward, aiming to minimize the amount of data transmitted
over serial and Zigbee. In particular, only the first letter of each token is retained. As of yet,
no ambiguity occurs among commands’ first letter, although this might have to change later on,
when the selection of commands is further extended. Once the encoded forms’ content has been
forwarded to the Arduino, they are decoded and any Router operations are transmitted to the specified
remote Router node. The decoding process on the receiving nodes is made significantly easier,
with a linear computational complexity relative to the encoded command’s length, thanks to the
validity of the program’s structure being guaranteed by the web framework.

In terms of communication overhead, the instructions of a program can be aggregated into a single
message, provided they fit within the 255 bytes that Zigbee packets are restricted to. If a program
exceeds the limit of 255 bytes, which is rare using the current grammar, it can be fragmented into
multiple messages. It should be noted that Zigbee only allows an average of one broadcast per second,
so larger programs would take a while to propagate.

Traditional WSN related algorithms have been implemented and made available for using
as templates. These templates are stored in the website’s database, which can be selected and
loaded through an additional field. The selection of available algorithms currently includes flooding,
flooding with feedback (Echo), as well as single and multiple random walkers.

The selected algorithms differ widely with respect to their characteristics, providing trade-offs
between the required number of transmissions and completion time. More specifically,
flooding requires a large number of transmissions to cover the entire network, but is guaranteed
to terminate within a small time period [51]. Similarly, the Echo algorithm involves flooding;
however, feedback is also provided by its termination, making it the default option when gathering
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data. Finally, random walkers are capable of covering a network by sending a comparatively smaller
amount of messages, but the termination time is difficult to predict [52]. The varying traits of these
algorithms showcase the platform’s capability in granting a versatile environment.

Considering that the currently installed system only consists of a single Zigbee network,
there is a restriction of only a single user being able to run a program on the platform, although no
restrictions are imposed on the number of users accessing the Coordinator’s serial output. As such,
several mechanisms have to be implemented in future work that will lock write permissions to the
serial connection, so as to not interrupt a program’s execution. This is not currently an issue, as the
website is not yet publicly available.

4.3. Custom Designed Language of the Proposed Platform

The custom language designed for use in the implemented platform can be utilized to implement
a fairly extensive set of basic programs. The defined instructions include essential actions that are
commonly required in distributed networking systems. The full set of available instructions is listed in
Table 5.

Table 5. The LL(1) grammar of the language designed for the developed architecture. Terminal symbols
are capitalized, while ID refers to an unsigned 1-byte integer indicating a node’s assigned ID.

Instruction Parameters

Stmt_list → Stmt Stmt_list|ε
Stmt → Remote_Instruction|Local_Instruction
Remote_Instruction → INSTRUCT Who Local_Instruction
Local_Instruction → Receive_response|Node_operation
Receive_response → ONRECEIVE Frequency Node_operation
Node_operation → FINDNEIGHBORS|MEASURE Key|SEND Who Node_data
Node_data → Key|Metadata
Key → TEMP|HUMIDITY|UV|ACCEL
Metadata → ID|NEIGHBORS|CLOCK
Who → ID|NEIGHBORS|ALL|RANDOM
Frequency → ONCE|ALWAYS

Although the available commands are fairly self-explanatory, a more detailed description
is provided:

1. FINDNEIGHBORS: scan for neighbors using Zigbee’s ND process.
2. MEASURE: get the measurement value returned by one of the connected sensors determined

by token Key, including temperature (TEMP), humidity (HUMIDITY), UV radiation (UV) or
accelerometer (ACCEL).

3. SEND: send data acquired by a node. This data includes metadata, i.e., a node’s ID, its neighbors’
IDs or its clock in milliseconds, or a measurement determined by Key. The message is sent to the
node(s) specified by Who. Available options include: (i) a node with a specific ID; (ii) a node’s
neighbors; (iii) all of the network’s nodes (utilizing Zigbee’s broadcast transmissions); and (iv)
a random neighbor.

4. ONRECEIVE: indicates a Node_operation to be executed as a response upon receiving a message.
The response command is stored and may be reused or consumed after the first message,
as indicated by FREQUENCY.

5. INSTRUCT: send a Local_instruction (any instruction other than INSTRUCT) to node WHO.

All Local_instruction statements are self-contained commands executed by each node.
The INSTRUCT command is separated, so as to restrict its use solely to the Coordinator and avoid
potentially endless rebroadcasts. In particular, this command is only executed in order to transmit
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to remote Routers the input algorithm’s instructions; end users’ direct use of this command is not
permitted. When a Router receives the specified INSTRUCTION in the form of an encoded string, it is
either immediately executed or stored in a variable to be executed when a message is received.

Even though this is a very limited selection of commands, they can be combined to facilitate
some fundamental network functionality. For instance, two algorithms, namely Echo and the
deployment of a random walker, are implemented by utilizing these commands and are displayed in
Figure 5. These algorithms, along with a flooding implementation, are available as templates for the
website’s users.

The main limiting factor for an endeavor, such as developing a custom language designed for
Arduinos and transmitted over Zigbee, is the control of remote nodes’ variables. Variable names
cannot be explicitly defined, partly due to Arduinos using a compiled language—thus, variables
cannot be defined during runtime—and partly because of limitations imposed by Zigbee on the length
of a transmitted message. A way to address this issue could be predefining dictionary-like structures
on the Arduinos and transmitting the variables’ names and values.

In more detail, a naive implementation of this concept would involve the definition of two parallel
arrays for each data type, with the first holding variable names as strings and the second maintaining
the corresponding variables’ value. This is not very practical, as the memory requirement for the
first array would be equal to the length of the variable’s name multiplied by the number of “defined”
variables. Do note that each variable access would also require lookup in the first array, which is not
too computationally efficient. Furthermore, since these variables would have to be transmitted through
Zigbee, they would take up much of the available bandwidth, not to mention a large proportion of
each message’s maximum length of 255 bytes. If compound types are to be considered, such as arrays,
matters are further complicated and real-world implementation becomes increasingly unrealistic.

Other commonly used approaches that would improve performance could utilize hash tables
and similar dictionary-like structures. However, these structures can take up a significant amount
of memory, which is already a scarce resource. Therefore, this may be an option for future work,
but issues are still certain to arise with actual deployment seeming unrealistic. Thus, this custom
language will likely remain a fairly basic implementation and tool.

(a) (b)
Figure 5. Execution of two programs developed in the custom designed language: (a) the Echo
algorithm; (b) deployment of a single random walker.

5. Discussion and Future Work

During the design of CaBIUs’ refinement process through the implemented remote development
platform, plenty of food for thought was brought about. More specifically, shortcomings observed in the
present system defined the final scope and shape of the implemented architecture. Such shortcomings
revolve around the inability of remotely uploading code—partly due to a lack of required devices and
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partly because of the nodes’ impermanent installation in their enclosures—and the lengthy process
of having to collect the nodes, in order to arm them with code. Thus, these costly, in terms of time,
requirements are addressed through the creation of a framework to remotely transmit commands
through the only available wireless communication means, Zigbee.

Though the design of a language transmitted through Zigbee and executed over Arduino imposes
certain restrictions, the provided syntax needs to be user-friendly and adequately comprehensible to
contribute to the system’s overall accessibility. Additionally, there is always room for improvement and
expansion of the available system, with respect to both software and hardware that the language needs
to be able to adapt to and support. For instance, since a program in the developed language needs
to be disseminated through broadcasts across the entire network, which is inefficient in large-scale
networks, more efficient techniques could be considered. Of particular importance in this domain is
clustering, allowing for more efficient information flow and error-prone architectures [53,54].

Aside from the aforementioned considerations that drove to the design and completion of the
web framework, some issues that are yet unaddressed came to light. To start with, the impermanent
positioning of nodes leads to limitations of interoperability among CaBIUs’ constituents. By extension,
resolving this issue would permit the development of complementary tools (e.g., remote upload,
visualization) or even the network’s partitioning to support multiple concurrent users.

It is noteworthy that the testbed’s enrichment with other kinds of devices and sensors,
conducing to a heterogeneous networking environment and providing a common subset of devices,
hence enabling comparison between testbeds’ effectiveness and performance. The development of
web APIs would be another step in the direction of federation with other testbeds, while also being
complementary to collaboration among different universities.

Providing the developed platform alongside a functional testbed is largely conducive to the
promotion of educational matters in a university—for instance, the platform’s already fairly simplified
programming language can be augmented through the use of block-structured programming interfaces.
This further abstracts implementation details, making IoT application development accessible to less
experienced undergraduate students, through a more interactive and hands-on approach than more
advanced, systems-oriented programming courses.

Furthermore, the framework and testbed can be propelled in multiple directions by the students
themselves, including the addition of more advanced networking functionality, user-friendly interface
design, development of backend APIs, and integration of concurrency mechanisms to support
multiple users. These activities could be integrated into courses spanning a multitude of subject
areas, requiring varying levels of knowledge and technical skills. All in all, this environment also
helps stimulate up-and-coming researchers, expediting the cultivation of critical thinking, problem
solving and decision-making in real-world applications.

6. Conclusions

Providing a testbed helps to conduct experiments and tests to verify scientific theories and to
evaluate the performance of multiple tools and emerging technologies. Consequently, such a system
prevails in the evolution and advancement of IoT technologies and has drawn heavy interest from the
scientific community.

By extension, each preparatory step and decision during the implementation as well as installation
of a testbed is extremely critical, from the equipment selected to the site in which it will be planted.
Among them, the high efficiency of the system is determined by both low cost and low energy
consumption, as well as ease of use and accessibility.

The need for quick and easy experimentation by members of an academic community, such as
university students, has fueled the creation of a testbed for testing techniques and finding effective
solutions in a WSN. The testbed described here was installed on the Ionian University campus and
meets all of the above requirements.
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In this context, the existing infrastructure is further analyzed to provide graph theoretic metrics
of resulting topologies. Additionally, a web-based platform is established to provide elevated levels of
automation and remote control of the installed system. The web architecture is described in detail and
aims at facilitating the platform’s users by granting a set of tools that enable remote monitoring and
execution of WSN-related algorithms.
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