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Abstract: Cameras are widely used in many scenes such as robot positioning and unmanned driving,
in which the camera calibration is a major task in this field. The interactive camera calibration
method based on a plane board is becoming popular due to its stability and handleability. However,
most methods choose suggestions subjectively from a fixed pose dataset, which is error-prone and
limited for different camera models. In addition, these methods do not provide clear guidelines
on how to place the board in the specified pose. This paper proposes a new interactive calibration
method, named ‘Calibration Venus’, including two main parts: pose search and pose decomposition.
First, a pose search algorithm based on simulated annealing (SA) algorithm is proposed to select the
optimal pose in the entire pose space. Second, an intuitive and easy-to-use user guidance method is
designed to decompose the optimal pose into four sub-poses: translation, each rotation along X-, Y-,
Z-axes. Thereby the users could follow the guide step by step to accurately complete the placement
of the calibration board. Experimental results evaluated on simulated and real datasets show that the
proposed method can reduce the difficulty of calibration, and improve the accuracy of calibration,
as well as provide better guidance.

Keywords: interactive camera calibration; search algorithm; pose selection; user guidance;
pose decomposition

1. Introduction

In recent years, due to the rise of virtual reality [1] and unmanned driving [2], higher requirements
have been put forward for the perception of real scenes, which has promoted the rapid development of
3D reconstruction [3,4] and photogrammetry [5] technology. Camera calibration is a necessary part
of these camera-based applications, the quality of calibration largely affects the effect of subsequent
procedures. The purpose of camera calibration [6,7] is to obtain the values of geometric and
optical characteristics of the internal camera (hereafter internal parameters), including focal length,
optical center projection position, and distortion coefficients. The estimation of internal parameters is
usually based on the corresponding relationship between the feature points of the calibration object
and the imaging points. The camera is usually moved with respect to the calibration object, and its
function is to capture the relative pose under different conditions [8,9]. The obtained pose represents
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the position and orientation of the calibration object relative to the camera, which can be specified by a
rotation matrix and a translation vector.

The calibration effect of different calibration images obtained by different pose combinations is
quite different. Some research has been focused on this aspect. Zhang et al. [10] proposed the parallel
poses causing degradation, which should be avoided. The rotation angle should not be too large,
because the rotation angle increases, the feature point detection error will also increase. Xie et al. [11]
studied the properties of the homography matrix describing the geometric transformation relationship
between the calibration board and its imaging. They summarized that the angle parallel to the image
plane should be avoided. Triggles et al. [12] related the angle to the error in focal length. He also
found that the rotation angle needs to be at least 5 degrees. Sturm and Maybank [13] separated the
focal length and the optical center projection position for consideration. They explored the possible
singularities when using one and two calibration images of various methods. It is found that if each
target orientation in the calibration set is parallel to the image plane, then the focal length cannot
be determined. Rojtberg et al. [14] associated the pose and the constraints of a single parameter
together. He found that improving the sampling accuracy in an image region with a strong distortion
can effectively constrain the distortion coefficients. He also found that maximizing the spread angle
between the image plane and calibration pattern can better constrain the focal length and the projection
position of the optical center.

For most users, it is an inevitable problem about how to choose the pose in the calibration
process, that is, where the calibration object should be placed. Traditional calibration methods allow
people to make their own decisions. It is difficult for users to complete this work without calibration
experience, and even professionals need to go through many attempts to obtain a satisfactory calibration
result, and a successful calibration is difficult to be reproduced. The interactive calibration has been
investigated to address these issues. Unlike traditional calibration that let the user choose the pose
alone, the interactive calibration will select each target pose for users, and help users obtain these poses
in the actual calibration process.

Several research works have been conducted on interactive camera calibration.
Richardson et al. [15] obtained a set of 60 candidate positions by uniformly sampling in the perceptual
region of the camera. When the pose selection is needed, each pose in the candidate pose set is
traversed to perform a hypothetical calibration. The pose with the best hypothetical calibration effect
will be selected. However, since the candidate pose is obtained by uniform sampling, the degradation,
and spread angle are not considered. During the user guidance process, they use an arrow to guide
the user. In the real three-dimensional world, however, this can only determine a general direction
of movement. Rojtberg et al. [14] select the effective pose according to the proposed strategy to
better constrain the internal parameter with maximum estimation uncertainty. He groups the internal
parameters and uses different pose selection strategies. He takes the focal length and the projection
position of the optical center as a group and selects the pose that can maximize the overall spread
angle. The distortion coefficients are taken as a group and the pose that can improve the sampling
accuracy of the most distorted region is selected. During the user guidance process, the coordinate axis
of the calibration board is visualized so that the user can use it as a reference for moving. However,
this method needs to detect the calibration board in real-time, which brings some delay problems.

The above-mentioned researches are the strategy-based solutions, which may cause some problems
to select the desired pose from a set of predefined candidate poses when these solutions are applied to
different camera models or calibration modes. In addition, the solutions also rely on users to rotate the
calibration plate in space for obtaining the final pose.

To address the issues, first, a novel search framework based on the entire pose space is proposed
to optimize the choice of pose. After each round of calibration, the initial solution is obtained based on
the initial pose method. The search is performed in the entire pose space to minimize the value of the
loss function, and the searched optimal pose is used as the next expectation pose. Second, we develop
a new pose decomposition guidance method that is not based on the coordinate axis as a reference,
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but a lazy loading processing [16] method to reduce the delay and improve the real-time performance.
The decomposition results can be regarded as the final pose after translation and rotation operations
along the direction of each coordinate axis. Then the decomposed poses are projected and displayed in
order, which allows users to place the calibration board in a step-by-step manner and makes the entire
guidance process more intuitive, efficient, and faster.

The rest of this paper is arranged as follows: Section 2 introduces the basic theory of camera
calibration; Section 3 gives the calibration process and various links of this method; Section 4 conducts
the experimental evaluation in the simulated and field measurement scenarios, and Section 5 gives
summarizations and future prospects.

2. Basic Theory

In many computer vision tasks that use cameras, camera calibration is undoubtedly one of the
most important pre-work tasks [17]. The common method of camera calibration is to model the
camera imaging process, and then estimate the camera internal parameters through data sampling.
Interactive camera calibration is one of the current frontier researches in the field of camera calibration.
The purpose is to design a calibration method that is user-friendly, easy to operate, stable, and effective
in the calibration process. The following paper will introduce the principle of camera imaging, a classic
traditional calibration method: Zhang’s calibration method [10].

2.1. Camera Imaging Principle

The camera maps a 3D point in the real world to a pixel point on a two-dimensional image.
The mapping process can be described utilizing coordinate system transformation. The coordinate
systems commonly used in camera imaging models are given below. Figure 1 describes the
transformation between these coordinate systems.
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2.1.1. Coordinate System Definition

• World coordinate system: An absolute coordinate system used to measure the position of a camera
or object.

• Camera coordinate system: A 3D rectangular coordinate system is established with the optical
center of the camera as the origin and the optical axis as the positive half-axis of the Z-axis. It is
the coordinate system when the camera is standing at its angle to measure objects.



Electronics 2020, 9, 2170 4 of 18

• Projection plane coordinate system: A coordinate system established with the intersection of the
camera’s optical axis and the projection plane as the origin to indicate the physical position of
the pixel.

• Image coordinate system: A two-dimensional coordinate system based on the upper left corner of
the digital image as the origin.

The camera imaging process can be described by a series of coordinate system transformations,
named the camera imaging model. All the transformations involved in the whole imaging process will
be introduced in turn.

2.1.2. Camera Imaging Process

The imaging point Q(u, v) of a 3D point Pw(Xw, Yw, Zw)
T in the world coordinate system is

obtained as follows:
Transformed into the camera coordinate system: Firstly, we need to get the position information

of the point relative to the camera, that is, its 3D coordinate Pc(Xc, Yc, Zc)
T in the camera coordinate

system. This is obtained by rigid body transformation. The transformation equation is shown in
Equation (1). (R, T) is the rotation matrix and translation vector in the coordinate transformation
relationship between the two spatial coordinate systems.

Xc

Yc

Zc

 = [ R T
]
∗


Xw

Yw

Zw

 (1)

Transformed into the projection plane coordinate system: Then the camera projects
three-dimensional points onto a two-dimensional projection plane through an imaging lens. This process
can be regarded as perspective transformation, transformation equation as in Equation (2), where f
refers to the focal length of the camera. As shown in Figure 2, the pinhole imaging model [18] vividly
shows the transformation.

Zc ∗


x
y
1

 =


f 0 0
0 f 0
0 0 1

 ∗


Xc

Yc

Zc

 (2)
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Transform into the image coordinate system. Finally, the final imaging point Q(u,v) is obtained by
an affine transformation, which transforms the physical position of the imaging point into the pixel
position. The transformation equation is shown in Equation (3). In the following equation, dx and dy

represent the conversion ratio of pixel units to physical units in the X and Y directions, respectively.
(u0,v0) is the optical center which is the projection position of the optical center on the projection
plane. γ is the non-perpendicular factor between the horizontal and vertical axes which can usually be
assumed to be 0. 

u
v
1

 =


1
dx

γ u0

0 1
dy

v0

0 0 1

 ∗


x
y
1

 (3)

Through the above conversion relationship, the conversion from a certain three-dimensional point
in the world coordinate system to a pixel point in the two-dimensional image is realized. The whole
imaging process can be described by Equation (4).


u
v
1

 =


1
dx

γ u0

0 1
dy

v0

0 0 1

 ∗


f 0 0 0
0 f 0 0
0 0 1 0

 ∗
[

R T
0 1

]
∗


Xw

Yw

Zw

1


=


α γ u0 0
0 β v0 0
0 0 1 0

 ∗
[

R T
0 1

]
∗


Xw

Yw

Zw

1

 = K ∗
[

R T
0 1

]
∗ Pw

(4)

2.1.3. Distortion

Because the actual lens of the camera is not ideal perspective imaging, there will be a certain degree
of distortion. The lens inside the camera will cause radial distortion [19] and tangential distortion [20]
due to its shape and non-parallelism with the image plane during assembly. The process can be
represented by Equation (5), where r represents the Euclidean distance from the point to the origin.
(k1, k2, k3) represents the radial distortion parameters. (p1, p2) represents the tangential distortion
parameters. (x′, y′) represents the point coordinates after distortion.{

x′ = x ∗ (1 + k1 ∗ r2 + k2 ∗ r4 + k3 ∗ r6) + 2 ∗ p1 ∗ x ∗ y + p2 ∗ (r2 + 2 ∗ x2)

y′ = y ∗ (1 + k1 ∗ r2 + k2 ∗ r4 + k3 ∗ r6) + p1 ∗ (r2 + 2 ∗ y2) + 2 ∗ p2 ∗ x ∗ y
(5)

Parameters (α, β, u0, v0) and distortion coefficients (k1, k2, k3, p1, p2) are collectively called camera
internal parameters, and the main purpose of camera calibration is to estimate these parameters
by sampling.

2.2. Zhang’s Calibration Method

Camera calibration is the process of estimating the internal parameters of the camera, which will
be used for subsequent computer vision tasks, so the quality of the camera calibration greatly affects
the application effect of the camera-based scene. The following briefly introduces the classic Zhang’s
calibration method [10]. The method needs to capture images of a calibration object in multiple
different poses (the position and angle of the calibration object relative to the camera). The initial values
of the internal parameters are calculated by the mapping relationship between the feature points and
their imaging, and then the internal parameters are modified by the nonlinear optimization algorithm.

2.2.1. Calculation of Initial Value

The process of mapping the feature points on the two-dimensional plane calibration board [21,22]
to the pixels on the image is regarded as homography transformation (plane-to-plane transformation).
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Without loss of generality, the model plane is assumed to be located at Z = 0 in the world coordinate
system. Then the projection equation can be simplified as Equation (6).

Zc ∗


u
v
1

 = K ∗
[

r1 r2 T
]
∗


Xw

Yw

1

 = H ∗


Xw

Yw

1

 (6)

where (r1, r2) is the first two column vectors of the rotation matrix R. H is a homography matrix.

B = KT
∗K−1 =


1
α2

−γ
α2∗β

v0∗γ−u0∗β
α2∗β

−γ
α2∗β

γ2

α2∗β2 +
1
β2 −

γ∗(v0∗γ−u0∗β)
α2∗β2 −

v0
β2

v0∗γ−u0∗β
α2∗β

−
γ∗(v0∗γ−u0∗β)

α2∗β2 −
v0
β2

(v0∗γ−u0∗β)
2

α2∗β2 + v0
2

β2 + 1

 (7)

Define symmetric matrix B in Equation (7). Let b =
[

B11 B12 B22 B13 B23 B33
]T

, where Bij

is the element in row i and column j in B. Let homography matrix H =
[

h1 h2 h3
]
. Since the

rotation matrix R has the property that the column vectors are all unit vectors and are orthogonal to
each other. Two constraints in Equation (8) can be obtained, which can be expanded and combined to
obtain a homogeneous linear equation system.{

hT
1 ∗K−T

∗K−1
∗ h2 = 0

hT
1 ∗K−T

∗K−1
∗ h1 = hT

2 ∗K−T
∗K−1

∗ h2
⇒

[
vT

12
(v11 − v12)

T

]
∗ b = 0 (8)

with
vi j = [hi1, h j1, hi1h j2 + hi2h j1, hi2h j2.
hi3h j1 + hi1h j3, hi3h j2 + hi2h j3, hi3h j3]

T , where hi j is the element in row i and column j in H.

When n calibration images are observed, combining n such equations can get VB = 0, where V is a
2 ∗ n ∗ 6 matrix. When the number of images >2, the equation can calculate a solution of B. When B is
solved, the Cholesky matrix factorization algorithm can be used to find K−1.

2.2.2. Maximum Likelihood Estimation

The above calculation results are based on the ideal solution, but due to the possibility of Gaussian
noise, the maximum likelihood estimation is used for optimization. The obtained solution is used as
the initial value, and the L-M method [23] is used for optimization, and then the internal parameter
value can be calculated from the relationship between it and the internal parameter. The optimization
goal is to minimize Equation (9).

n∑
i=1

m∑
j=1

‖mi j −
∧
m ∗ (K, Ri.Ti, P j)‖

2

(9)

3. Calibration Process

The traditional calibration method is generally to obtain multiple images of the calibration object
in different poses, and then use them as the input of the calibration algorithm for calibration. Therefore,
the calibration pose has a greater impact on the calibration effect. [10,13] all pointed out some poses
that can lead to bad results. One of the main goals of interactive calibration is to help beginners avoid
these bad poses. Besides, the other feature in interactive camera calibration is that the system rather
than humans determines the pose of the calibration object, which frees beginners from the trouble of
choosing a pose.

This paper proposes an interactive camera calibration method based on a pose search algorithm
and pose decomposition method. The pose search algorithm solves the optimal pose in the entire pose
space. The calibration quality under different initial solutions and different loss function quantitative
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evaluation factors is analyzed. A step-by-step guidance method is designed. By decomposing the
desired pose and displaying it, supplemented by text and rotation direction diagram for user guidance,
it greatly reduces the burden on users and makes the pose realization faster and easier.

The process of the calibration method in this paper is shown in Figure 3. Firstly, the system is
started to complete the initialization of the parameters to be estimated. Then enter the module to
get the next pose: (1) Initialization of pose-search-related parameters. (2) The initial pose is obtained
according to the method. (3) Start the pose search until the termination condition is reached and return
to the optimal pose. (4) The pose search updates the adjacent solution as the optimal solution by
probability. After getting the next pose, the pose is decomposed and displayed separately. This can
guide the user to complete the image acquisition of the calibration board in this pose. The new image is
used to calibrate and update the system parameters. If the system converges, the estimated parameters
are returned, otherwise, the next pose is calculated.
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3.1. Bootstrapping

At the beginning of calibration, the system does not contain any prior information on the camera’s
internal parameters. To ensure the effectiveness of the initial pose, we adopted the same startup method
as [14,15]. Set initial pose p = [45◦ 0 0 0 0 z], where z is a preset value. Place the calibration board
in front of the camera and gradually move it back until the entire calibration pattern is completely
visible in the image. Estimate the distance z from the calibration board to the camera at this time.
In the start-up phase, the system uses a limited camera model with no distortion and a fixed optical
center projection position at the center of the image, so that the scale factor (α,β) on the horizontal
and vertical axes of the image can be estimated by calibrating only a single image for quick initialize
internal parameters. To make the system initialization process more reliable, the real-time image is
calibrated, and the estimated internal parameters are replaced every time a new internal parameter
with lower reprojection error is found, until the user confirms to capture a calibration image.

After the system is started, the complete camera model is restored. Acquisition and realization of
the remaining optimal poses are started until the system converges.
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3.2. Pose Search

3.2.1. Algorithm Definition

Search algorithms [24,25] are often used to find the optimal solution in a larger solution space
and generally require the following elements: (1) The definition of the solution and the solution space.
(2) The error function to measure the quality of the solution. (3) The initial value of the solution. (4) The
calculation method of the adjacent solution. (5) The method for updating the optimal solution. (6) The
termination condition.

The pose search algorithm in this paper is based on the idea of simulated annealing [26,27], and its
related definitions are as follows:

• Solution: One solution is a pose that can be symbolized as p =
[

xr yr zr xt yt zt
]T

,
which represents the transformation from the coordinate system of the calibration board to the
camera coordinate system, where (xr, yr, zr) represents the rotation angle under each coordinate
axis, and (xt, yt, zt) represents the translation in the direction of each coordinate axis.

• Solution space: Because the rotation angle is too large, it is difficult to extract feature points, so the
following constraints are made: xr, yr, zr ∈ [−70◦, 70◦].

• Initial solution: Take the pose generated by the method in Section 3.2.2 as the initial solution.
• Adjacent solution: An element in the current solution is randomly selected and a uniform sampling

value with 0.01 times the value as the mean value is added to it. The adjacent solutions are
obtained by replacing the element.

• Loss function: Perform hypothetical calibration based on the system state and solution, obtain the
hypothetical estimated value and variance of the internal parameters, and calculate the sum of the
index of dispersion (IOD) [14] values of all internal parameters as the loss value of the current
solution. σ2 represents the variance and C represents the value of the estimated internal parameter.

IOD =
σ2

C
(10)

ϕ = SumIOD =
∑

i

σ2

Ci
(11)

• Solution update method: After calculating the loss values of the two solutions, the solutions are
updated according to Equation (12), where ∆ is the difference between these two loss values.

P(∆)
{

1,ϕ′ < ϕ
e−∆/Tnow ,ϕ′ >= ϕ

(12)

3.2.2. Initial Solution Method—Pose Generation

It is generally believed that a successful calibration must constrain each internal parameter, so the
method in [14] proposed a targeted pose generation method, which aims to constrain the internal
parameter with the largest estimation uncertainty to generate the optimal pose. It groups the internal
parameters. Apply different pose generation strategies, grouped as follows:

CK =
[
α β u0 v0

]
; C∆ =

[
k1 k2 k3 p1 p2

]
The goal of the group is to maximize the spread angle between the image plane and the

calibration object. The pose part is a fixed value selected in advance. It should make the entire
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calibration object completely visible in the field of view. The pose generation equations are shown in
Equations (13) and (14). The process of pose generation is shown in Figure 4.

p =


[

0 θi1 Π/8 0 0 z
]
; c ∈ [α, u0][

θi2 0 Π/8 0 0 z
]
; c ∈ [β, v0]

(13)


θ1 = −70◦;
θ2 = 70◦;

θi = (θi−1 + θi−2)/2; i > 2, i ∈ Z
(14)

where i represents the number of generations, and C represents the internal parameters that need to
be constrained.
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pose generation.

The goal of the group is to increase the sampling of the most distorted area, so its pose is generated
as follows:

1. Generate a distortion map based on the current calibration result (the value at each position
represents the deviation caused by the distortion coefficient acting on that point).

2. Find the rectangular area with the largest distortion in the image in the form of a sliding window.
3. Perform pose estimation on the area to get the pose.

3.2.3. Search Process

The process of the pose search is shown in Algorithm 1. First, initialize the relevant parameters
of the simulated annealing algorithm, such as the current solution, current temperature, termination
temperature, cooling coefficient, the number of searches at each temperature, and then start a round
of search. Repeat the following operations in each round of search: randomly select an adjacent
solution of the current solution, calculate the loss function values of the two respectively, and update
the solution based on these two loss values and the current temperature according to the update
method of the solution. After the second operation, the temperature is lowered. When the current
temperature is lower than the termination temperature, the search ends and the current solution is
returned; otherwise, the next round of the search process starts.
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Algorithm 1 Simulated Annealing

1: Function SA()
2: Initialize p, Tnow, Tmin, D, k
3: while Tnow > Tmin do
4: i = 0
5: while i < k do
6: p′ = GetNeighbor(p)
7: ∆ = Cost(p′) −Cost(p)
8: p = UpdateSolution(p, p′, ∆, Tnow)

9: i = i + 1
10: end while
11: Tnow = CoolDown(Tnow, D)

12: end while
13: return p
14: end Function

3.2.4. Time Complexity Analysis

The time complexity of the proposed pose search algorithm is analyzed as follows. We think
that the time complexity of the proposed search algorithm is mainly affected by the number of search
rounds N and the number of searches per round k. The number of search rounds N depends on the
search termination condition. In this paper, we use the temperature termination condition, that is,
when the temperature drops to the lowest temperature, the algorithm stops. Therefore, N can be
calculated from Equation (15).

T0 ∗DN = Tmin ⇒ N =
ln Tmin

T0

ln D
(15)

where D is the cooling coefficient, T0 is the initial temperature, and Tmin is the termination temperature.
Then the time complexity of the task can be expressed as Equation (16).

N ∗ k⇔
ln Tmin

T0

ln D
∗ k (16)

According to the equation, the running time is determined by the initial temperature T0, the cooling
coefficient D, the termination temperature Tmin and the search times k per round.

3.3. Pose Decomposition

After searching for the next optimal pose, the interactive system will map the calibration pattern
to the camera image based on the current estimated internal parameters and optimal pose to inform
the user of the ideal next placement position of the calibration board. Some auxiliary methods are
usually used to help users place the calibration board more quickly and efficiently.

In the current guidance implementation scheme, AprilCal [15] highlights the overlapping part of
the calibration pattern under the current pose and the optimal pose. The method in [14] respectively
visualized the three-dimensional coordinate system of the calibration board in two poses for the user
as a reference to reduce the user’s burden. However, the visualized coordinate system needs to detect
the calibration pattern of the imaging, it brings the problem of time delay.

On some older machines, the situation is more serious, which affects the user experience.
In response to this problem, this paper proposes a step-by-step user guidance method based on pose
decomposition. In the calibration process, lazy loading [16] is used instead of real-time detection of
calibration patterns.

The target pose contains rich and complex three-dimensional spatial information. To achieve the
target pose, good spatial thinking is required, which brings unnecessary burdens to users. As shown
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in Equation (15), the paper decomposes it into four poses, which are the results after translation, X-axis
rotation, Y-axis rotation, and Z-axis rotation. The paper shows the position of the calibration objects
after these transformations and the degree of transformation, which allows users to follow specific
instructions and only need to care about the transformation in one dimension each time. The reduction
of focus can greatly reduce the user’s work amount. In addition, only a set of transformation results
need to be generated for each target pose, which can be saved as a reference for users. Figure 5 shows
the projection of a target pose before and after decomposition. Figure 6 shows the positive direction of
rotation of each coordinate axis in the system coordinate system. The combination of the two makes
the user guidance process simple, clear, and efficient.

p =
[

xr yr zr xt yt zt
]
→


p1 =

[
0 0 0 xt yt zt

]
p2 =

[
xr 0 0 xt yt zt

]
p3 =

[
xr yr 0 xt yt zt

]
p4 =

[
xr yr zr xt yt zt

] (17)
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3.4. System Convergence

The same as the method in [14]: when the variance of the estimated internal parameter obtained
from the last two calibrations does not change much, it is considered that the internal parameter has
reached the convergence condition. The convergence determination equation is shown in Equation (19).

ε = σ2
i+1/σ2

i (18)

φ =

{
1− ε <= ϕ, 1
1− ε > ϕ, 0

(19)

where i represents the number of calibration rounds; ε represents the ratio of the variance of the internal
parameters before and after the two rounds of calibration; ϕ represents the convergence threshold,
which is generally set as 0.1. when φ is 1, the internal parameters converge.

When all internal parameters converge, the system converges, the algorithm ends, and the
calibration result is returned.

4. Evaluation

This paper used simulation data and real data to evaluate the proposed method. The simulation
data were used to verify the feasibility of the pose search algorithm. The influence of the initial solution
method and loss function on the result was discussed. The real data was used for comparison of other
interactive calibration methods to estimate the effectiveness of the proposed pose search algorithm and
pose decomposition method.

Before the experiment, we examined some calibration patterns, such as X-tag [28], Caltag [29],
and finally chose the self-identifying [30] pattern ChArUco [15,31]. Because it is the pattern selected
in most interactive calibration methods, the pattern size was set to 9 * 6, each calibration image can
provide 40 feature points, and the grid width was 28mm.

4.1. Simulation Data

Evaluation index: This paper used the following two error index to measure the quality of the
calibration in a simulation scenario. (1) SumIOD: The sum of the IOD [14] values of all internal
parameters. (2) AbsRmsErr: The absolute root mean square re-projection error. The real internal
parameters were known in the simulation scene, so the coordinate deviation of the same 3D coordinate
points after the remapping of the real internal parameters could be calculated.

Experimental configuration: The properties of the simulated camera were set as follows: α = 1068,
β = 1073, u0 = 635, v0 = 355, k1 = −0.0031, k2 = −0.2059, k3 = −0.0028, p1 = −0.0038, p2 = 0.2478.
The parameters of pose search algorithm were set as follows: T0 = 1, Tmin = 0.1, D = 0.7, k = 10.
Gaussian noise with a mean value of 0 and a variance of 0.1 was introduced to simulate the error of
feature point detection in a real scene [10]. Each group of experiments was repeated 20 times to take
the average of the error. In the following four sets of experiments, the abscissa represents the number
of frames, and the ordinate represents one of the error index. We used the log function based on e to
process the results to make the comparison more obvious.

Performance evaluation of the proposed pose search algorithm: This experiment verifies the
effectiveness of the proposed pose search algorithm. The initial solution of the algorithm was random
pose and the loss function was AbsRmsErr. The comparison method used random pose for calibration.
SumIOD and AbsRmsErr were used to evaluate the calibration result. The comparison results are
shown in Figure 7. It can be seen that the pose obtained by searching had better performance
for calibration.
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search (Random pose + AbsRmsErr loss). The green dotted line is obtained by the calibration method
with the random pose. The magenta dotted line is obtained by our proposed pose search algorithm.
The search algorithm takes a random pose as the initial solution and AbsRmsErr as the loss function.

Performance comparison of two loss functions: This experiment investigated the effect of loss
function on the pose search algorithm. Based on using random pose as the initial solution, one method
used AbsRmsErr as the loss function, and the other used SumIOD as the loss function. The comparison
results are shown in Figure 8. It can be seen that SumIOD was superior to AbsRmsErr as a loss function.
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Performance comparison of two initial solution methods: This experiment verified the effect of
the initial pose method on the search algorithm. On the basis of using AbsRmsErr as the loss function,
one method used the random pose as the initial solution, and the other used the generated pose as the
initial solution. The comparison results are shown in Figure 9. It can be seen that the initial solution
obtained from the generated pose method was better for searching for the optimal pose.
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Performance comparison of different iterative calibration methods: This experiment compared the
interactive calibration method in [14] with the pose search method proposed in this paper. Our search
algorithm used the generating pose method to obtain the initial solution, and SumIOD was used as
the loss function. The comparison results are shown in Figure 10. It can be seen that the pose search
algorithm proposed in this paper could obtain a better pose for calibration.
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Figure 10. The method in [14] (Generated pose) vs. pose search (Generated pose + SumIOD). The green
dotted line is generated by the method in [14]. The magenta dotted line is obtained by our proposed pose
search algorithm, which takes a generated pose as the initial solution and SumIOD as the loss function.

Evaluation of the impact of frame number on running time. This experiment examined the
magnitude of the change in the running time of our proposed method as the number of frames
increases. The experiment was repeated 20 times and the average value was taken. The results are
shown in Figure 11. It can be seen that the running time increased linearly with the increase of the
number of frames. This is because the camera calibration time increased linearly as the number of
pictures increased.
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4.2. Real Data

Calibration performance evaluation comparison: In order to evaluate the proposed method on the
measured data, 100 calibrated images with different positions and angles were captured in advance as
the test set. All images were captured by the Dahua network camera with a resolution of 1280 × 720 px.
The proposed method was compared with the method in [14], OpenCV [32,33] without any pose
constraints. The comparison results are shown in Table 1. Each method was calibrated five times and
the average error was taken. The results showed that, compared with the method in [14], the proposed
method had a 5.7% lower error when the number of calibration images was smaller. Compared with
OpenCV, the error was reduced by 35.4%.

Table 1. Performance comparison of different methods.

Method Meanϕtest Num. of Frames Meanϕtrain

The method in [14] 0.4331 8.8 0.5139
OpenCV 0.62253 9 0.43771

Our proposed method 0.4086 7.8 0.4704

To evaluate the performance of the proposed pose decomposition method, we compared it with
the method in [14] from two experiments: (1) the processing performance on continuous 5000 images;
(2) the spend time to complete 10 poses in real scenarios for beginners.

Time comparison of image processing: The real-time calibration board detection brought an
additional time delay for each image, which affected the efficiency of board placement. Table 2 gives
the processing time on 5000 images based on different methods. The proposed camera calibration
method consisted of the pose decomposition, projection, and preservation, while the method in [14]
included the calibration board detection, three-dimensional coordinate system visualization, and target
pose projection. It can be observed from Table 2 that the overall processing time was 19.23 s and 12.62 s
respectively. The average processing time for each frame of the image was 38.46 ms and 25.24 ms
respectively. The camera’s frame rate was 25 frames/s, that is, the delay per second was 0.961 s and
0.631 s respectively. The proposed method reduced the average processing time by 34.4% and it could
address the time delay issue in the video stream.

Table 2. Time comparison of different methods on image processing.

Method 5000 Frames (s) Single Frame (ms) Delay Per Second (s)

The method in [14] 19.23 38.46 0.961
Our proposed method 12.62 25.24 0.631
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Time consumption comparison of user guidance methods: To evaluate the proposed user guidance
method (Pose decomposition) in this paper, we invited five volunteers to perform the calibration board
placement task to match 10 preset poses. The time consumption of a user guidance method in [14] and
our proposed method was compared. The time for each volunteer to complete these 10 pose matchings
was recorded. Each volunteer used two methods repeated the experiment three times. The time
consumption of the method in [14] is shown in Figure 12a and that of our proposed method is shown
in Figure 12b. As can be seen from Figure 12, with the gradual familiarity of the user guidance method,
the time required to complete 10 pose matching was gradually reduced. This reduction is particularly
evident in Figure 12b. Based on pose decomposition and step-by-step guidance, the proposed method
had a lower average time-consuming. The average time consumption was reduced by 17% compared
with the method in [14].
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5. Conclusions

In this paper, an interactive calibration system based on pose search and pose decomposition
was proposed to estimate the camera internal parameters. The pose search method was designed to
select the optimal pose for the calibration task in the entire pose space. A novel step-by-step user
guidance method based on pose decomposition was proposed to improve the calibration efficiency.
The proposed method was evaluated on both simulated and field datasets. Compared with the other
interactive methods, the experimental results demonstrated our method can improve calibration
effectiveness and efficiency.

Future work can be focused on the exploration of a novel evaluation index to improve search
stability. In addition, the current interactive camera calibration methods only use a single camera,
the binocular or multi-camera applications are required to achieve this task in the future.
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