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#### Abstract

This paper presents a methodology for the design of field-programmable gate array (FPGA)-based real-time simulators (RTSs) for power electronic circuits (PECs). The programmability of the simulator results from the use of an efficient and scalable overlay architecture (OA). The proposed OA relies on a latency-insensitive design (LID) paradigm. LID consists of connecting small processing units that automatically synchronize and exchange data when appropriate. The use of such data-driven architecture aims to ease the design process while achieving a higher computational efficiency. The benefits of the proposed approach is evaluated by assessing the performance of the proposed solver in the simulation of a two-stage AC-AC power converter. The minimum achievable time-step and FPGA resource consumption for a wide range of power converter sizes is also evaluated. The proposed overlays are parametrizable in size, they are cost-effective, they provide sub-microsecond time-steps, and they offer a high computational performance with a reported peak performance of 300 GFLOPS.


Keywords: real-time simulation; HIL; power electronic circuits; FPGA; latency-insensitive design; data-driven architectures

## 1. Introduction

Hardware-in-the-loop (HIL) simulation is an industrial methodology used in the development of power systems to reduce risks and costs [1,2]. In a HIL setup, a real controller is connected to a simulated plant in closed loop. Better performances are achieved when the round trip time of the signals is as fast as possible—ideally, a few $\mu$ s or less. A HIL simulation is typically performed using PC clusters, in which case the simulator offers flexibility and programmability [3]. However, when the power system requirements impose a latency limited or close to $1 \mu \mathrm{~s}$, field-programmable gate arrays (FPGAs) are usually the best choice for HIL [4].

Recent publications address the FPGA-based real-time simulation problem from an application, system or circuit modelling point of view [5-7]. Their purpose is either to reduce the simulation time-step, to propose new switch modelling techniques or to augment the parallelism of the simulation. The approach adopted in the paper addresses the subject from a hardware implementation perspective. Our aim is to propose a design methodology that will help reduce development time of an FPGA-based RTS—also designated as a hardware solver (HS) in this paper.

The implementation of a HS is typically described at the register transfer level (RTL) [8]. The utilization of high-level synthesis (HLS) tools has been considered as an alternative to facilitate hardware development on FPGA [9-11], but has been shown to impose certain limitations on performance and resource utilization [11]. Furthermore, the HLS design approach does not remove
the synthesis process stage, which takes from minutes to hours, depending on the complexity of the design.

The main contribution of this paper is to propose a novel design methodology for the development of HS. The methodology uses an overlay architecture (OA) based on a decentralized control scheme using a latency-insensitive design (LID) approach. An OA is a configurable and regular hardware structure composed of functional and interconnection elements. An OA is configurable at two levels: (i) at an architectural level, to modify the number and characteristics of operators and generate a new bitstream; (ii) at a software level, which is done by filling the content of embedded memories. On the other hand, LID facilitates the design integration task by allowing data transfers between units on the datapath to be self-synchronized. In the proposed LID approach, processes are synchronous systems driven by the events at their point-to-point communication channels following a specific protocol. This ensures that the correct functioning of processes independently of the latency on the channels that interconnect them. Modules designed with this method are easily integrated to reach the correctness of the system [12].

The remainder of this paper is organized as follows: Section 2 presents the works related to this research-that is, FPGA-based real-time simulation of power converter techniques referenced in the literature. The purpose of Section 3 is to provide the reader with a review of the background material pertaining to overlay architectures and latency-insensitive design. Section 4 presents the proposed solution. It reviews the mathematical foundation of our approach and the programming model of the proposed hardware solver as well as its building blocks. Section 5 presents the simulation and implementation results for the case studies as well as the performance exploration. A discussion is given in Section 6.

## 2. Related Work

### 2.1. Switch Model

The design of a HS must obey tight constraints due to the high switching frequencies of semiconductors, which typically require simulation time-steps below $1 \mu$ [11,13]. To achieve a low time-step solution, the switching behavior is either emulated using an ideal switch model or a switching function [14]. The ideal switch model, in turn, resorts to one the two commonly used switch models: the resistive switch model (RSM) or the associated discrete circuit (ADC) switch model.

The RSM replaces the switch by a low and high resistor when on and off, respectively. It is known to be a more accurate approach than ADC but suffers from certain limitations such as heavy memory requirements for storing precomputed network equations, and higher computational cost due to iterations. The Sherman-Morrison-Woodbury formula to compute the updated inverse matrix at each time-step was proposed in [15], but such an approach neglects the iterations needed to determine the state of diodes. A method to handle diodes has been proposed in [16], but it introduces unrealistic parasitic elements that alter the behavior of the converter. The use of iterations, the compensation method and circuit partitioning have also been considered [17,18], but it results in large time-steps. A predictor-corrector algorithm has been used in [6] to decouple the switches from the circuit elements and to simulate them simultaneously, but such an approach relies on a forward integration scheme and may become unstable. Finally, a direct map method was proposed in [7] to simulate a high switching frequency resonant converter, but it is unclear at the moment how the method could apply to more complex topologies. The ADC switch model [19] replaces the switch by a Norton equivalent with a fixed impedance. It gives a fixed system of equations irrespective of switch statuses, which considerably reduces memory requirements. Because it does not require an iterative solution, the ADC model is less computationally hungry than RSM, and has been widely used for HS implementations on FPGA $[13,20,21]$. However, ADC is prone to fictitious oscillations that can alter the behavior of the converter's model. Various techniques have been proposed for minimizing the effect of these
undesired oscillations [22-24]. These techniques often require a special routing mechanism in the HS to handle the various conditions the modified algorithm has to account for.

The switching function is a simple model which replaces the converter by a circuit only consisting of controlled voltage and current sources. Hence, the switching function describes the behavior of the converter through its interfaces. However, by doing so, it fails to accurately emulate transients or certain operational modes of the converter (the rectification for an inverter for instance). The switching function was utilized in such works as [5,25,26], where transients were not the primary focus of the investigation.

### 2.2. Hardware Description Languages

The implementation of a HS is mainly obtained using hardware description languages such as Verilog or VHDL at the RTL. Describing a digital design in RTL abstraction is known to be a difficult and error-prone task. Increasing the level of abstraction for hardware design is supposed to reduce the development time and increase productivity [27], which is why the utilization of high-level synthesis (HLS) tools has been considered as an alternative to facilitate hardware development on FPGA [9-11].

HLS becomes a popular trend for the implementation of hardware accelerators in areas such as image processing, economics, robotics, etc. [28-30]. More recently, HLS has also been used for custom implementations of HS for HIL [26,31] and for its testbenches. The use of HLS for HIL has been shown to impose limitations on hardware performance and resource utilization when intended to be used in HS for HIL [11]. Furthermore, once an HLS code is finished, the development cycle is not completed: the RTL code needs to be generated, and the code needs to be synthesized and implemented, then tested on the FPGA for timing, accuracy, etc. All these tasks can take from hours to days, depending on the complexity of the design.

### 2.3. Number Format

An FPGA implements real arithmetic computations using either fixed-point or floating-point (FP) format. The fixed-point number is basically an integer scaled by an implicit factor. The fixed-point format is known to uses less hardware resources, which yields a low latency datapath. However, the fixed-point format suffers from a restricted dynamic range that can restrict its utilization for HIL applications. These limitations have been addressed by means of appropriate optimizations such as scaling the operands to the dimensions of the hardened blocks of the FPGA, or by normalizing all the physical quantities to a per unit scale $[7,16,32]$.

On the other hand, the FP number format allows for a larger dynamic range, but its operators are costly in terms of hardware and require deeper pipelines. This is even more true when double precision is considered. Hence, most HSs reported in the literature make use of single precision FP to save hardware and to reduce latency [18]. The utilization of a non-standard FP is often privileged in the FPGA context-that is, a FP which does not adhere to IEEE-754 standard to provide better resource consumption. For instance, in [33], the authors proposed a low-cost FP with soft normalization and showed the benefits to HIL applications.

The solution considered in this paper is based on a non-standard FP format with intermediate precision which balances hardware consumption, computing power and computational accuracy. The arithmetic operators are built using a fused datapath approach [34], which consists of removing all intermediate packing and unpacking stages from a complex FP datapath and performing all the computations jointly. All internal additions are performed using the self-alignment format (SAF) [35]. Such an approach was previously adopted in [17,21,36].

## 3. Background

Improving the computing performance to reach lower time-steps while keeping a reasonable FPGA resource consumption increases the difficulty associated with the development of a HS. Most of the research devoted to the development of HSs is performed at an application level, where the
main energy is invested on the elaboration of new modelling techniques, circuit partitioning schemes and parallelizing calculations.

Generally, the implementation of a HS follows a centralized design approach. It consists of a datapath, comprised of memory elements and functional units (FU), under the command of a control unit that sequences all data transfers. The sequence of execution determines the timing of data transfers and needs to be designed by taking into account the sequence of reads and writes and the latency of each processing unit.

In this work, we propose a parametrizable and reconfigurable architecture inspired from OAs that uses a modularized LID approach. All data transfers are handled by an efficient simple interconnection scheme that facilitates programmability and system expansion. This section presents an overview of OA and LID to clarify these concepts.

### 3.1. Overlay Architectures

Custom design using RTL is a good way to achieve high performance due to the fine granularity of the hardware description and the direct access to FPGA resources it allows. However, the difficulty behind such a low-level design is the long time associated with FPGA development cycles. Overlay architectures have been introduced by such initiatives as ZUMA [37], Quku [38] and DeCO [39] with the aim to increase the abstraction level, improve the productivity, ease the programmability and reduce the time of design [40].

An OA is a reconfigurable implementation over a FPGA. An OA is formed by two main parts: an implementation (hardware architecture) and a mapping tool. Figure 1 shows a condensed workflow for OA-based design. For the implementation part (left of Figure 1), the type of applications determines the OA topology. Performance requirements are then taken into account to define a set of parameters to generate an instance of the OA and to generate the FPGA programming bitstream using the traditional FPGA workflow. Once the hardware is generated, a mapping tool (right of Figure 1) is used to interpret the application code and to extract its data flow graph (DFG). This way, the application is rapidly mapped on the hardware without passing trough the synthesis process again.


Figure 1. Overlay development cycle.

The performance delivered by an OA depends on the selected topology. In the two-dimensional array topologies shown in Figure 2a,b (nearest neighbor and torus, respectively), each tile is connected to four surrounding tiles (top, bottom, right and left) in a bidirectional way. This results in a high connectivity among units and offers wide configuration possibilities. However, this also implies that data have multiples paths to reach a desired destination, putting extra effort on the control and its synchronization, while also increasing the design complexity and cost due to the overhead related to the interconnection. In the linear topology shown in Figure 2c, the tiles are arranged in stages, and data can only by transmitted from one stage to the following one in a unidirectional way. This topology presents a reduced connectivity which leads to a potentially reduced capability of reconfiguration and reduce the variety of applications but gains in simplicity and in performance.


Figure 2. Basic topologies of overlay architectures: (a) nearest neighbor [41], (b) torus [42], (c) linear [39].

### 3.2. Latency-Insensitive Design

Timing performance of a large digital design is determined by the delay of its longest combinational path. This is often curated using pipelining techniques, which is done by inserting register stages within the datapath. However, the pipeline depth must be matched on all paths and effects of the control sequence. The purpose of an LID approach is to solve this issue by making functional modules independent of the arrival time of their inputs [43]. In LID, the interconnection elements are separate from the functional elements, and correct operation of the system is warranted by construction [12]. Such an approach has the merit to ease the design process by allowing the hardware designer to invest more efforts on the design of small processing blocks while their interaction is taken into account at a later stage through interface communication protocols.

A basic functional module is termed a pearl in the literature. The pearl is stallable, and is encapsulated in a so-called shell. As shown in Figure 3a, the shell is comprised of memory elements and a control logic. The memory elements are connected to the input channels and help to sustain data contention. The control logic serves the purpose of managing the channel's protocol and serving the module's functionality [44]. All data transfers are then performed only when the pearl is available to process them. All data signals are accompanied by control signals for handshake purposes. Two control signals in opposite direction are typically used: a valid forward signal to indicate that the source has valid data to send, and a ready backward signal to indicate that the target is ready to accept the incoming data. Figure 3b illustrates an LID-based system with multiple shells interconnected.


Figure 3. (a) General architecture of a shell; (b) LID-based design with interconnected shells.

## 4. Proposed Solution

This section presents the proposed solution in a detailed fashion. We start with the mathematical formulation of the power converter model-the ADC switch for modelling the power converter. We then discuss the latency-insensitive design of an HS. The LID HS is an OA, in the sense that it respects the principle of having a fixed yet parametrized architecture over which an application is deployed. Interconnection between functional units is implemented using a crossbar that connects all FUs together. The crossbar is implemented using an LID. The arithmetic operators use a custom floating point number representation to achieve high performance.

### 4.1. Mathematical Formulation

Using the associate discrete circuit modelling approach, all components are replaced by Norton equivalents resulting from a fixed time-step backward Euler integration rule. The network equations can then be assembled to yield:

$$
\begin{equation*}
\mathbf{A} \mathbf{x}_{n}=\mathbf{b}_{n} \tag{1}
\end{equation*}
$$

where subscript $n$ denotes present time point, $\mathbf{A}$ is the nodal matrix obtained from modified augmented nodal analysis (MANA) [45], $\mathbf{x}_{n}$ is a composite vector of unknowns node voltages and voltage source currents and $\mathbf{b}_{n}$ is a vector of known input sources ( $\mathbf{u}_{n}$ ) and history terms. We distinguish between switch history terms $\left(\mathbf{i}_{n}^{s}\right)$ and $\mathrm{L} / \mathrm{C}$ component history terms $\left(\mathbf{i}_{n}^{h}\right)$. $\mathbf{b}$ being simply a linear combinations of those terms, it can be expressed as:

$$
\mathbf{b}=\mathbf{K}\left[\begin{array}{c}
\mathbf{u}_{n}  \tag{2}\\
\mathbf{i}_{n}^{s} \\
\mathbf{i}_{n}^{h}
\end{array}\right]
$$

Using the ADC switch model, the matrix A is fixed, irrespective of switch statuses, and its inverse can be precomputed. Moreover, to improve the computational efficiency, rewriting the network equations in a state-space-like form was found to be convenient [7,11,21,46], which yields:

$$
\left[\begin{array}{l}
\mathbf{y}_{n}  \tag{3}\\
\mathbf{i}_{n+1}^{\hat{s}} \\
\mathbf{i}_{n+1}^{h}
\end{array}\right]=\mathbf{H}\left[\begin{array}{l}
\mathbf{u}_{n} \\
\mathbf{i}_{n}^{s} \\
\mathbf{i}_{n}^{h}
\end{array}\right]
$$

where $\mathbf{H}$ is a fixed matrix obtained from algebraic manipulations of $\mathbf{A}^{-1}$, and $\mathbf{K}$. The terms with subscript $n+1$ are history terms computed for the next time-point of the simulation, and $\mathbf{y}_{n}$ are outputs of interest.

It is worth mentioning that $\mathbf{i}^{\hat{s}}$ comprises the switch history terms for switches in ON and OFF states (both are computed), whereas $\mathbf{i}^{s}$ includes only one of the two terms for each switch, with respect to actual switch status ( $\mathbf{i}^{\hat{s}}$ is hence twice as large as $\mathbf{i}^{s}$ ). This matter has been thoroughly discussed
in [11,21,46]. It is also worth mentioning that history terms are referred to as state variables in the remainder of this text.

### 4.2. Hardware Solver Architecture

Figure 4a presents a general structure of a HS architecture. It consists of a linear solver connected in a closed loop to a switch update module. The linear solver feeds vectors $\mathbf{u}_{n}, \mathbf{i}_{n}^{s}, \mathbf{i}_{n}^{h}$ to an MVM module, which, in turn, produces vectors $\mathbf{y}_{n}, \mathbf{i}_{n+1}^{\hat{s}}, \mathbf{i}_{n+1}^{h}$. The linear solver sends those results to appropriate locations. The switch update module receives $\mathbf{i}_{n+1}^{\hat{s}}$ and extracts the switch history terms $\mathbf{i}_{n+1}^{s}$, according to the input gates and switch logic $[11,21,46]$.

Figure 4b illustrates how the MVM unit is built. It consists of $N$ dot product (DP) units with each DP unit consisting of $m$ parallel multipliers (termed DP-type $m$ ) feeding an addition tree, and terminated by an accumulation function, as shown in Figure 4c. The DP operator is designed to process $K \times m$ pairs of operands $\left(x_{i}^{(k)}, y_{i}^{(k)}\right), i=1 \ldots m, k=1 \ldots K$ in $K$ successive clock cycles, and produces:

$$
\begin{equation*}
\sum_{k=1}^{K} \sum_{i=1}^{m} x_{i}^{(k)} y_{i}^{(k)} \tag{4}
\end{equation*}
$$



Figure 4. Solver architecture. (a) General structure; (b) Matrix-Vector Multiplier; (c) Dot-Product operator.

### 4.3. Programming Model

Figure 5 presents a more detailed view of the architecture of the linear solver. It is composed of three stages: (i) a crossbar (XBAR), (ii) memory elements and (iii) $N$ DPs. It is worth mentioning that, compared to similar works from the literature, this HS does not contain a global control unit, and all operations are self-synchronized thanks to the adopted LID approach. The XBAR is in charge of routing data to appropriate locations. The memory elements are simply embedded RAM blocks (MTX and VECT in Figure 5) with read and write logic. The DPs form the functional part of the linear solver. The XBAR is presented in Section 4.4, the memory elements in Section 4.5 and the DP operators in Section 4.6.

The computing power of the linear solver is determined by the number of DP $(N)$ and the number of multipliers each DP has $(m)$, also referred to as DP-type in this paper. Hence, the OA is determined by parameters $N$ and $m$. Once the overlay is generated, the application can be reprogrammed on top of it. This is simply done by mapping Equation (3) over the OA, which is solely determined by the number of independent sources, the number of states variables, the number of switches and the number of outputs. These parameters are used to generate the programming bits of code used to configure the XBAR, the writer and reader and to fill the contents of the VECT and MTX memories.


Figure 5. Linear solver architecture.

### 4.4. Interconnection Network

The role of the interconnection network is to move data to the appropriate VECT memory locations from either the inputs of the linear solver or the outputs of the DPs, as shown in Figure 5. The data should be able to move freely from any input to any ouput of the interconnection network, which motivates the use of a crossbar. However, an $N$-node crossbar requires $N^{2}$ connections, and each node has a fan-out of $N$ [47]. Multistage interconnection networks (MINs) solve this problem by splitting the crossbar into a succession of intermediate crossbars of smaller size [48]. The MIN considered in this paper is formed by $2 \times 2$ cells arranged in a butterfly topology [49], as shown in Figure 6a. Each cell has two input and two output channels that are used to connect to neighbouring stages. The number of cells in the butterfly MIN amounts to $(N / 2) \log _{2}(N)$.


Figure 6. Multilevel interconnection network. (a) $8 \times 8$ butterfly topology; (b) $2 \times 2$ MIN cell.
For this work, we have adopted the MIN implementation presented in [50], which offers a straightforward routing scheme and such capabilities as multi-casting, broadcasting and data contention handling. Figure 6b illustrates the associated $2 \times 2$ cell, which is designed using a LID approach. The cell is composed of two fork units, four FIFOs and two output selectors. The fork units receive incoming data from the previous stage and route them to one or both output channels on the following stage. In a butterfly MIN, there exists a unique path for each pair of input and output channels, which may result in blocking situations [51]. The FIFOs in Figure 6b are used to handle contention and avoid blocking. The output selectors are connected to two FIFOs each and are responsible for sending the data to the next stage. If at least one of the two FIFOs connected to a given
selector is not empty and the cell from the next stage is ready to receive data, the data is read and passed forward. When the two FIFOs have data, the selector will read from one of the two FIFOs using a simple round robin scheduling, switching the priority of the FIFOs for the next time the situation occurs.

### 4.5. Memory Elements

The main tasks of the memory elements unit of Figure 5 are: (i) store circuit network equations entries (MTX), as well as inputs and state variables (VECT), and (ii) sequence read and write operations.

The data in MTX are fixed during simulation time while the data in VECT are updated at each time step. The MTX and VECT are implemented using $m$ parallel RAM blocks each, to allow simultaneous access to multiple elements at a time. Moreover, the VECT memories use a double buffering technique to avoid read/write overlaps. While one segment of the memory is used for reads, the other is dedicated to writes. Read and write segments are swapped at the following simulation time-point of the simulation.

The round robin rule implemented by the MIN cell of Figure 6b provides it with the capability of not prioritizing one incoming channel over the other. However, it makes the output order of the MIN harder to predict. A simple way to manage the problem is by adding a tag at the input of the MIN. For each time-step, and each input channel, a tag formed by the input port ID and the arrival order is concatenated with the data token. Hence, the variables are easily identifiable at the output of the MIN, even if they arrive out of order.

The role of the reader block of Figure 5 is to read data from the memory locations when all state variables are available, with respect to the double buffering scheme. Its role is also to make the read order deterministic so that state variables are produced in a specific order, and feed to the input channels of the MIN in a predefined sequence. On the other hand, the role of the writer block of Figure 5 is to identify the incoming variables from their tag and write them to correct memory locations, with respect to the double buffering scheme.

### 4.6. Dot Product Operator

As discussed previously, a DP operator is an arithmetic unit consisting of $m$ parallel multipliers feeding an addition tree and terminated by an accumulation function, as shown in Figure 4c. The DP considered in the paper is based on an approach that combines the fused datapath [34] and self-alignment format (SAF) [35], and is shown in Figure 7.


Figure 7. Dot product operator implemented using a fused path self-alignment format.

The fused datapath (FDP) is a paradigm that consists of building a complex FP datapath by removing all intermediate packing and unpacking stages and performing all the computations jointly. This is explicit from Figure 7, where unpacking blocks are found at the inputs and the output of the DP. SAF, on the other hand, is a format made to process FP additions efficiently and to reduce the latency of the arithmetic operator: all mantissas are aligned with respect to the last bits of the number's exponent (fine grain left shifts), whereas all additions can be performed at a higher clock frequency and in a single clock cycle, since only coarse grain right shift alignments are needed [35].

The FDP/SAF approach was previously adopted in $[17,21,36]$ to generate dot product operators for the real-time simulation of power converters, and was shown to be computationally efficient, capable of sustaining higher clock frequencies while offering significant hardware resource savings.

## 5. Results

This section presents synthesis results, time-step evaluation and simulation assessments for a selection of overlays, along with a discussion. We discuss resource consumption and timing performance for each synthesized architecture, and determine the minimum achievable time-step for each overlay for a variety of circuit sizes. Simulation results for an AC-DC-AC converter test case are presented and used to discuss the computational accuracy of the HS.

### 5.1. Synthesis Results

The hardware overlay was implemented using a vendor-agnostic VHDL, following a generic coding style, free from any directive or primitive specific to a particular technology. The overlay is generated from a set of parameters-that is, the number of DPs and their type. The architecture also supports changing the data size and memory depth, but these two parameters were considered with default values, which are sufficient for all the test cases considered for this evaluation. Namely, we have used a non-standard IEEE format with 8-bit exponents and 34-bit mantissa, which is consistent with previously published works such as [46]. The memory depth was fixed to $2^{10}$ entries, simply to match the size of hardened RAM blocks. The Virtex 7 (7vx485tffg1157-1), was considered for this evaluation. Without being the latest technology, this device offers the resources and timing capabilities to implement the HS of appreciable sizes. Synthesis results were obtained using Vivado 2015.3.

Three OAs have been considered for this study, namely:

- Architecture 1: 4 DPs, of DP-type 8: $(N, m)=(4,8)$;
- Architecture 2: 8 DPs, of DP-type 16: $(N, m)=(8,16)$;
- Architecture 3: 16 DPs, of DP-type 32: $(N, m)=(16,32)$.

Table 1 outlines the synthesis results for these overlays. It clearly shows that Architecture 3 is indeed the largest overlay than can be implemented on the selected FPGA, given the scarcity of reconfigurable resources (LUTs). It is interesting to discuss the results of Table 1 in light of the reported computing power $(\mathrm{CP})$ of each overlay, expressed in giga floating-point operations per second (GFLOPS). CP is given at peak performance, and is computed using the formula $\mathrm{CP}=$ $N \times(2 \times m) \times f_{\max }$, where $f_{\max }$ is the maximum sustainable clock frequency, and $N \times(2 \times m)$ is the number of simultaneous FP operations by an $(N, m)$ overlay. It appears that CP is four folds higher from one set of parameters to the next, which is consistent with the fact that parameter $m$ and $N$ are multiplied by 2 each time we move from Architecture 1 to Architecture 2, and from Architecture 2 to Architecture 3. We see that DSP block utilization is increased by a factor of 4 each time, whereas registers increase by factors $3.9 \times$ and $3.4 \times$ respectively; LUTs by $3.1 \times$ and $3.4 \times$ respectively, block RAMs by $3.2 \times$ and $3.7 \times$ respectively. This shows that the area occupation scales linearly with the CP (a slightly sub-linear scale, one could say). This is very advantageous and can be attributed to the use of the proposed MIN, which scales as $\mathcal{O}(n \log (n))$ with the number of ports $n$.

Table 2 outlines a set of comparable works from the literature. For each reference, the details of the architecture are not necessarily known, and so CP was approximated by associating each DSP block
with a FP operation, as that is the case for the proposed overlays. Table 2 shows that the proposed overlay is one of the must powerful; as none of the reported architectures has even exceeded 50 GFLOPS equivalent, Architectures 2 and 3 do so here. Finally, it is worth mentioning that the largest overlay, namely Architecture 3, offers close to $10 \times$ as much CP as the most powerful architectures reported in Table 2. This is very promising as more recent FPGAs are more roomier, and should help to reach 1 TFLOP of computing power in the near future.

Table 1. Synthesis results for Xilinx.

| Architecture | Registers |  | LUT | RAM | DSP | Freq. <br> (MHz) | CP <br> (GFLOPS) |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Architecture 1 | 19,979 | $(3.3 \%)$ | 26,913 | $(8.9 \%)$ | 48 | $(4.7 \%)$ | 128 | $(4.6 \%)$ | 303.0 |
| Architecture 2 | 78,131 | $(12.9 \%)$ | 83,801 | $(27.6 \%)$ | 152 | $(14.8 \%$ | 512 | $(18.3 \%)$ | 303.0 |
| Architecture 3 | 264,645 | $(43.6 \%)$ | 286,919 | $(94.5 \%)$ | 560 | $(54.4 \%)$ | 2048 | $(73.1 \%)$ | 303.0 |

Table 2. Synthesis results from literature.

| Design | FPGA | Registers | LUT |  | RAM | DSP | Freq. <br> (MHz) | CP <br> (GFLOPS) |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $[13]$ | Artix 7 |  | $(9 \%)$ | 1463 | $(11 \%)$ | N/A | 186 | $(85 \%)$ | 100 | 9.30 |
| $[7]$ | Kintex 7 | 2373 | $(0.6 \%)$ | 1223 | $(0.6 \%)$ | 22 | $(4.9 \%)$ | 88 | $(10.5 \%)$ | 320 |
| $[6]$ | Kintex 7 | 45,509 | $(9 \%)$ | 54,366 | $(21.4 \%)$ | 91 | $(11.4 \%)$ | 210 | $(13.6 \%)$ | 40 |
| $[11]$ | Kintex 7 | 8,272 | $(20.2 \%)$ | 73,161 | $(35.9 \%)$ | N/A | 703 | $(83.7 \%)$ | 100 | 35.10 |
| $[52]$ | Virtex 7 | 8932 | $(1.5 \%)$ | 87,525 | $(29 \%)$ | N/A | 1884 | $(67 \%)$ | 20 | 18.84 |
| $[18]$ | Virtex 7 | 147,317 | $(24.3 \%)$ | 142,296 | $(46.9 \%)$ | 258 | $(12.5 \%)$ | 361 | $(12.9 \%)$ | 175 |

### 5.2. Time-Step Exploration

The overlays have been tested for different power converter sizes, by varying the number of states from 5 to 340 , or until the time-step exceeded $1 \mu \mathrm{~s}$. The number of inputs and outputs was fixed to 16 , which is reasonable for a wide range of applications. A similar approach was adopted in [11]. Figure 8a gives for each overlay the simulation time-step as a function of the number of states. The $\Delta t=1 \mu \mathrm{~s}$ limit was chosen as a rule of thumb to accommodate for the high switching frequencies ( $\geq 10 \mathrm{kHz}$ ) of modern power electronics. It is also a time-step that can not be sustained by CPU-based approaches [4], and justifies the use of an FPGA.

It is interesting to see that for a given simulation time-step, the number of states that the solver can handle doubles as we move from Architecture 1 to 2, or from Architecture 2 to 3, whereas the cost in hardware is multiplied by 4 . This indicates that it is worth tearing the network up whenever it is possible. For example, if a circuit has 240 states, the time-step is 600 ns using Architecture 3. However, if one can manage a decoupling that breaks the network in two sub-circuits of equal size ( 120 states), them 2 HS of Architecture 2 could be used instead, for half the cost.

Another way to look at this is from an efficiency point of view. Figure 8b shows the efficiency for each overlay and for the various power converter sizes discussed earlier. The efficiency is defined as the ratio of the computing power deployed to solve a given problem in the time-step reported in Figure 8a over the peak performance given in Table 1. In general, the efficiency of an overlay increases with the size of the power converter, although the curve is not monotonic, and slight periodic decreases can be observed. These periodic declines are a side effect of a DP-based overlay, which treats inputs in batches of $m$ pairs of values. This phenomena is more observable with Architectures 2 and 3 as $m$ increases. We also see that all the architectures are not very efficient when the circuit is small, although the simulation time-step is very low in those case ( $\leq 200 \mathrm{~ns}$ ). This means that when the power converter is small, the data spends most of the time in the pipeline or the interconnection network. This last observation is a motivation for low latency arithmetic operators. However, as the network equations get bigger, the latency has limited or no effect.


Figure 8. Overlays performance. (a) Min. time-step vs nb states; (b) Efficiency.

### 5.3. Open-Loop Test Case 1

We will be considering two open loop test cases and a closed loop test case. For all these tests, we have chosen the AC-DC-AC power converter depicted in Figure 9 as a target circuit. The same circuit was considered in [6]. The circuit parameters are listed in Table 3. Contrarily to [6], we consider here a higher switching frequency, namely 10 kHz instead of 2 kHz .


Figure 9. AC-DC-AC power converter. Adapted from [6].
Table 3. AC-DC-AC converter parameters.

| Parameter | Value | Units |
| :---: | :---: | :---: |
| $V_{s}$ Peak | 3600 | V |
| $V_{s}$ Freq | 50 | Hz |
| $L_{s}$ | 2 | mH |
| $R_{s}$ | 39 | $\mathrm{~m} \Omega$ |
| $L$ | 2 | mH |
| $R$ | 10 | $\Omega$ |
| $C_{d c}$ | 3.01 | mF |
| $F_{\text {mod }}$ | 50 | Hz |
| $F_{c}$ | 10 | kHz |
| Mod Index | 0.8 | - |

The circuit has been modelled using the ADC model. As previously discussed, the ADC is known to introduced fictitious oscillations and the conductance needs to be tuned [31]. The tuning was performed using the 2-norm relative error of the load currents [53]:

$$
\begin{equation*}
e_{2 \text {-norm }}(\%)=100 \frac{\left\|\mathbf{i}_{\text {fpga }}-\mathbf{i}_{\text {ref }}\right\|_{2}}{\left\|\mathbf{i}_{r e f}\right\|_{2}} . \tag{5}
\end{equation*}
$$

where $\mathbf{i}_{\text {fpga }}$ is the current obtained from the FPGA model, whereas $\mathbf{i}_{r e f}$ is the reference obtained using the SimPowerSystem (SPS) Matlab toolbox. We have found that the accuracy of the simulation is less sensitive to the conductances associated with the switches at the rectification than the inversion stage. The values of $0.7 \mho$ for the rectifier, and $0.02 \mho$ for the inverter side were found to give satisfactory results. Our investigation also showed that the model behaves better when the simulation time-step is small, as evidenced by Table 4, which gives the 2-norm relative error for a wide range of time-steps. Typically, for real-time simulation purposes, an error below $5 \%$ is required. Hence, a time-step of 300 ns or less is targeted for this test case.

Here are the simulation time-steps for the AC-DC-AC for the various AOs:

- Architecture 1: 55 clock cycles, i.e., 200 ns @275 MHz;
- Architecture 2: 44 clock cycles, i.e., 160 ns @275 MHz;
- Architecture 3: 41 clock cycles, i.e., 149 ns @275 MHz.

From the results above, it appears that Architecture 1 is sufficiently performing to simulate the AC-DC-AC converter. Figure 10a presents the load currents obtained with a time-step of 200 ns using Architecture 1 and over a time span of 0.5 s . Two close-up views illustrated as rectangles in Figure 10a-that is, a short time following start-up ( 0.016 s ) and during steady state ( 0.482 s ) -are shown in Figure 10b,c. Figure 10 shows the good agreement of the FPGA simulation with the SPS reference.


Figure 10. Three-phase load currents: (a) whole sequence view with indications for close-up views; (b) close-up view \#1; (c) close-up view \#2.

Table 4. 2-norm error relative error.

| Signal | @100 ns | @150 ns | @200 ns | @250 ns | @300 ns | @400 ns | @500 ns | @1 $\boldsymbol{\mu} \mathbf{s}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{i}_{a}$ | 3.26 | 3.66 | 4.07 | 4.50 | 4.92 | 5.79 | 6.67 | 10.94 |
| $\mathrm{i}_{b}$ | 3.19 | 3.59 | 4.00 | 4.43 | 4.84 | 5.72 | 6.60 | 10.87 |
| $\mathrm{i}_{c}$ | 2.92 | 3.30 | 3.70 | 4.12 | 4.53 | 5.40 | 6.27 | 10.55 |

Table 5 compares the total harmonic distortion (THD) of the FPGA results generated a time-step of 200 ns with the THD from the SPS model. Such an evaluation can be useful to determine if the FPGA-based simulation is wrongly introducing new harmonics to the generated signals; or to the contrary, if it reducing its harmonic content. As shown in Table 5, the SPS reference and the HS show similar THD, are in the same range with a relative error below $3 \%$.

We have also assessed the computational accuracy of the hardware DP operators by comparing the FPGA results to MATLAB code implementing the ADC switch model. The resulting relative errors are calculated for each time-point of the simulation using the Equation (6):

$$
\begin{equation*}
e_{\text {rel }}(\%)=100 \frac{\left|i_{\text {fpga }}-i_{m t l b}\right|}{\left|i_{m t l b}\right|} . \tag{6}
\end{equation*}
$$

where $i_{m t l b}$ is the matlab results used as a reference. We have found that relative error varies between $10^{-3} \%$ and $10^{-4 \%} \%$, as shown in Figure 10b. Figure 11b also shows that the relative increases at certain moments during the simulation, over the $10^{-3} \%$ threshold. However, by correlating these moments with the current signals from Figure 10a, it appears that these spikes occur only during zero crossing of the currents, and as such can be neglected.


Figure 11. Close-up view of three-phase load currents (a) HS FPGA-simulation; (b) relative error for each time-point of the simulation.

Table 5. THD Comparison.

| Signal | SPS (\%) | LID-HS (\%) | Error (\%) |
| :---: | :---: | :---: | :---: |
| $\mathrm{i}_{a}$ | 4.24 | 4.37 | 2.99 |
| $\mathrm{i}_{b}$ | 4.08 | 4.14 | 1.42 |
| $\mathrm{i}_{c}$ | 4.14 | 4.24 | 2.46 |

### 5.4. Open-Loop Test Case 2

For the second open-loop test case, the test sequence starts with the amplitude of the ac voltage input set to $\left|V_{s}\right|=1800 \mathrm{~V}$. At $t=0.1 \mathrm{~s}$, the amplitude is set to $\left|V_{s}\right|=3600 \mathrm{~V}$ and maintained at that
level for the rest of the remainder of the test. A third test sequence starts at $t=0.25 \mathrm{~s}$, when a change in load resistor is applied, moving from $R=10 \Omega$ to $R=5 \Omega$.

Figure 12 presents the load currents for this second test. Figure 12a identifies the position of the close-up views shown in Figure 12b-d, each from one test sequence. The results shows the very good agreement between the simulation and the SPS reference under changing working conditions.


Figure 12. Three-phase load currents: (a) whole sequence view with indications for close-up views; (b) close-up view \#1; (c) close-up view \#2; (d) close-up view \#3.

### 5.5. Closed-Loop Test Case

In this section, we assess the performance of the HS in a closed-loop configuration. The digital proportional resonant (PR) controller of Figure 13 was connected to the system. The controller is formed by a proportional gain $k_{p}$ added to a resonant path formed by a gain $k_{i}$ and a resonant filter. The filter equation is given by:

$$
\begin{equation*}
H_{\mathrm{r}}(z)=\frac{b_{0} z+b_{1} z^{1}+b_{2} z^{2}}{a_{0} z+a_{1} z^{1}+a_{2} z^{2}} \tag{7}
\end{equation*}
$$

The parameters of the controller (filter coefficients and gains) are listed in Table 6, and were calculated using the process described in [54]. For this test, the load currents are sampled at 100 ksps , which is typical of low-cost A/D, and accounts for the worst case scenarios.


Figure 13. Control strategy block diagram.

Figure 14 shows the load currents obtained in close-loop over a time span of 0.5 s . The test is comprised of two test sequences: From $t=0 \mathrm{~s}$ to $t=0.15 \mathrm{~s}$, the load resistor is $R=5 \Omega$; After $t=0.15 \mathrm{~s}$ the load resistor changes to $R=10 \Omega$. Figure 14a identifies the position of the close-up views shown in Figure $14 b-d$, one from each test sequence (resp. Figure $14 b, d$ ) and the load transition instant (Figure 14c).

The close-up views show that the controller compensates for the change in load and presents very fast response time at transition (so that is not even visible on the figure). Most notably, we see a very good agreement between the model and the SPS reference in all the conditions.


Figure 14. Three-phase load currents in closed-loop: (a) whole sequence view with indications for close-up views; (b) close-up view \#1; (c) close-up view \#2 and (d) close-up view \#3.

Table 6. PR controller parameters.

| Parameter | Variable | Value | Units |
| :--- | :---: | :---: | :---: |
| Switching Frequency | $\mathrm{F}_{c}$ | 10 | kHz |
| Sampling Frequency | $\mathrm{F}_{a}$ | 100 | kHz |
| Grid Frequency | $\mathrm{F}_{\text {mod }}$ | 50 | Hz |
| Resonant Frequency | $\mathrm{F}_{r}$ | 50 | Hz |
| Resonant Bandwidth | $\mathrm{B}_{r}$ | 1.5 | Hz |
| Damping Factor | $\zeta$ | 0.95 | - |
| Proportional Gain | $\mathrm{k}_{p}$ | 1 | - |
| Resonant Gain | $\mathrm{k}_{i}$ | 0.4501 | - |
| Filter Parameter | $\mathrm{b}_{0}$ | $9.424777960769380 \times 10^{-5}$ | - |
| Filter Parameter | $\mathrm{b}_{1}$ | $-9.424731452853712 \times 10^{-5}$ | - |
| Filter Parameter | $\mathrm{b}_{2}$ | 0 | - |
| Filter Parameter | $\mathrm{a}_{0}$ | 1 | - |
| Filter Parameter | $\mathrm{a}_{1}$ | 1.999895887530370 | - |
| Filter Parameter | $\mathrm{a}_{2}$ | 0.999905756661575 | - |

## 6. Discussion

The methodology presented in this paper is an alternative design approach based on an overlay architecture, and aims at reducing the gap between RTL and HLS. New overlays can be generated by simply changing design parameters at the top level. It is difficult to establish a fair comparison among results in the literature and our approach due to the differences on technologies, type of circuit simulated, numerical representation, etc. However, we used the computing power as metric to assess the capability of a given design and were able to show that the proposed overlays are among the most capable in the literature.

All generated architectures (Architectures 1, 2 and 3) are sub-microsecond capable as shown in Figure 8. Typically, for a given circuit size, larger overlays result in smaller time-steps, but offer less efficiency. For example, a circuit with 50 states will be simulated at 660 ns ( $70 \%$ efficiency) on Architecture 1, 300 ns ( $40 \%$ efficiency) on Architecture 2, and 200 ns ( $18 \%$ efficiency) on Architecture 3. This is explained in part by the fact that DP inputs are treated in batches, and zero padding is required when the vector size is not an integer multiple of the DP type.

That being said, the main concern of a real-time simulator designer is achieving a small simulation time-step, which is clearly a target met for this work. For example, for the circuit discussed in [13], a time-step of 300 ns can be reached by Architecture 1, instead of the 500 ns reported in the paper. Also, for the circuit discussed in [18], Architectures 2 can reach a time-step of 200 ns , instead of the 800 ns reported in the paper.

At the present time, the synthesis of the overlay architecture is done manually, and it is still the work of the developer to determine the set of parameters (DP number and type) to choose from to find the architecture that best suits the circuits size vs. simulation times-step required. That could be improved by a automating the analysis from the circuit specifications (size and target time-step).

The main limitation of this methodology is that the minimum time-step for a given circuit can no be foretold due non-deterministic behavior of the MIN (round robin). Hence, a simulation must be executed to determine the time-step. A fast simulation tool could improve this drawback, for instance by having cycle-accurate models of the overlay.

## 7. Conclusions

This paper presented a new methodology for the design of programmable HS for the FPGA-based real-time simulation of power converters. The programmability of the HS results from the use of an overlay architecture that separates the execution of an application from the hardware development. The overlay on the other hand is implemented using a latency insensitive design approach that makes all modules auto-synchronized, allows modularity and eases integration. The overlay was implemented using a vendor-agnostic VHDL code, that uses generic parameters to easily scale the hardware solver to the desired performance. To achieve high performance and reach small time-steps, low latency custom floating-point operators that combine a fused datapath approach and a self-alignment format, were used. Three different overlays were generated and implemented on a Xilinx Virtex 7 FPGA, and were shown to achieve high performance while being cost effective. An in-depth analysis of the performances of the overlays has shown that the area occupation scales linearly with the computing power; that the decoupling can achieve higher efficiency at a lower hardware cost; and that the low latency of the arithmetic operators matters only for small circuit sizes. A test AC-DC-AC test case was also considered. A time-step of 200 ns was achieved on the smallest overlay without any decoupling. The test case showed the good agreement of FPGA-based results with a Simulink/Matlab reference and confirmed the computational accuracy achieved by the proposed arithmetic units.
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## Abbreviations

The following abbreviations and acronyms are used in this manuscript:

| ADC | Associated Discete Circuit |
| :--- | :--- |
| CP | Computing Power |
| DP | Dot Product |
| DSP | Digital Signal Processor |
| FDP | Fused Datapath |
| FLOPS | FLoating-point OPerations per Second |
| FPGA | Field Programmable Gate Array |
| HIL | Hardware-In-the-Loop |
| HLS | High-Level Synthesis |
| HS | Hardware Solver |
| LID | Latency-Insensitive Design |
| LUT | Look-Up Table |
| MANA | Modified-Augmented Nodal Analysis |
| MIN | Multi-stage Interconnection Network |
| MVM | Matrix-Vector Multiplication |
| NTT | Network Tearing Technique |
| OA | Overlay Architecture |
| PEC | Power Electronic Circuit |
| RAM | Random Access Memory |
| RSM | Resistive Switch Model |
| RTL | Register-Transfer Level |
| RTS | Real-Time Simulator |
| SAF | Self-Alignment Format |
| SPS | SimPowerSystem |
| THD | Total Harmonic Distortion |
| VHDL | Very high speed integrated circuit Hardware Description Language |
| XBAR | Crossbar |
| PR |  |
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