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Abstract: Debugging in an embedded system where hardware and software are tightly coupled and
have restricted resources is far from trivial. When hardware defects appear as if they were software
defects, determining the real source becomes challenging. In this study, we propose an automated
method of distinguishing whether a defect originates from the hardware or software at the stage of
integration testing of hardware and software. Our method overcomes the limitations of the embedded
environment, minimizes the effects on runtime, and identifies defects by obtaining and analyzing
software execution data and hardware performance counters. We analyze the effects of the proposed
method through an empirical study. The experimental results reveal that our method can effectively
distinguish defects.
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1. Introduction

Embedded software is often initially developed in a simulation environment and later mapped
onto a real target or an evaluation board. As the simulation environment, evaluation board, and real
target have different purposes and require different interfaces, various types of fault may occur [1].

Defects detected in the simulation environment are software faults. These defects occur during
operations that are irrelevant to the hardware. The causes of these defects can be easily detected using
various debuggers [2].

After the software is integrated into the evaluation board or real target, many defects can occur
owing to the difference between the development and execution environments. When software is
ported in accordance with the execution environment using a cross-compiler and linker, various defects
related to memory, performance, and inter-process communication (IPC) can be generated through
the different scheduling methods and resources used by the memory and central processing unit
(CPU). These defects occur in situations where the software and hardware are intricately connected,
which makes it challenging to identify which of the two is causing the defect.

Transient or intermittent faults generated by hardware can alter signal transfers or stored values,
which may lead to incorrect program execution [3]. These faults lead to the same results as software
malfunctions or faults, such as hanging or crashing. When the symptoms of hardware faults are shown
as software malfunctions, the consequences of faults tend to be observed in different processes or
applications irrelevant to the hardware that caused these faults [4]. Hangs caused by lower voltage
margins are difficult to reproduce, as the timing of their occurrence is non-deterministic [5]. Even if a
crash occurs, it is difficult to distinguish whether it is caused by invalid memory access in the software
or an exception in the CPU pipeline [6]. In these cases, a developer might incorrectly determine that
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these faults are related to the software and potentially waste a considerable amount of time before
detecting the actual cause of the faults.

Theoretically, hardware and software should be integrated and verified in parallel after
development is complete. However, due to problems with development conditions, software
development can be performed even after the hardware and software are integrated. If a new
fault occurs in this situation, a software developer may not be able to determine whether it is caused by
the newly developed software or by the integration. In this context, a method is required to determine
whether a fault in an environment containing integrated hardware and software is generated by the
hardware or software.

To develop a solution for distinguishing hardware and software faults, we consider the restrictions
of embedded systems. In an embedded system, the hardware and software are intricately connected;
furthermore, resource use is limited. Therefore, the software should be tested while prohibiting changes
to software targeted at testing, maintaining a runtime state, and minimizing performance overhead [7].
Moreover, the original runtime environment should be maintained. For example, a print statement
that is added to the source code earmarked for debugging might prevent fault detection. In addition,
a fault that did not initially occur in the simulation environment or evaluation board could appear in
the target.

In this study, we propose a method that efficiently discriminates between hardware and software
faults using execution data and a hardware performance counter when a defect is detected and
debugged in the hardware and software integration test stage of an embedded system. Non-permanent
(transient or intermittent) hardware malfunctions and software timing errors, which we define as
hardware or software integration faults, are usually challenging to distinguish but can be identified
using our approach. Distinguishing between hardware and software faults requires monitoring both.
Faults can be accurately detected only when aspects of both the hardware and software are considered
in the process of fault detection [8–10].

For debugging, the debugger first must determine where the defect occurred. To find the location
of the defect, the execution log is traced or, if a log does not exist, execution is repeated until the defect
occurs. At this point, monitoring tools are used to detect the defect. Tools and methods for monitoring
faults in embedded systems continue to be examined by researchers. However, available methods for
detecting faults by monitoring all execution information destroy the real-time execution environment,
while those that monitor performance within certain intervals lead to a decrease in the accuracy of
the monitored information [11]. Thus, the effects on the real-time execution environment should be
minimized when data are obtained to determine the faults.

Our method obtains minimal data from the execution and performance counters related to the
operation of a system call by hooking the system call of the kernel accessing the hardware in order
to distinguish whether the defect originates from the hardware or software. We analyze the data to
distinguish hardware and software faults and to identify the hardware that caused the fault (if the
fault is determined to be a hardware fault). This solution can detect faults through simple processes in
a runtime environment where hardware and software are integrated for operation (e.g., evaluation
boards or real targets).

The following are the main contributions of this paper: (1) the proposed method effectively
identifies whether faults in the embedded system are generated by the hardware or software during
integration; (2) use of the proposed technique minimizes the influence of fault classification on the
system; (3) the proposed method is automated to monitor faults in an embedded system without using
an additional hardware device. Various malfunctions can occur in environments where hardware and
software are integrated. However, to explain the core principle of our method clearly, we focus on
transient or intermittent faults in the CPU and software faults caused by the interface and timing.

This paper is structured as follows: Section 2 provides an overview of the relevant research.
In Section 3, we describe our approach for distinguishing hardware and software faults, followed
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by a report of the experimental results in Section 4. In Section 5, we discuss our conclusions and
future work.

2. Background and Related Research

2.1. Faults Caused by the Integration of Hardware and Software

Typical faults generated in hardware [12] are summarized in Table 1. Hardware malfunctions
are classified as either permanent or non-permanent faults (transient or intermittent faults),
where permanent faults are caused by external impacts, heat, and manufacturing defects, while transient
or intermittent faults result from temporary voltage fluctuations, magnetic fields, and radiation.
Permanent faults that are repeatedly generated at the same location can easily be detected and
distinguished from software faults. In contrast, the occurrence and location of transient or
intermittent faults are irregular, and these faults are unlikely to recur as they occur only under certain
conditions. Furthermore, these faults are difficult to correct as they are not easily distinguishable from
software faults.

Table 1. Types of hardware faults.

Fault Cause of Fault

Permanent fault
Damage External impacts and heat

Fatigue Extended use

Improper manufacturing Incorrect hardware logic

Transient fault Temporary environmental condition (e.g., cosmic rays,
electromagnetic interference)

Intermittent fault
Unstable hardware

Marginal hardware

Software faults [13] are more common than hardware faults and are triggered by different events
as summarized in Table 2. In the case of a defect in the software, there are several types of symptoms,
such as crashes, hangs, and malfunctions. When these defects are reproduced in the same environment,
it is easy to distinguish between them. In the case of a crash or malfunction, it is possible to determine
whether it is a hardware or software defect using defect detection tools or crash logs supported by the
operating system (OS). However, in the case of a hang, reproducing the problem is problematic as the
occurrence of the defect is not deterministic and the symptom appears similar to a hardware defect.
Therefore, it is not easy to distinguish whether the cause of the defect is the hardware or software.
In the case of an interface or timing problem (see Table 2), if a defect occurs when the hardware and
software are integrated, a hang may appear when the hardware seems to be stopped [14].

As such, transient or intermittent faults due to hardware and interface or timing faults caused by
software do not occur at a certain time or location, which poses difficulties in identifying these faults
based on the accompanying conditions. Furthermore, determining the causes of faults that are unlikely
to recur is generally time-consuming.

2.1.1. Transient or Intermittent Faults in the CPU

Transient or intermittent faults can be generated by various hardware devices, such as the CPU,
memory, and bus. In this study, we focus on transient or intermittent faults that occur in the CPU.
CPU transient or intermittent faults are generated by temporary voltage fluctuations, magnetic fields,
and radiation in different parts of the CPU, such as data registers, address registers, the data-fetching
unit, control registers, and the arithmetic logic unit. CPU intermittent faults occur due to unstable or
marginal semiconductors [12]. When transient or intermittent faults occur in the CPU, bit flipping
occurs in the data that are controlled and processed by the CPU. A bit flip might not affect the execution
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of the program but can lead to a system downstate in severe cases. Moreover, as the conditions under
which a bit flip occurs are similar to those under which a value is modified by a software fault, the cause
of the fault is difficult to identify.

Table 2. Types of software faults.

Fault Type Cause of Fault

Logic Problem

Forgotten case or steps, duplicate logic, extreme conditions
neglected, unnecessary truncation, misinterpretation,
missing condition test, checking the wrong variable,
or iterating the loop incorrectly.

Computational
Problem

Equation insufficient or incorrect, missing computation,
incorrect equation operand, incorrect equation operator,
parentheses used incorrectly, precision loss, rounding or
truncation fault, mixed modes, or sign conversion fault.

Data Problem

Sensor data incorrect or missing, operator data incorrect or
missing, embedded data in tables incorrect or missing,
external data incorrect or missing, output data incorrect or
missing, or input data incorrect or missing.

Interface/Timing
Problem

Interrupts handled incorrectly, incorrect input/output timing,
timing fault causes data loss, subroutine/module mismatch,
wrong subroutine called, incorrectly located subroutine
called, or inconsistent subroutine arguments.

Documentation
Problem

Ambiguous statement or incomplete, incorrect, missing,
conflicting, redundant, confusing, illogical, non-verifiable,
or unachievable items.

Data Handling
Problem

Data initialized incorrectly, data accessed or stored
incorrectly, flag or index set incorrectly, data
packed/unpacked incorrectly, incorrectly referenced wrong
data variable, data referenced out of bounds, scaling or units
of data incorrect, data dimensioned incorrectly, variable type
incorrect, incorrectly subscripted variable, or incorrect scope
of data.

Document Quality Problem Applicable criteria not met, not traceable, not current,
inconsistencies, incomplete, or no identification.

2.1.2. Interface or Timing Problems in Software

Interface faults are generated during calls between different layers. The locations of interface
faults are uniform. In contrast, timing faults occur when a task to be performed within a set amount of
time is inappropriately executed; therefore, timing faults are not deterministic in terms of location.
For example, when data loss occurs during communication between two processes, an idle state of
waiting for data is maintained in the reception process. During symmetric communication, this idle
state of waiting for the result of data processing is also maintained during the transmission process.
The state in which the system seems to stop operating is known as hanging [15]. When a crash occurs,
the system shuts down. However, when a hang occurs, the system either partially or completely stalls
and most services become unresponsive or respond to user inputs with obvious latency. When a
fault that leads to hanging is generated, external input for debugging cannot be supplied. Therefore,
identifying whether the software stopped operating because of a problem caused by the software or
hardware that stopped operating is challenging.
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2.2. Related Research

2.2.1. Detection of Transient or Intermittent Faults

Several previous studies have sought to develop methods to determine whether a fault is a
transient or intermittent fault in the CPU. These methods are based on adding logic to determine
whether the fault is caused by the hardware or software.

Examples of this approach can be found in the works of Bower et al. [16] and
Constantinides et al. [17]. The method proposed by Bower et al. [16] adjusts the logic of the CPU
processor to monitor the execution of instructions and recognize malfunctions caused by incorrect
instructions. However, the limitation of this method is that it only works in CPUs designed to detect
faults. The approach proposed by Constantinides et al. [17] identifies CPU malfunctions by adjusting
the instruction set. However, the limitation of this method is that faults can be detected only in a
CPU with an adjusted instruction set, as demonstrated in the method of Bower et al. [16]. In addition,
this method regularly interrupts CPU execution for testing and debugging, disrupting the real-time
execution environment.

The method proposed by Rashid et al. [10] detects transient or intermittent faults by monitoring
the software execution. This method works by backtracking the state of the application based on a
crash dump when a system crash occurs due to a transient or intermittent fault. However, although
this method can obtain information on the execution of software and registers before the fault occurs,
it cannot simultaneously identify the execution environment. Furthermore, as transient or intermittent
faults do not always lead to a system crash, the application of this method is limited.

Methods for detecting transient or intermittent faults by simultaneously monitoring both hardware
and software have also been developed. For example, Li et al. [18] proposed a co-operative
hardware–software solution to detect CPU malfunctions. This approach detects faults that can
recur, such as transient faults in the hardware. However, as non-deterministic hardware faults
generated during the execution of hardware are unlikely to recur, this method is inappropriate.

2.2.2. Detection of Hang or Timing Faults in the Software

Runtime faults in the software can be detected using a variety of methods based on kernel
dumping, shadow memory, capture and replay, and trace [19]. However, these methods rarely detect
malfunctions that lead to hanging, as hanging occurs irregularly. In addition, a fault is not considered
as such in the system unless it occurs during hanging. Various studies [20,21] have focused on detecting
software outages, but these outages are for one application and do not detect any faults that appear to
have crashed the entire system.

The primary method for detecting faults that lead to hanging is based on tracing all execution
information [22,23]. A system hang detector [22] uses the counter of an instruction executed during
a context switch. This method, which determines the system to be hanging when the value of the
counter exceeds a maximum value, can be applied only when a process or the OS stop operating.
In [23], hardware instrumentation is used to monitor the hardware and to obtain software counters for
the OS code. As this method uses hardware, it has a low performance overhead. However, hanging
cannot be detected if the event under investigation arises in an OS that has stopped operating.

2.2.3. Distinguishing Hardware and Software Faults

Few studies on the discrimination of faults generated by hardware or software have been reported.
Methods to detect intermittent faults in the CPU and faults that lead to hanging depend on knowledge
of the existence of faults in the hardware and software. Dadashi et al. [24] proposed a framework for
integrating hardware and software to diagnose intermittent faults. In the hardware framework, all
information on the execution of instructions is obtained. When a crash occurs due to a fault, the system
is rebooted using the software. In addition, representation information is used to identify whether a
crash is caused by an intermittent fault in the CPU or a software problem.
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The method proposed by Dadashi et al. is the most similar to our approach in that it identifies
whether an intermittent fault generated in the CPU is caused by the hardware or software. This approach
does not require any adjustment of the hardware or software. However, its limitation is that only faults
leading to a system crash can be detected.

3. Method Distinguishing Between Hardware and Software Faults

In this study, we propose a new method to identify whether a fault that occurred after the
integration of hardware and software originated from the hardware or software, as well as determining
the hardware (if applicable) that caused the fault. Our approach requires information on the hardware
and software execution. To collect the data, the overhead in the real-time environment must be
minimized. As shown in Figure 1, our method only collects optimized information in the real target,
whereas the analysis is performed in the development environment. The Data Logging module
mounted on the test target hooks the system when collecting data. This makes it possible to log only
the minimum amount of data needed at the most optimized location for fault classification. In the
Distinguishing Faults module, data collected from the target are analyzed to distinguish whether the
defect originated from the hardware or software.Electronics 2020, 9, x FOR PEER REVIEW 6 of 25 
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Figure 1. Overview of the proposed method for distinguishing hardware and software faults.

The proposed method can be applied to various OSs and CPUs, but in order to clearly demonstrate
the core principle of the approach, Linux and Cortex A15 based on ARMv7-a architecture are used
as examples. As mentioned in Section 2, we focus on distinguishing CPU intermittent faults from
software faults. We also focus on distinguishing the faults caused by software hangs from those caused
by the hardware. Our method can distinguish between hardware and software defects without a
separate hardware device.

Our method distinguishes whether the defect is a CPU defect or a software defect in an embedded
system which has been confirmed to have a defect. The following assumptions are required:

• Assumption 1—The target system has already been confirmed to have defects during integration
testing. Our approach is not to detect faults, but to identify where the cause of a fault (or faults) is
in a system where it has already been detected.

• Assumption 2—There are no defects in the hardware and OS, other than the CPU.
• Assumption 3—Applications do not contain excessive input/output (I/O) waits or excessive

memory accesses.
• Assumption 4—The faults to be identified cannot be analyzed with software fault detection tools

or hardware debuggers such as trace32 or probes. Furthermore, the location of the defect changes
each time or the defect is not reproducible.
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3.1. Data Logging

If we collect all available data on system execution, the overhead is significant. Therefore, we collect
data for fault identification only when a hardware device is accessed. Specifically, an application
should call the system call of the kernel to access a hardware device in Linux. The device driver for
the hardware is created in the kernel and the application is accessed by calling a system call to access
the device driver. As depicted in Figure 2a, the application can access a hardware device through the
virtual file system of the kernel when the system call is executed. Moreover, sys_read(), sys_write(),
and sys_ioctl() are among the most frequently used system calls for hardware access. In this study,
these three calls are hooked to obtain the necessary data for fault diagnosis only when they are executed.
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3.1.1. Kernel Module for System Call Hooking

System call hooking indicates that a kernel module called the Shark agent executes a hooking
system call instead of the original system call (see Figure 2a). When this agent is initialized, the value
of sys_call_table is adjusted and the hooking system calls (i.e., hook_sys_read(), hook_sys_write(),
and hook_sys_ioctl()) are executed instead of sys_read(), sys_write(), and sys_ioctl(). The hooking
system call functions as an existing system call and perform hardware and software data logging to
identify the faults. In terms of hook_sys_write(), the data required before or after its original sys_write()
is called are obtained and stored in the log file.

3.1.2. Software and Hardware Data for Distinguishing Faults

The minimal data obtained for distinguishing faults consist of software and hardware
data (Figure 2b).

• Data obtained from software include system call results, parameters, values loaded from the
memory, and the call stack. The values loaded from the memory and the values of the CPU
performance counters are used to determine the occurrence and location of data errors.

• The data obtained from the CPU hardware include the CPU ID and performance counters.
The CPU ID indicates in which CPU the instruction was processed when a system call was
executed. The performance counters that can be collected by the CPU depend on the type of CPU.
Typically, there are various performance counters. In this study, faults are distinguished based on
transient or intermittent faults generated in the CPU that seem to be caused by incorrect software
operation. Thus, only performance counters related to this situation are obtained.

Figure 3 shows the location of the data for performance counters obtained from the Cortex-A15
CPU and the location of faults artificially injected to conduct an experiment using our method. Further
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details on fault injection are provided in Section 4. The existence and types of performance counters
vary according to the type of CPU. The performance data required in this study were obtained from
ARM CPUs.
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• For the Cortex-A15 CPU, performance counters such as the CPU cycle counter, L1/L2 cache
access/refill/miss counters, BPU access/refill/miss counter, stall counter, and error counter
were obtained.

Figure 3 1O shows the CPU cycle counter, which is a performance counter that counts CPU clock
cycles. Figure 3 2O and 3O are performance counters related to the L1 cache and BPU, respectively.
The L1 cache miss ratio is measured using the L1 cache access/refill/miss counter, while the BPU miss
ratio is measured using the BPU access/refill/miss counter. The L1/L2 cache and BPU counters are
used to determine whether the CPU has processed an instruction or a retry has occurred. Figure 3
4O shows a stall counter, which monitors the number of stalls generated in the CPU. A stall in the

CPU means that the command processing pipeline stops operating for a certain reason. Such a stall
is generated when a crash occurs due to a lack of resources in the CPU, such that a task is suddenly
switched to another during pipelining, or where the result of the previous command depends on the
current command [25]. Even if a retry or stall occurs, not all of them lead to defects. However, as a
retry or stall can occur due to CPU faults, relevant performance data are obtained. Figure 3 5O shows
an error counter, which indicates the number of errors generated in the internal memory of the CPU.

3.2. Fault Classification and Diagnosis of Factors Leading to CPU Faults

The second important contribution of our method relates to the extent to which our method can
classify a detected fault as being either a hardware or software fault by analyzing the data, as shown
in Figure 2b, obtained by the system call-hooking agent presented in Figure 2a. The process of
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distinguishing faults varies according to the normal termination of the system. Figure 4 illustrates the
process of distinguishing a fault and diagnosing the cause of a CPU fault. It is assumed that faults
already exist in the target system of fault classification.
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3.2.1. Normal Termination of Applications

When an application is terminated normally, the method identifies whether the detected fault is a
software fault. If this is not the case, the method determines whether the fault is a hardware fault. If it
is a hardware fault, our approach assesses whether it is a CPU fault.

(a) Identification of software faults
First, using the execution result of the hooking target system call to access the hardware, our method

distinguishes whether the detected fault is a software fault. The hooking target system call occurs
when the software accesses the hardware through the virtual file system of the kernel. The hooking
target system calls in Linux include sys_read(), sys_write(), and sys_ioctl(). If an incorrect value is
input into a parameter before a system call occurs, this can be determined as being due to the software.
Thus, in this case, the fault is identified as a software fault. Another point of assessment is whether the
incorrect parameter depends on the system call. In addition, even if the parameter has a normal value,
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the fault is identified as a software fault if the return value is an error value of a type included among
software faults.

(b) Identification of hardware faults and diagnosis of causes of CPU faults
When the detected fault is not clearly recognized as a software fault in the first stage, it can be

determined to be a hardware fault. This can be done by applying the five criteria indicated below
based on the CPU ID, hardware performance counters, and values loaded from the memory (except
for the software data). At this point, the hardware that generated this fault can be identified.

(C1) Occurrence of CPU core switching such that performance is consistently maintained
Changes in the CPU cycle are monitored to ensure that CPU cycles remain within a certain range

of values, where the CPU ID is checked to determine the occurrence of CPU core switching. It is
checked whether the CPU cycle is within the range of Expression (1). The range of values that needs
to be kept depends on the type of CPU or type of application. The constant α is calculated based
on the CPU cycles of a normally running system and not on the faulty system (see Section 4.2.3 for
further details):

(1 − α)A ≤ C ≤ (1 + α)A, (1)

where
A: mean value until the current CPU cycle;
C: CPU cycle counter;
α: constant that varies according to the CPU/application type.
CPU core switching is supported by the kernel and does not indicate a fault. However, after CPU

core switching, if no operation is performed on the previously used CPU ID or if the CPU cycle
fluctuates rapidly, it is determined that a fault may have occurred. The CPU cycle may fluctuate due to
an event and, thus, other performance counters are checked to determine it as a fault. If the method is
run on a single CPU, C1) is omitted and C2) is applied.

(C2) Performance degradation of CPU
An increase in the number of CPU cycles increases the amount of time required for operation

processing, leading to a decrease in CPU performance. Performance degradation in a CPU occurs
when the CPU cycle is beyond the range of the expression in Criterion 1. Such degradation occurs for
various reasons, such as delayed processing due to an interruption during task processing in the CPU
or delayed data load or store tasks. Thus, the detected fault cannot be recognized as a CPU defect
based only on performance degradation in the CPU. However, CPU performance tends to decrease
before a fault occurs [26]. Therefore, a CPU fault is identified when Criteria 3 and 4 are both satisfied.
If a fault is generated when the performance of the CPU is maintained, the fault is determined to be
caused by other hardware, such as memory.

(C3) Occurrence of retry or stall
A retry or stall can occur if the CPU cannot perform an operation normally or if it takes a long

time to load/store data. The occurrence of a retry or stall is determined using the BPU miss ratio and
stall counter. If the BPU miss ratio and stall counter are outside the ranges of their average value, it is
determined that a retry/stall has occurred. A fault cannot be determined based only on the occurrence
of a retry or stall; however, the occurrence of a retry or stall can be used to determine whether the
detected fault is a CPU fault. If a retry or stall did not occur, we deduce that some hardware other than
the CPU reduced the CPU performance and generated the fault.

(C4) Occurrence of errors
An examination is performed to determine whether an error was generated in the data exchanged

between the CPU, memory, and external devices. For this purpose, an error type returned from the
system call and an error counter are used. If the error type is less than 0 or the error counter , 0,
we conclude that an error has occurred. If an error was not generated despite a decrease in the CPU
performance and the occurrence of a retry and stall, our analysis indicates that the detected fault is a
CPU fault caused by an internal CPU program rather than a problem resulting from data processing.



Electronics 2020, 9, 1815 11 of 25

(C5) If an error is confirmed to have occurred by Criterion 4, the error counter and values stored
in the memory are used to determine whether the error was generated in the internal CPU. The error
counter increases when an error occurs in the cache data in the CPU. Accordingly, an increase in the
error counter indicates that the cache in the CPU includes a fault. If the error counter increases and the
value stored in the memory is incorrect (data), the analysis indicates that a fault has occurred in other
hardware, such as the memory, rather than in the internal CPU.

3.2.2. Abnormal Termination of Applications

When an application is terminated abnormally due to crashing, aborting, or hanging, the return
values or error numbers caused by the errors cannot be identified. In this case, faults are distinguished
using the system call parameters, CPU ID, and call stack. A fault is recognized as a software fault if
the parameter value of the system call is incorrect, such as for a fault occurring during the normal
termination of an application.

When the system call parameter has a normal value, the fault is identified according to the CPU
operation. If a program (e.g., Daemon) is executed in another CPU after an application has terminated
abnormally, the fault is identified as a software fault; otherwise, it is distinguished as a hardware fault.

It is difficult to distinguish between a crash caused by an exception in CPU pipeline due to a CPU
transient/intermittent defect and a crash due to invalid memory access. If a crash occurs due to invalid
memory access by the software, it can be detected with memory fault detection tools or debuggers and
can be reproduced. Thus, according to Assumption 4, such a situation is excluded.

3.3. Automation

The solution proposed in Sections 3.1 and 3.2 was developed as a tool named Shark, which
currently supports Linux based on ARM Architecture. Shark consists of a Shark agent and a test
monitor (Figure 5).

Electronics 2020, 9, x FOR PEER REVIEW 11 of 25 

 

the detected fault is a CPU fault caused by an internal CPU program rather than a problem resulting 
from data processing. 

(C5) If an error is confirmed to have occurred by Criterion 4, the error counter and values stored 
in the memory are used to determine whether the error was generated in the internal CPU. The error 
counter increases when an error occurs in the cache data in the CPU. Accordingly, an increase in the 
error counter indicates that the cache in the CPU includes a fault. If the error counter increases and 
the value stored in the memory is incorrect (data), the analysis indicates that a fault has occurred in 
other hardware, such as the memory, rather than in the internal CPU. 

3.2.2. Abnormal Termination of Applications 

When an application is terminated abnormally due to crashing, aborting, or hanging, the return 
values or error numbers caused by the errors cannot be identified. In this case, faults are 
distinguished using the system call parameters, CPU ID, and call stack. A fault is recognized as a 
software fault if the parameter value of the system call is incorrect, such as for a fault occurring 
during the normal termination of an application. 

When the system call parameter has a normal value, the fault is identified according to the CPU 
operation. If a program (e.g., Daemon) is executed in another CPU after an application has 
terminated abnormally, the fault is identified as a software fault; otherwise, it is distinguished as a 
hardware fault. 

It is difficult to distinguish between a crash caused by an exception in CPU pipeline due to a 
CPU transient/intermittent defect and a crash due to invalid memory access. If a crash occurs due to 
invalid memory access by the software, it can be detected with memory fault detection tools or 
debuggers and can be reproduced. Thus, according to Assumption 4, such a situation is excluded. 

3.3. Automation 

The solution proposed in Sections 3.1 and 3.2 was developed as a tool named Shark, which 
currently supports Linux based on ARM Architecture. Shark consists of a Shark agent and a test 
monitor (Figure 5). 

Target System

User space

Kernel

sApplication

SHARK Agent
Log

System Call 
Table

(Step2) System 
call table 
hooking

Host System

Test Monitor

(Step5) Distinguish faults
• Types of faults
• Occurrence time of faults
• CPU ID
• Process ID

User
(Tester, Developer)

Hardware

CPU

C
o
n
t
r
o
l

Memory Audio

Initializer

Logger

C
a
l
l

(Step3) 
Collecting data

(Step4) Store 
the data in a 
log file

SharkDriver

(Step1) 
Initialize

Power Etc.

Figure 5. Overview of Shark and flow chart of tool execution. 

(1) Shark agent: This kernel module is implemented to enable the solution proposed in Section 
3.1 to operate in the target system, in order to conduct the test. It consists of the following three 
components: 

Figure 5. Overview of Shark and flow chart of tool execution.

(1) Shark agent: This kernel module is implemented to enable the solution proposed in Section 3.1
to operate in the target system, in order to conduct the test. It consists of the following three components:

• Initializer: This module initializes the other components (SharkDriver and Logger) of the Shark
agent and hooks the system call table in the kernel to execute the system call of SharkDriver
instead of the original system call.
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• SharkDriver: This kernel library module executes the system call, which is adjusted to obtain data
to distinguish faults.

• Logger: This module logs the data obtained through SharkDriver.

(2) Test monitor: This program implements the fault classification solution proposed in Section 3.2
to operate in the host computer. It distinguishes a fault that occurs in the system as either a hardware or
software fault by analyzing the data logged in the Shark agent. Then, it informs the user about the types
and occurrence times of the faults, CPU ID, and process ID. When the detected fault is identified as a
hardware fault, the program identifies the hardware—including the CPU and memory—responsible
for causing the fault. However, in this study, we focus only on CPU faults.

Shark is executed by the following five-step process:

• Step 1. When the Shark agent is applied to the target system for testing, the initializer operates the
SharkDriver module and Logger module in the kernel.

• Step 2. SharkDriver examines the system call table and switches the system call from accessing
hardware to a hooked system call.

• Step 3. When the system call targeted for hooking is called in the application, the corresponding
hooked system call is executed to obtain the necessary hardware and software data to
distinguish faults.

• Step 4. The Logger stores the data obtained in a log file.
• Step 5. The Shark test monitor identifies the fault by analyzing the log file and displays the types

and occurrence times of the fault, CPU ID, and process ID.

4. Empirical Study

In our empirical study, which analyzes the effectiveness of our method, we address the following
three research questions:

• RQ1. How accurately can the proposed method detect faults?
• RQ2. How accurately can the proposed method distinguish hardware faults from software faults?
• RQ3. How much overhead does the proposed method generate?

4.1. Experimental Environment

Although the method proposed in this study applies to all test stages after the integration of the
hardware and software, in our experiment, the method was applied to the testing stage of the embedded
system. Moreover, we assumed that the hardware and software did not have faults themselves in
order to verify how accurately our method could distinguish artificial faults injected in the hardware.

The experiment was conducted on the evaluation board ODROID-XU3 and in the GEM5
simulator [27,28]. The Exynos5422 system on a chip in ODROID-XU3 has an octa-core processor
consisting of Cortex A15 and Cortex A7 [29–31]. The GEM5 simulator is a full-system simulator that
models computer processors, memory, and other devices. As it supports various architectures, such as
ARM, x86, and Alpha, Shark—an ARM-based automated tool—was readily accommodated. In the
case of ODROID-XU3, Ubuntu 16.04 and Linux kernel 3.10 were installed as a 32-bit system. In the
case of the GEM5 simulator, 64-bit Ubuntu 20.04 and Linux kernel 5.4 were installed.

The Princeton Application Repository for Shared-Memory Computers (PARSEC) benchmark
was used in the experiment [32]. Among the 13 applications of the PARSEC benchmark, six ported
in the ARM-based system for operation were applied in ODROID-XU3 and the GEM5 simulator to
perform the system test in the experiment (Table 3). However, canneal, dedup, raytrace, swaption, vips,
and x264 were excluded from the applications of the PARSEC benchmark as they either did not have
the libraries required for porting to an ARM-based system or they required source code modification.
Bodytrack, which was ported based on ARM, was also excluded, given that it terminated due to an
error that occurred when this application was executed in the system.
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Table 3. System and applications targeted for the experiment.

Environment System CPU Architecture No. of CPU Cores

Evaluation Board ODROIC-XU3 ARM v7-a architecture 8
Simulation GEM5 Simulator ARM v8-a architecture 4

Program Description LOC Size (KB)

Blackscholes:
Computational

finance application
(Pseudo application)

1751 712

Streamcluster: Machine learning application
(Kernel process) 1825 1371

Facesim:
Computer

animation application
(Pseudo Application)

37,265 19,702

Ferret: Similarity search engine
(Pseudo Application) 10,984 2728

Freqmine: Data mining application
(Pseudo Application) 2027 1469

Fluidanimate:
Computer

animation application
(Pseudo Application)

2831 1363

Figure 6 shows the experimental environment in which the Shark agent was applied to the target
systems, ODROID-XU3, and GEM5 simulators to perform the system test. The log collected by the
Shark agent was analyzed by executing the test monitor on the host computer. This experiment was
conducted by artificially injecting faults into the hardware and software. In the case of ODROID-XU3,
as the hardware was only modified to a limited extent, faults were injected using the fault injection
module. The fault injection module is a software module that artificially injects faults while the system
under test is operating. In the case of the GEM5 simulator, as the code related to the internal operation
of the CPU could be modified, faults were injected directly into the code. The types of faults that were
artificially injected for the experiment and the methods used to inject them are described in detail in
Section 4.2.
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4.2. Experimental Design

To artificially generate faults that can occur after hardware and software integration, hardware
and software faults were injected into the target system. The experimental results were then analyzed
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in order to examine whether the method proposed in this study successfully identified the injected
faults in practice.

4.2.1. Design of the Injected Faults

Hardware and software faults have diverse effects on the state and operation of a system, such as
detailed registers and flow of program control [12]. In particular, CPU transient or intermittent faults
and faults that cause software to hang should be avoided in order to minimize sophisticated and
non-deterministic effects.

(1) CPU intermittent faults
We considered all the processes that involve the processing of instructions in the CPU as the target

of fault injection. Both ODROID-XU3 and the GEM5 simulators are based on ARM architectures; thus,
the injection target was the same. Components related to instruction processing are instruction fetch,
instruction decode, instruction dispatch, integer execute, and load/store unit. We injected faults into the
instruction fetch, instruction dispatch, and load/store units, as shown in Figure 3. Other components
were excluded as the target for fault injection, as adjustment of the register value—which is required for
fault injection—could not be performed on these components and as they are protected by ECC [30].

(2) Software faults that lead to hanging
As indicated in Section 2.1, correctly distinguishing faults that lead to hanging as either hardware

or software faults is difficult in an environment where the hardware and software are integrated [33].
Among the types of software faults described in Table 2, interface or timing problems can cause
hanging. However, these problems do not always occur alongside hanging. To select the faults to
be injected, we analyzed the time of fault occurrence and hanging according to the causes of faults,
as shown in Table 4.

Table 4. Interface or timing problems in software.

Fault
Cause of Fault Time Fault was

Generated
Hanging

OccurrenceMajor Category Minor
Category

Interface/Timing
Problem

Timing
Input/output

timing incorrect Runtime O

Timing fault causes
data loss Runtime O

Interface

Interrupts handled
incorrectly Runtime X

Subroutine/
module mismatch Compile time X

Wrong
subroutine called Runtime X

Incorrectly located
subroutine called Runtime X

Inconsistent
subroutine arguments Compile time X

When a timing fault is generated by an incorrect input and output timing or data loss, hanging
can occur. This fault results in an idle state of constantly waiting for data due to the data loss that
occurs during data transfer. The timing fault is irregular in terms of occurrence time and location [14];
this non-deterministic characteristic makes it complicated to accurately identify the occurrence time
of the fault. Moreover, when this fault occurs, the hardware or software seems to stop operating,
leading to difficulty in fault classification. Therefore, this fault was considered appropriate to verify the
effectiveness of our method. However, as the target program in this experiment operated independently,
timing faults due to data loss—which are frequently generated when more than two processes or
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threads communicate—were unlikely to occur. Thus, in this experiment, we injected a timing fault
generated by incorrect input/output (I/O) timing.

Most faults related to the interface do not lead to hanging. Moreover, they are generated in a
consistent location as they are caused by the interface based on a function call relation. For these
reasons, these faults are easily distinguished from hardware faults, excluding them from consideration
as target faults to be injected.

4.2.2. Hardware and Software Faults and Fault Injection Methods

Table 5 specifies the four types of hardware and software faults that we selected through the fault
design process detailed in Section 4.2.1. The period and method of artificially generating these faults
through injection were as follows:

• Hardware CPU faults were injected into the instruction fetch, instruction dispatch, and load/store
unit. These faults were injected by performing bit flipping on the register values corresponding
to the CPU components, as shown in Figure 7a. Upon injection of a CPU intermittent fault into
the evaluation board, the fault injection module was used to inject the fault immediately before a
system call occurred. Injection of a fault into the simulator modified the code directly and the
fault was injected randomly.

• Software faults were I/O timing faults interrupting the reception of appropriate responses when
an I/O request occurred. This fault was injected to generate a time-out event in the CPU by
converting the running state of a process or thread into a wait state before a system call related to
I/O is executed (see Figure 7b). As an I/O timing fault leads to hanging, it was injected only once
before a system call occurred.

4.2.3. Variables for Determining Experimental Results

The criteria for determining faults were established in Section 3.2. The value α in the equation,
which is used to indicate whether the CPU performance decreases or a retry or stall occurs, varies
according to the type of CPU or type of application. When the value of the constant α decreases,
the rate at which performance is determined to be degraded increases (even though the performance
did not degrade). Similarly, when the value of the constant α increases, a fault is not detected, although
the performance decreases.

To accurately detect faults in our experiment, the false-positive rate was measured by adjusting
the value of α within the allowable range of a CPU cycle and retry or stall occurrence. The false-positive
rate was measured by adjusting the mean value of the CPU cycle at intervals of 5% in the range of
20 to 60%. The measured results indicate that the false-positive rate was the lowest (at 2%) when the
mean value of alpha was 45% (Figure 8a). Figure 8b presents the results of measuring the false-positive
rate according to the occurrence of retry or stall when α = 0.45 for the CPU cycle. As the difference
according to the change in the mean value was insignificant, we selected a random value (0.25) to
determine the occurrence.
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Table 5. Hardware and software faults.

Fault Type Target Injection Period Fault Injection Method

Hardware fault (CPU fault)

Instruction Fetch
ODROID-XU3 Just before executing a

system call

Bit flipping is performed on the value of the loaded
L1 instruction cache register and the value of the L1
instruction cache register is overlaid with the value
obtained through bit flipping

GEM5 Random Code modification related to instruction fetch

Instruction Dispatch
ODROID-XU3 Just before executing a

system call

Bit flipping is performed on the value of the loaded
instruction dispatch register and the value of the
instruction dispatch register is overlaid with the
value obtained through bit flipping

GEM5 Random Code modification related to instruction dispatch

Load/store Unit ODROID-XU3 Just before executing a
system call

Bit flipping is performed on the value of the loaded
L1 data cache register and the value of the L1 data
cache register is overlaid with the value obtained
through bit flipping

GEM5 Random Code modification related to load/store unit

Software fault I/O Timing All Just before executing a
system call

The sleep() function is called to block the thread
being currently executed
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4.2.4. Experimental Measurements

The accuracy of detecting faults related to RQ1 was measured based on the proportion of
injected faults that were detected. The fault detection ratio was calculated based on the ratio of the
number of faults detected by Shark to the number of practically executed faults among the injected
faults (Equation (2)):

Fault detection ratio =
Number o f f aults detected

Number o f f aults executed during the benchmark among the injected f aults
× 100 (2)

Fault classification related to RQ2 was determined by examining how accurately the proposed
method identified the injected fault as a hardware or software fault. The fault classification ratio was
calculated as the ratio of the number of faults correctly distinguished as either hardware or software
faults to the total number of detected faults (Equation (3)):

Fault classi f ication ratio =
Num. o f f aults correctly distinguished as hardware or so f tware f aults

Number o f detected f aults
× 100 (3)

The overhead related to RQ3 was calculated by measuring the system performance delay ratio
and code increase ratio, according to the proposed method (Equations (4) and (5)):

Per f ormance delay ratio =
Program execution time in case o f tool application− Program execution time

Program execution time
(4)

Code increase ratio =
Program code size in case o f tool application− Program code size

Program code size
(5)

4.2.5. Number of Injected Faults

Four types of hardware and software faults (Table 5) were artificially generated in the experiment.
Figure 6 indicates that the four types of faults were artificially injected when the system calls of
each application occurred. These faults could be generated every time these system calls were
executed (Table 5). Repeated injection of the same faults in the fault injection experiment increased the
probability of detecting these faults. However, in this study, the faults were injected only once while
each application was running, in order to enable the fault detection ratio to be measured accurately.

• A hardware CPU fault was injected into the evaluation board when the system calls of sys_read(),
sys_write(), and sys_ioctl() were first called in the applications. Although system calls were
executed several times in the applications, hardware intermittent faults occurred at sporadic
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intervals. Thus, faults were injected when the system calls first occurred instead of considering
every system call executed in this experiment.

• Injection of a hardware CPU fault into the simulator resulted in the code related to instruction
processing being directly modified, regardless of the system call; thus, it was necessary to only
inject the fault once (at random).

• Both the evaluation board and simulator injected faults into the software in the same way. The first
injected fault caused the system to hang; consequently, system calls that occurred after the first
fault were not executed. In this regard, faults were injected when system calls were first executed
and completed when faults were injected into the hardware.

Even if the same application were to be executed in the same environment, the occurrence of a
fault would depend on whether a daemon was executed or whether an application was running in
the background; thus, the experiments were performed repeatedly. Execution and termination of an
application were repeated 50 times during hardware fault injection in order to ensure that the entire
CPU was used. During software fault injection, execution and termination of an application were
repeated 10 times.

4.3. Experimental Results

Tables 6 and 7 presents the results obtained when injecting hardware and software faults during
the experiment.

4.3.1. RQ1: How Accurately Can the Proposed Method Detect Faults?

Among the faults that were injected during the execution of an application, the number of faults
detected by the Shark tool (i.e., the fault detection ratio) was measured. In the streamcluster application,
sys_ioctl() was not called. Thus, 3790 faults were injected into six applications. Shark identified 3758 of
these faults, with a fault detection ratio of 99.06%. More specifically, Shark detected 3259 faults among
3450 injected hardware faults, demonstrating a fault detection ratio of 94.46% (Figure 9a). In addition,
it detected all 340 software faults.
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The fault detection ratio was between 70% and 99.22% for the existing methods for detecting
intermittent CPU faults in hardware [10,16–18,24] and between 70% and 95% for software fault
detection methods. This implies that Shark can more accurately detect faults compared with the
existing methods.
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Table 6. Results of experimental data (Evaluation board).

Application Fault System Call No. of
Injected Faults

No. of
Detected Faults

No. of
Classified Faults Application Fault System Call No. of

Injected Faults
No. of

Detected Faults
No. of

Classified Faults

Blackscholes

HW

Instruction cache

Write 50 38 28

Streamcluster

HW

Instruction cache

Write 50 50 50

Ioctl 50 49 49 Ioctl - - -

Read 50 42 42 Read 50 47 47

Dispatch stages
Write 50 50 50

Dispatch stages
Write 50 50 50

Ioctl 50 50 50 Ioctl - - -

Read 50 49 49 Read 50 50 50

Load/store queue
Write 50 50 50

Load/store queue
Write 50 50 50

Ioctl 50 50 50 Ioctl - - -

Read 50 50 50 Read 50 50 50

SW I/O timing
Write 10 10 10

SW I/O timing
Write 10 10 10

Ioctl 10 10 10 Ioctl - - -

Read 10 10 10 Read 10 10 10

Facesim

HW

Instruction cache

Write 50 50 50

Ferret

HW

Instruction cache

Write 50 50 50

Ioctl 50 50 50 Ioctl 50 50 42

Read 50 50 50 Read 50 50 46

Dispatch stages
Write 50 50 50

Dispatch stages
Write 50 50 50

Ioctl 50 50 50 Ioctl 50 50 50

Read 50 50 50 Read 50 50 46

Load/store queue
Write 50 50 50

Load/store queue
Write 50 50 50

Ioctl 50 50 50 Ioctl 50 50 50

Read 50 50 50 Read 50 50 50

SW I/O timing
Write 10 10 10

SW I/O timing
Write 10 10 10

Ioctl 10 10 10 Ioctl 10 10 10

Read 10 10 10 Read 10 10 10

Freqmine

HW

Instruction cache

Write 50 50 50

Fluidanimate

HW

Instruction cache

Write 50 49 36

Ioctl 50 50 50 Ioctl 50 50 33

Read 50 50 50 Read 50 50 32

Dispatch stages
Write 50 50 50

Dispatch stages
Write 50 50 32

Ioctl 50 50 50 Ioctl 50 50 32

Read 50 50 49 Read 50 50 31

Load/store queue
Write 50 50 50

Load/store queue
Write 50 50 50

Ioctl 50 50 50 Ioctl 50 50 50

Read 50 50 50 Read 50 50 50

SW I/O timing
Write 10 10 10

SW I/O timing
Write 10 10 10

Ioctl 10 10 10 Ioctl 10 10 10

Read 10 10 10 Read 10 10 10

Sum

Hardware fault 2550 2524 2394

Software fault 170 170 170

Total 2720 2694 2564
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Table 7. Results of experimental data (Simulator).

Application Fault System Call No. of
Injected Faults

No. of
Detected Faults

No. of
Classified Faults Application Fault System Call No. of

Injected Faults
No. of

Detected Faults
No. of

Classified Faults

Blackscholes

HW
Instruction cache - 50 44 43

Streamcluster

HW
Instruction cache - 50 50 50

Dispatch stages - 50 50 50 Dispatch stages - 50 50 50

Load/store queue - 50 50 50 Load/store queue - 50 50 50

SW I/O timing

Write 10 10 10

SW I/O timing
Write 10 10 10

Ioctl 10 10 10 Ioctl - - -

Read 10 10 10 Read 10 10 10

Facesim

HW
Instruction cache - 50 50 50

Ferret

HW

Instruction cache - 50 50 50

Dispatch stages - 50 50 50 Dispatch stages - 50 50 50

Load/store queue - 50 50 50 Load/store queue - 50 50 50

SW I/O timing
Write 10 10 10

SW I/O timing
Write 10 10 10

Ioctl 10 10 10 Ioctl 10 10 10

Read 10 10 10 Read 10 10 10

Freqmine

HW

Instruction cache - 50 50 50

Fluidanimate
HW

Instruction cache - 50 50 41

Dispatch stages - 50 50 50 Dispatch stages - 50 50 32

Load/store queue - 50 50 50 Load/store queue - 50 50 49

SW I/O timing

Write 10 10 10

SW I/O timing
Write 10 10 10

Ioctl 10 10 10 Ioctl 10 10 10

Read 10 10 10 Read 10 10 10

Sum

Hardware fault 900 894 865

Software fault 170 170 170

Total 1070 1064 1035
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Figure 9a indicates that the ratio of detecting CPU intermittent faults was below 100% for the
blackscholes, streamcluster, and fluidanimate applications. The faults that were not detected in these
applications are presented in Figure 9b. This figure reveals that these faults were mainly injected into
the instruction caches, except for one fault that was injected into the dispatch stage of the blackscholes
application. The CPU loads and executes commands from the instruction cache or main memory.

It appears that the faults injected into the instruction cache were not detected because the CPU
loaded commands from the main memory and so the commands including the injected faults were
not executed. Furthermore, the injected faults in the dispatch stage or the instruction cache were
not detected when they did not affect the execution of the software or system, both of which were
normally terminated.

4.3.2. RQ2: How Accurately Does the Proposed Method Identify Whether the Fault is A Hardware or
Software Fault?

The fault classification ratio was measured to identify the extent to which the proposed method
was able to accurately distinguish whether the detected fault was a hardware or software fault. Shark
was not only designed to indicate where the fault was detected, but also to determine whether the
fault was caused by the hardware or software. As listed in Tables 6 and 7, Shark accurately identified
3599 out of 3758 faults, achieving a hardware fault classification ratio of 95.77%. The ratio of correctly
determined injected hardware faults was 95.35% and all software faults were correctly distinguished.
Figure 10 illustrates the accuracy of our method in terms of its ability to distinguish the faults for
each application.Electronics 2020, 9, x FOR PEER REVIEW 21 of 25 
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The applications streamcluster, ferret, and freqmine caused the system to crash when hardware
faults were injected. The proposed method was able to distinguish these faults with accuracy values of
100%, 97.33%, and 99.83%, respectively. For the blackscholes and facesim applications, the hardware
performance before the system call differed significantly from the performance afterwards (i.e., including
the injected faults), although the system did not crash. Thus, for these two applications, the proposed
method was able to distinguish faults with high accuracy, at 98.06% and 100%, respectively. However,
for fluidanimate, the reduction in CPU performance and the occurrence of retry or stall after the system
call was insignificant, compared with before the system call and including the injected fault, leading
to a low fault-distinguishing accuracy of 78.13%. This result was attributed to the fact that the fault
classification method proposed in this work uses data related to the hardware performance when a
system call occurs.

With respect to hardware faults, our method failed to correctly distinguish 159 of the 3259 faults
injected into the instruction cache, dispatch stage, and load/store unit, resulting in fault classification
ratios of 92.30%, 92.72%, and 99.91%, respectively. However, our method exhibited a higher fault
classification ratio than that proposed by Dadashi et al. [24], which resulted in a fault classification ratio
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of 71% in the instruction fetch queue (including the injected faults) and 95% in the load/store queue.
Certain faults injected into the instruction cache or dispatch stage were incorrectly distinguished in our
experiment as the return value of the system call was established as abnormal, considering that a value
above 0 is a normal return value for sys_read(). However, the return of a negative value indicated that
the proposed method incorrectly determined the detected fault to be a software fault.

4.3.3. RQ3: How Much Overhead is Generated by the Proposed Method?

Figure 11 depicts the performance overhead measured by the Shark agent in the experiment.
The operation of the Shark test monitor in the host environment did not affect the performance of the
target system for testing; therefore, its contribution was excluded from the process of measuring the
overhead. In the case of the GEM5 simulator, the overall operating speed of the simulation was slow
because of hardware modeling; thus, it was also excluded from the performance overhead measurement.
Therefore, performance overhead was measured only in the ODROID-XU3 environment.Electronics 2020, 9, x FOR PEER REVIEW 22 of 25 
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When the Shark agent was not applied, the mean time required for the execution of the application
was 1.81 ms. When the agent was applied, the mean time increased to 1.92 ms. Therefore, the average
time attributable to performance overhead was 0.11 ms, such that the average performance delay
ratio was 6.07%. The existing method for detecting intermittent CPU faults exhibited a performance
overhead of 5.5% [16,17]. However, the previous method has the critical problem of requiring logic to
be added to the hardware. As our method uses software, it performs the test and exhibited performance
close to that of the existing method using hardware.

Among the benchmark applications, facesim led to a high performance overhead of 8.16%.
This result was due to I/O occurring several times due to the frequent memory access by facesim,
increasing the number of executed system calls and amount of obtained data.

The size of the Shark agent applied to the system was 5.99 KB. In practice, this agent does not
adjust the software code by operating in the system. Therefore, unlike other methods that obtain data
through changes to the code, our method did not generate any memory overhead due to an increase in
the amount of software code [19,22]. However, the size of the log when a system call was executed
was 128 bytes.

4.3.4. Experimental Limitations

The results of our study demonstrated that Shark can effectively detect and distinguish faults
using the hooking method on the system call to access the hardware and obtain the necessary data
for distinguishing faults while minimally affecting the real-time execution environment. The CPUs
we used in the experiment were based on ARM architecture. The command sets or architecture and
the rates of fault detection and classification may vary, depending on the characteristics of the CPU.
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Therefore, in further research, the validity of the experiment should be determined by analyzing the
results when injecting faults into other types of CPUs.

The experimental results indicate that a fault occurred through the application of fluidanimate
and that the accuracy of distinguishing faults decreased when the performance of the system slightly
decreased. This phenomenon occurred because the system performance was reduced when a fault
occurred during a state when the performance was already low, owing to the high CPU usage of the
application. Thus, to increase the fault classification accuracy of our method, the reduction in CPU
performance and the occurrence of retry or stall should be determined by considering the type of CPU
and normal execution performance of applications through comparison.

5. Conclusions and Further Research

The method proposed in this study determines whether a fault generated in an environment
where hardware and software are integrated is a hardware or software fault. In addition, if the
fault is determined to be a hardware fault, our method can also identify the hardware responsible
for the fault. This approach primarily uses minimal information from the hardware performance
counter and software execution, without the need for an additional hardware device to detect faults,
thus minimizing the effects on the execution environment.

The proposed strategy was implemented in the form of Shark, an automated tool that operates
on a Linux platform based on ARM. In addition, experiments to verify the efficiency of our method
were conducted using Shark. Faults that occurred after integration of the hardware and software
were selected and randomly injected into the system targeted for testing, in order to examine whether
Shark was capable of distinguishing such faults. The experimental results indicated that 99.06% of the
injected faults were identified by Shark and that 95.77% of them were successfully classified as either
hardware or software faults. Moreover, Shark exhibited a performance delay rate of 6.07% on average,
with the advantage that it did not require adjustment of the system targeted for testing. This rate was
close to the performance delay rate of 5.5% reported for other hardware fault detection methods with
which the method proposed in this study was compared. However, our method is significantly more
lightweight: Whereas other methods require hardware logic to be adjusted, our method only requires
an additional software agent for logging.

Although the method proposed in this paper is limited to intermittent CPU faults and timing
faults in the software, it should also apply to faults in other hardware, such as the memory or power
management unit. As such, we will conduct further research on the application of this method to other
hardware beyond the CPU and investigate how to increase the fault classification ratio based on a
database of faults that have occurred in practice.
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