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Abstract: At present, the main methods of solving the monocular depth estimation for indoor
drones are the simultaneous localization and mapping (SLAM) algorithm and the deep learning
algorithm. SLAM requires the construction of a depth map of the unknown environment, which is
slow to calculate and generally requires expensive sensors, whereas current deep learning algorithms
are mostly based on binary classification or regression. The output of the binary classification
model gives the decision algorithm relatively rough control over the unmanned aerial vehicle.
The regression model solves the problem of the binary classification, but it carries out the same
processing for long and short distances, resulting in a decline in short-range prediction performance.
In order to solve the above problems, according to the characteristics of the strong order correlation
of the distance value, we propose a non-uniform spacing-increasing discretization-based ordinal
regression algorithm (NSIDORA) to solve the monocular depth estimation for indoor drone tasks.
According to the security requirements of this task, the distance label of the data set is discretized
into three major areas—the dangerous area, decision area, and safety area—and the decision
area is discretized based on spacing-increasing discretization. Considering the inconsistency
of ordinal regression, a new distance decoder is produced. Experimental evaluation shows that
the root-mean-square error (RMSE) of NSIDORA in the decision area is 33.5% lower than that
of non-uniform discretization (NUD)-based ordinal regression methods. Although it is higher overall
than that of the state-of-the-art two-stream regression algorithm, the RMSE of the NSIDORA in the top
10 categories of the decision area is 21.8% lower than that of the two-stream regression algorithm.
The inference speed of NSIDORA is 3.4 times faster than that of two-stream ordinal regression.
Furthermore, the effectiveness of the decoder has been proved through ablation experiments.

Keywords: deep learning; monocular; discretization; ordinal regression; depth estimation

1. Introduction

In the past decade, drones have greatly promoted the rapid development of aviation [1], and have
been widely used in different fields such as search and rescue [2], infrastructure inspection [3], speed
measurement of a moving vehicle [4], and so on. At the same time, recent research has mainly focused
on enhancing the autonomy of drones through deep learning algorithms [5,6] because deep learning
has achieved advanced performance in visual tasks.
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In order to solve the problem of autonomous navigation by indoor drones, the traditional approach
is to use the simultaneous localization and mapping (SLAM) algorithm [7-9] based on expensive sensors
such as device obtaining ordinary RGB three-channel color + depth map (RGB-D) [7], LIDAR [10], etc.
The dense structure from motion (SFM) algorithm [11,12] relies on a single moving camera [13] to
construct a three-dimensional map of the environment, then the custom path planning algorithm takes
the depth map as its input and outputs control signals to control the aircraft’s navigation. However,
cheap commercial drones are usually equipped with a single camera, and the SLAM method usually
requires heavyweight expensive sensors, which limits the application of this method to commercial
drones; in addition, this method requires expensive calculation costs when rebuilding the map,
which greatly reduces the ability of real-time processing of images. The SFM-based obstacle avoidance
method obtains a control signal to control a drone by means of the hover-map-plan-path-moving-hover
method. This method cannot avoid dynamic obstacles when moving during or between mapping
periods. When these algorithms are running in a real indoor dynamic environment, unrecoverable
errors will occur for surfaces with less texture, such as white walls [14].

As a result that commercial drones are usually equipped with a forward-looking camera and do
not require extra sensors [15], depth estimation based on monocular vision has aroused great interest.
At the same time, recent studies have mainly used the deep learning (DL) algorithm to extract features
to enhance the autonomy of drones [5], because the features extracted by this algorithm show better
performance than manual feature extraction [13], and this method makes the end-to-end learning
method possible [13].

In this direction, some researchers have used demonstration learning [16,17] or reinforcement
learning [18,19] to process the original monocular image output control commands, and have achieved
impressive results in autonomous navigation of the drone [16-19]. In the former method, the imitation
learning strategy is used to label human actions as autonomous navigation. However, the data collected
in this way are biased because humans will control the drone to avoid hitting obstacles. This means
that demonstrative learning cannot be extended to a trajectory beyond a training demonstration
of the human controller, which limits our ability to generalize the model. The latter method generates
rewards or penalties for unseen environments through constant interaction between the drone and
the environment—that is, the algorithm has a trial-and-error nature. Asaresult, the algorithm may make
irreparable wrong decisions, which poses a serious threat to the safety of drones and the environment.
Although Sadeghi et al. [19] achieved good unmanned aerial vehicle (UAV) navigation results through
data simulation and reinforcement learning methods, the gap between the simulation environment
and the real environment limits the application and promotion of reinforcement learning in reality [20].

In previous studies, the task of depth estimation for indoor drones have been considered either as
classification problems [21,22] or as regression problems [14]. This article is the first to propose a deep
learning method based on ordinal regression to solve this task. The main contributions of this work
are summarized as follows:

e We propose a non-uniform spacing-increasing discretization (NSID) strategy to discretize
the distance labels of the data set, obtained by self-supervising. Three areas—a dangerous
area, a decision area, and a safe area—are discretized by the NSID strategy. The evaluation
of the strategy is shown in Section 4.2.

e  The monocular depth estimation of indoor drone problems is converted into an ordinal regression
problem. Images obtained by the camera are the input of the model, and distance labels are
the output. To the best of our knowledge, this is the first work that uses ordinal regression to
solve monocular depth estimation for an indoor drone.

e In order to solve the problem of the inconsistency of ordinal regression, a new distance decoder
with penalty coefficients is proposed.

In this paper, NSID is proposed, and is shown to yield better results than those of non-uniform
discretization (NUD). In important decision areas, the performance of the ordinal regression
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algorithm proposed in this paper reaches the performance of the state-of-the-art two-stream regression
algorithm [14], and the inference time of NSIDORA is 3.4 times faster than that of the two-stream
regression algorithm, which is of great significance for autonomous drone navigation and obstacle
avoidance with high security requirements.

Section 2 discusses related works. Section 3 introduces our discretization method, the network
structure, and the ordinal regression loss related to NSIDORA training. Section 4 discusses experimental
verification. Section 5 is a summary of this article.

2. Related Work

Our work is related to monocular depth estimation for an indoor drone based on the convolutional
neural network (CNN) algorithm and ordinal regression based on vision. We briefly describe these
works and the connections between these works and our method in this section.

2.1. Monocular Depth Estimation for Drones

CNN-based autonomous navigation and obstacle avoidance algorithms for UAVs with
a forward-looking camera can be divided into imitation learning algorithms and perception
task algorithms. Imitation learning directly maps the original input into control commands,
and the perception task extracts the relative state information concerning the drone and the environment
from the input images.

In this direction, since imitation learning has the end-to-end characteristic of directly mapping
the original input to the control output, it has been adopted by most scholars. Kim et al. [17] divided
the control actions of pilots controlling drone flight into six categories, and used the trained CNN model
to control a drone flying autonomously indoors to find specific targets. In order to avoid the dangers
that may occur when collecting data with drones, some scholars use transfer learning to collect data
sets instead of manipulating drones to collect data. Giusti et al. [23] collected data sets of a drone
relative to some forest trails using hikers” head-mounted special equipment, and used three probability
values of orientation output by means of the trained deep neural network (DNN) model to control
the UAV to autonomously navigate along the forest trails. Based on the work of Giusti et al. [23],
Smolyanskiy et al. [24] used a three-camera wide-baseline rig to collect a data set labeled with three
classes of lateral offsets relative to the center of the trail. The data set was combined with the data set
from [23] as an enhancement, which was used to train the TrailNet model to navigate the drone flight.
Loquercio et al. [22] trained the DroNet model through a continuous steering data set collected by car
and an obstacle avoidance binary data set collected by bicycle, and successfully navigated the drone to
autonomously fly in a city. However, these methods are affected by human understanding.

In order to reduce the impact of human understanding on autonomous navigation performance,
the sense-plan-act model has been proposed. Yang et al. [25] proposed predicting depth maps and
surface normals, closely related to three-dimensional obstacles, from RGB images, and then predicting
the path based on the depth maps and normals. Both steps use the CNN model. Chakravarty et al. [26]
used the CNN model to estimate the depth map based on a single image. Then, the control algorithm,
based on behavioral arbitration, used the depth map as an input to control the angle of the four rotors
in two directions to avoid obstacles. Both of these perception methods have achieved good navigation
performance. However, they have similar disadvantages to the SLAM algorithm, which produces
depth maps and is not friendly to environments with less texture. Gandhi et al. [21] used accelerometers
to collect large-scale binary classification data sets in a self-supervising manner, with negative samples
near obstacles and positive samples away from obstacles. The arbitration scheme determines the speed
and yaw angle of the quadrotor according to the three-part probability of a single picture predicted
by the trained model. Based on the work of [21], Kouris et al. [14] adopted the use of a distance
sensor to collect a data set containing distance labels for three parts of the image, and used this data
to train a two-stream regression network. The UAV path planning scheme uses the two-stream
network prediction distance as an input to continuously control the UAV to autonomously navigate
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indoors. This algorithm is currently the most advanced indoor navigation algorithm. The latter two
perception methods obtain better navigation performance in actual indoor environments. However,
the prediction results of typical classification algorithms are rough, which is not conducive to fine
control, whereas the state-of-art regression model treats the distance equally, resulting in a decrease
in the performance of close-range prediction. In order to avoid these problems, based on the strong
orderly correlation of the distance value, we turned the autonomous navigation and obstacle avoidance
of the UAV into an ordinal regression problem.

2.2. Ordinal Regression for Vision Based on Deep Learning

With the continuous development of deep learning, ordinal regression has been widely used
in the field of vision. Niu et al. [27] solved the problem of age estimation with a CNN-based K — 1 binary
classifier. This was the first ordinal regression work combined with a deep neural network. In order to
solve similar problems, Cao et al. [28] proposed a new CNN framework to guarantee the monotonicity
and consistency of ordinal regression. Another application related to age estimation is reported in [29].
A new deep learning architecture [29] was developed to constrain ordinal relationships using multiple
instances of VGG-16 networks with shared weights. In addition to age estimation, this method has also
achieved good results in areas such as photographic quality, historical dating of images, and image
correlation, and can even be applied to small data sets. Fu et al. [30] proposed the use of increasing
interval discretization and deep ordinal regression networks for depth estimation of a single image,
and the use of an ordinary ordinal regression loss function model for training.

2.3. Ordinal Regression for a Monocular Indoor Drone

The purpose of ordinal regression is to learn a rule to predict label of an input vector [31]. The input
vector m is expanded from the feature map extracted by CNN, where 1 is in a Q-dimensional input space.
The label y of input vector m is in a label space of K different labels, where y € Y = {Dy, D7 - -+, Dx-1}.
The label includes a natural ordinal relation Dy < Dy < --- < Dg_1. These labels form categories or
group of patterns. Given a training set of N points D = {(mi, yi),i =12,---,N } The target of ordinal
regression is to find a function f : m — y to predict the categories. This problem can be transformed
into a K binary classification problem | = [lo,ll, e ,lK_l], where l]]? = 1(y]- > Dk) and 17]‘. € {0,1}.

The literature [32] transforms height estimation from a single aerial image to ordinal regression
problem. SID is used for height threshold segmentation, and ordinal regression is used to process
the estimated height information of drone aerial images. This gets the best result so far. Inspired
by the work on ordinal regression estimation [30,32], we adopted ordinal regression and a new deep
learning framework for autonomous indoor drone navigation and obstacle avoidance. Different
from [30,32], we propose NSID to discretize the distance between the drone and the obstacle. The area
where the drone is close to an obstacle is called the danger zone. When the drone enters the danger zone,
it should hover immediately. The feasibility of this method has been confirmed in other literature [21].
The drone can fly safely when it is far away from obstacles. This region is called the safe region,
which contains only one category. These two areas are collectively called the non-decision area.
The area between the dangerous area and the safe area is called the decision area, and we perform
SID on this area. We explain the NSID in detail below. The ordinal regression algorithm based
on the NSID strategy is referred to as NSIDORA.

3. Methodology

This section begins with an introduction to discretization strategies, which involve dividing
the continuous distance value into discrete values. Then the network structure of NSIDORA
(NSIDOR-Net) is introduced. Finally, the training process of the network parameters is introduced
in detail.
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3.1. Discretization Strategy

The common method to discretize the interval [Dy, D] is uniform discretization (UD), as shown
in Figure 1a. It discretizes the interval into several parts of equal length. This means that the UD strategy
treats both large depths and close depths equally. However, as the depth value increases, the uncertainty
of the depth prediction also increases [30]. For this reason, previous researchers [30] have proposed
use of the SID strategy, which uniformly discretizes the depth value in the log space. It allows for large
errors in areas with large depth values; thus, the deep network can predict relatively small and medium
depth values more accurately and can reasonably estimate large depth values. The mathematical
descriptions of UD and SID are Equations (1) and (2), respectively.

i
UD:Di:Do—f—(D7—DO)>eE 1)
SID : D; = ¢/°8(Do)+x+log(D7/Do) )

where K represents the number of discrete intervals, i represents a discrete serial number,
andi€{0,1,--- ,K}; D; € {Dy, D, -+ ,Dg} is the discretization threshold.

D, n ) D n D, D,
(a) UD
. e || |
D, n B DB Db 0O D D,
(b) NUD
_ | | D*:cis ion | | Safe I
DU Dl DZ D" D4 D5 D( D7
(c) NSID

Figure 1. Discretization strategy diagram. (a) Uniform discretization (UD) [30]. (b) Non-uniform
discretization (NUD). (c) Non-uniform spacing-increasing discretization (NSID) discretizing the depth
interval [Dy, Dy7] into seven intervals.

However, neither of the above discretization strategies take into account the practical application
of monocular depth estimation for an indoor drone. There is the closest safe flying distance, df,
between the drone and an obstacle, and below this value, the drone should hover immediately.
When the distance between the drone and an obstacle exceeds a certain value, dy, the drone will fly
at the maximum speed.

To solve this problem, we propose the NSID strategy to discretize the depth interval, as shown
in Figure 1c. The specific description of NSID is as follows. When the distance value is less than
a certain value, dr, we call it a dangerous area. When the distance value is greater than a certain value,
dp, we call it a safe area. These two areas are collectively called the non-decision area, and the area
between the two areas is called the decision area, and the uniform classification of the log space is used.
When the drone is in the non-decision area, it will fly according to the preset command; otherwise,
the closer the drone is to an obstacle, the more that fine-tuned control is required. The Equation
for NSID is as follows:

i-1

=y
NSID: D; = Do +1(i = 0) + 8w P8 /d) (1 < j < K1) 4+ Dy+1(i=K)  (3)

where 1(-) is an indicator function, 1(True) = 1, and 1(False) = 0. In this study, we introduce an offset
A into each regression value, and show that the variable DB, D;, dz =dp + A = 1.0, which is used
in the NSID. The discrete performance of this strategy will be illustrated in the experimental Section 4.2.
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3.2. Network Structure

As it is distinct from methods which divide the original map before extracting feature maps [14,21],
the NSIDOR network (NSIDOR-net), as shown in Figure 2, divides the final feature map a3 extracted
by the convolutional network based on ResNet-8 [33]. O is the parameter of the feature extractor
that needs to be trained. Then, each feature map is divided into three overlapping windows along
the width direction. After that, ordinal regression block is used to process the divided feature maps to
obtain K binary classification results. Based on the classification results, the distance decoder infers
the corresponding distance. Each block is described in detail below.

Ordinal regression
block

| 0
- |
|
X Pre-laver %] Residual | %] Residual |“2| Residual
; 4 block 1 block 2 block3
3 |
|
|
|
|
Figure 2. The non-uniform spacing-increasing discretization-based ordinal regression

(NSIDOR)-net framework.

2 2
The data set is DS = {x, {y]-}j: 0}’ where x represents the input image and {y]-}],:o represents
the ground true (GT) distance labels, corresponding to the left, center, and right parts of the input image.
The label y; is discretized as l i= l?, l}, e, lf‘l , where Dy is the starting position of the k-th interval.

The convolutional network consists of a pre-layer and three residual blocks, as shown in Figure 3.
The second column in Figure 3c sequentially represents the kernel size of the relevant operation,
the number of output channels, and the step size. Equations (4)—(8) detail the feature extraction process.

|
. Pre- CONV: 5x5,c=32,5=2
BN layer MaxPool:3x3,c=32,s=2
ReLU CONV1:3x3,c=32,5=2
Residual — —
CONV1 block 1 CONV2:3x3,c=32,5=1
CONV3:1x1,c=32,5=2
BN e Residuat CONV 1:3x3,c=64,5=2
esidua — _
ReLU block 2 CONV2:3x3,c=64,s=1
CONV2 CONV3:1x1,c=64,s=2
CONV 1:3x3,c=128,5=2
] BN i
Residual "0 Ny 3x3,0- 128,51
. block 3
va, ) | CONV3:1x1,c=128,5=2
v al+]
(a) Pre-layer (b) Residual block (c) Sub-nets table

Figure 3. The convolutional network. (a) Pre-layer. (b) Residual block. (c) Sub-nets table.
The pre-layer block shown in Figure 3a can be expressed by Equation (4).
ag = P(a(N(Wox))) @)

where W) is the weight matrix of convolution (CONV), N(-) represents batch normalization (BN)
function [34], Maximum pool function is represented by #(-). o(+) is ReLU function as Equation (5).
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. i,i20

oli) = { 0,i <0 ©)

As shown in the Figure 3b, the residual block consists of a residual part and a direct mapping

part (CONV3). Since the number of feature diagrams of the I-th residual block input 4; and output

aj41 is different, 1 X 1 CONV is used here to carry out dimensional upgrading. Detailed equations are
shown below:

ary1 = hy(ay) + Fi(ar) (6)
hl(al) = ngll (7)
Fi() = N)(Waot (N} (Wi (N} (@))))) ®)

where, I(-) and ¥(-) respectively represent the direct mapping and the residual part of the I-th block,
1e{1,2,3}, Nll (-),and af(-) represent the i-th BN function of the I-th residual block.

Before entering the ordinal regression block, the feature map is divided first, as shown in Figure 4a.
The size of the feature maps a3 is (128, 8, 5), which represents the total number of channels of the feature
maps, the width and height of each feature map in turn. We divide each feature map into three
overlapping windows along the width dimension, as shown in Figure 4a. After the division is
completed, the feature maps M can be obtained, and M = [My, M1, Mp]. My, M1, M, represent
the feature maps on the left, center, and right part, respectively.

height

channel

width

(a) division (b) Ordinal regression block

Figure 4. Detail blocks. (a) Division. (b) Ordinal regression block.

where mj is a reshape vector of M;, and m = (mp, my,my) is the input vector of ordinal regression
block. Z = f(m,) is the ordinal output, where the size is 3 x K. The weight is ¥ = (o, ¢1, ¢2)

containing weight vector ¢; = (gb?,gb}, e ,(Z)f_l), j = 0,1,2. The size of qi)’]‘ is equal to 128 4 * 5.
Z = (Zy,Z1,Z;,) respectively stands for the output of the left, middle, and right parts of the image,

where Z; = (zQ,zl.,--- ,zK-1
A ]

function to calculate the predicted probability, IA’]]f, of each binary classification:

T
), z’]? is the k ordinal output z’]? = (q)]]‘) mj. Then, we use the sigmoid

PHy; 2 Dy) = —

o 9)
1+e 7

The predicted label ﬁ]‘ = 1(15’]‘ > (x) can be obtained according to the predicted probability, in which
a is a hyperparameter.

In the inference stage, we need to parse the estimated classification of the decision area into
continuous depth values. Due to the inconsistency problem of ordinal regression prediction,
the prediction performance is usually improved by adding constraints during training [29],
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but this problem cannot be eliminated. In order to reduce the impact of the inconsistency of ordinal
regression prediction, we propose a distance decoder with penalty coefficients:

K
dy= Y dDpr B - (10)
i=0

where dD; 1 = D;;1 — D; is the difference between two adjacent discrete thresholds, the penalty

o ) ].,l — 0 . 1/x Z 1
coefficient is w; = 6((‘)1'_1'“(?1.‘)) is1 and the two functions are 6(x) = 0<r<1

and
) - %, Z =0
' 2, l;. =1

See the experimental Section 4.4 for the comparison between this distance resolver and the distance
resolver in the literature [30].

In order to clearly show exemplary sizes at of vectors, matrices as data flow through the networks,
we added an intermediate visualization, as shown in Figure 5. The left side of the figure is the last
feature map of each block in the NSIDOR-Net, and the right side provides exemplary sizes of vectors.
The data flow in the NSIDOR-Net is displayed clearly.

3F

Inputi(3, 240, 135)

Pre_layer: 32 maps of 60x34

T 1 r L .}
i g
R T
Tw ! &“E:;F t%-‘#g Eﬁ'}&'ﬂ Residual block 1: 32 maps of 30x17
L i — e ey o PR ' |
<
)
=3 1%‘\-3 -3?{‘- 1 Residual block 2: 64 maps of 15x9

Residual block 3: 128 maps of 8x5

Divided tensor:
cach part: 128 maps of 4x5

Ordinal regression:
Each block: 15

Right decode: Decoder:
145.3 Each decoder: 1

Figure 5. Intermediate visualization of NSIDOR-net.

Left_decode: Center_decode:
296.9 201.9

Compared with the algorithm presented in [14,21], the NSIDOR-net can not only share the weights
of the convolution layers, which reduces the number of parameters, but can also classify different
tasks into different regions, and thus the learning is more targeted. Compared with the algorithm
presented in [35], an ordinal regression instead of binary classification is used to solve the monocular
depth estimation for the indoor drone. The prediction distance is more refined [30]. To the best
of our knowledge, this is the first work that uses ordinal regression to solve monocular depth estimation
for an indoor drone.
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3.3. Training

Due to the strong ordinal correlation of monocular depth information for indoor drones,
the problem of estimating monocular depth for indoor drones is transformed into an ordinal regression
problem, and ordinal loss is adopted to train the depth network parameters.

The loss function L(6,1)) of ordinal regression is the average value of the cross-entropy loss
function L j(Q, @ j) for each part of each frame of the image:

1 2
5; (6.¢)) (11)
K-1
%@wﬂ——;wﬁ%@9+04ﬂbdkfw (12)

The derivation of the loss function L(0, ¢’) with respect to (PI; is as follows:

IL(6,¢) aLi(e, <P]
(13)
aqsk "3 ]Zg

8L G(p] —Pk

K-
&¢k Z‘

The derivative formula of the loss function L(@, ) with respect to the variable qb’]‘ is derived from
Equations (7) and (8) as follows:

(1 pk) (14)

(P = Ph)m; (15)

The desktop servers with Intel Xeon e5-2640 processors, 64 GB of memory and four RTX2080ti
GPUs, and the Pytorch framework is used for the design and training of the NSIDOR-Net.

4. Analysis of Experiments

In this section, the public data set of a monocular indoor drone [36] is introduced. In order to
illustrate the effectiveness of NSIDORA, the performance of the algorithm is not only compared with
the performance of the state-of-the-art two-stream ordinal regression [14], but is also compared with
the performance of another similar algorithm, ordinal regression based on NUD. The NUD-based ordinal
regression is composed of an NUD strategy and the NSIDOR-net structure. Itis different from NSIDORA
only in terms of the discrete method relating to the decision area. The performance of the algorithms is
compared in different aspects, including the overall performance (the root-mean-square error (RMSE)
in the decision area, the classification performance in the non-decision area, and the inference frame
per second (fps) of the algorithms), the selection of the number of discrete intervals, the performance
comparison of the distance decoder, and the qualitative prediction result performance.

4.1. Data Set

We adopted the public data set presented in [36], which is a part of the data set from a prior
study [14] that has been cleaned and verified to focus on indoor corridors. The data set contains
288 trajectories of nearly 54,600 frames, of which 52,989 images are labeled. We randomly selected
90% of the labeled images as the training set, 5% as the validation set during training, and the other 5%
as the test set for the trained model. In order to ensure the comparability of algorithms, all algorithms
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adopted the same training set and test set. Figure 6 shows some of the training data. The numbers
marked below the image represent the left, middle, and right overlapping areas of the closest distance
between the UAV and the obstacle.

HE

(133, 340, 331) (145, 161, 160) (190, 216, 163) (126, 254, 271)

(20, 56, 84) (20, 56, 84) (104, 79, 48) (43, 48, 40)

Figure 6. Training data set.

4.2. The Overall Performance Comparison

The comparison of the overall performance of the four algorithms is shown in Table 1. It can be
seen from Table 1 that the classification performance of NSIDORA in the non-decision area is similar to
the NUD-based algorithm. The RMSE (the lower the better) of NSIDORA in the decision area is 33.5%
lower than that of the NUD-based ordinal regression, and is 6% higher than that of the state-of-the-art
two-stream regression algorithm; however, it is better than that of two-stream regression in the first
ten categories, shown in Figure 7 and Table 2. Furthermore, on a hardware device with an Intel
Xeon E5-2640v4 32GB RAM, the inference fps of NSIDORA, another important indicator of drone
indoor depth estimation [35], can reach 75, which is 3.4 times faster than that of the two-stream
regression algorithm.

Table 1. Performance comparison of algorithms.

Algorithms
Area Performance
NUD-Based Ordinal Regression =~ NSIDORA (ours)  Two-Stream [14]
accuracy 0.977475777 0.977979112 -
Precision 0.961614457 0.9470329 -
Dangerous
Recall 0.945303185 0.94556296 -
F1-Score 0.953367147 0.946273898 -
Decision RMSE 0.0322 0.0214 0.0201
accuracy 0.995092488 0.990184976 -
Precision 0.937024896 0.94399412 -
Saf
e Recall 095513324 093809859 -
F1-Score 0.945489377 0.940682157 -

- fps 75 75 2
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RMSE of each category of decision area

€005
2
%
S 0.03 “— 0
~ M
0.01
1 2 3 4 5 6 7 8 9 10 11 12 13
Discrete categories of decision areas
—— NUD-based ordinal regression —@—NSIDOR-Net(ours) two-stream[14]

Figure 7. Root-mean-square error (RMSE) comparison of the algorithms in the decision region.

Table 2. The RMSE of the four algorithms in the top 10 categories of the decision area.

Algorithms
Area Performance
NUD-Based Ordinal Regression =~ NSIDORA (ours)  Two-Stream [14]
Decision RMSE 0.0340 0.0154 0.0197

The RMSE comparison in each discrete segment of the distance prediction in the decision area
of the four algorithms is shown in Figure 7. It can be seen in the Figure 7 that in the first 10 categories,
the RMSE of NSIDORA was able to achieve better performance than that of the state-of-the-art
two-stream regression model; although the RMSE of NSIDORA in the last three discrete segments
increased, this result is within the acceptable range, because the errors of NSIDORA and
the state-of-the-art two-stream regression algorithm are in the same order of magnitude. Furthermore,
it is in line with our design that the larger the degree of discretization, the higher the RMSE value.

In order to better view the performance of the four algorithms in the top 10 categories of the decision
area, we presented the results in Table 2. The RMSE of NSIDORA in the top 10 categories of the decision
area is 21.8% lower than that of the two-stream regression algorithm.

4.3. Choice of the Number of Discrete Intervals in the Estimation Model

In order to select a better discrete interval number, the RMSE performance of NSIDORA
in the decision area with five different discrete interval numbers is compared, as shown in Figure 8.
It can be seen in the Figure that as the number of discrete intervals increases, the model’s accuracy
does not change much after reaching a certain discrete number. To this end, we have chosen to classify
thirteen decision areas. Therefore, the final total classification number is fifteen.
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Figure 8. RMSE in the decision area corresponding to different discrete intervals.

4.4. Performance Comparison of Decoders

Compared with the distance decoder presented in [30], the distance decoder in Equation (10)
considers the inconsistency which is inevitable in ordinal regression. To illustrate this problem,
these two decoders are used to decode the output of the NSIDOR-net. The RMSE values of the decoders
in the decision area are shown in Table 3. It can be seen from the Table 3 that the RMSE of our distance
decoder in the decision area was 20.7% lower than that of the distance decoder presented in [30].

Table 3. The RMSE of the two decoders in the decision area.

Decoders
Area Performance
Decoder [30] Ours
Decision RMSE 0.0270 0.0214

4.5. Depth Predicetion

In order to better represent the performance of each algorithm in actual scenarios, the prediction
results of each algorithm for multiple test data are shown in Figure 9. The ground truth label is
represented by the abbreviation GT, and the gray shading represents the optimal prediction result
corresponding to the scene. Dangerous areas are represented by “danger”, and safe areas are
represented by “safe”. Comparing the prediction results of (a) and (b), it can be seen that when
the distance is closer, the prediction effect of NSIDORA is better than that of two-stream ordinal
regression. As the distance increases, the prediction result of the two-stream algorithm is better.
This is consistent with the conclusion of Figure 7. Based on observations of prediction results (c) and
(d) of each algorithm for the dangerous area and the safe area, it can be seen that there is little difference,
which is consistent with Table 1.
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NSIDOR-Net (ours) 203.0 119.1 761 | 4.4 NSIDOR-Net (ours) 185.0 180.5 94.8 6.7
two-stream [14] 208.6 117.6 87.4 | 7.8 two-stream [14] 194.9  187.1 91.8 [3.5
(a) The scene where the drone is close to (b)The scene when the drone is far away

the obstacle from the obstacle

left ccenteﬂ right

left | ccenter| right
GT 24.0 64.0 87.0 GT 118.0 375.0 362.0
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(c)Scenarios with dangerous areas (d)Scenarios with safe areas

Figure 9. The prediction results of each algorithm on the actual scene.
5. Conclusions

As can be seen from the above description, the proposed system has fewer requirements
for drone; it requires that the drone is equipped with a front camera, can transmit images to
the desktop, and can receive control signals from the desktop. In response to the particularities of indoor
environments, this paper proposes an ordinal regression algorithm based on NSID for monocular
depth estimation for indoor drones. The experimental results show that the RMSE of NSIDORA
in the decision area is 33.5% lower than that of the NUD-based ordinal regression method. Although
the RMSE is higher than that of the state-of-the-art two-stream regression algorithm, the inference
speed of NSIDORA is 3.4 times faster than that of two-stream ordinal regression method. Furthermore,
the RMSE of our distance decoder in the decision area is 20.7% lower than that of the distance decoder
presented in [30]. A common method is used in this article to show the performance of NSIDORA.
However, the actual flight time and flight distance of the UAV are related not only to the prediction
performance of the model, but also to the control algorithm. To this end, our next job is to design
a deep learning controller to ensure that the drone can fly farther.
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