Article

# Performance Analysis of Sparse Matrix-Vector Multiplication (SpMV) on Graphics Processing Units (GPUs) 

Sarah AlAhmadi ${ }^{1}$, Thaha Mohammed ${ }^{2}$ © , Aiiad Albeshri ${ }^{3}$, Iyad Katib ${ }^{3}$ and Rashid Mehmood ${ }^{4, *}$ (D)<br>1 Department of Computer and Information Sciences, Taibah University, Medina 42353, Saudi Arabia; Shahmdi@taibahu.edu.sa<br>2 Department of Computer Science, Aalto University, 02150 Espoo, Finland; Thaha.Mohammed@aalto.fi<br>3 Department of Computer Science, King Abdulaziz University, Jeddah 21589, Saudi Arabia; AAAlbeshri@kau.edu.sa (A.A.); IAKatib@kau.edu.sa (I.K.)<br>4 High Performance Computing Center, King Abdulaziz University, Jeddah 21589, Saudi Arabia<br>* Correspondence: RMehmood@kau.edu.sa

Received: 15 September 2020; Accepted: 6 October 2020; Published: 13 October 2020


#### Abstract

Graphics processing units (GPUs) have delivered a remarkable performance for a variety of high performance computing (HPC) applications through massive parallelism. One such application is sparse matrix-vector (SpMV) computations, which is central to many scientific, engineering, and other applications including machine learning. No single SpMV storage or computation scheme provides consistent and sufficiently high performance for all matrices due to their varying sparsity patterns. An extensive literature review reveals that the performance of SpMV techniques on GPUs has not been studied in sufficient detail. In this paper, we provide a detailed performance analysis of SpMV performance on GPUs using four notable sparse matrix storage schemes (compressed sparse row (CSR), ELLAPCK (ELL), hybrid ELL/COO (HYB), and compressed sparse row 5 (CSR5)), five performance metrics (execution time, giga floating point operations per second (GFLOPS), achieved occupancy, instructions per warp, and warp execution efficiency), five matrix sparsity features (nnz, anpr, npr variance, maxnpr, and distavg), and 17 sparse matrices from 10 application domains (chemical simulations, computational fluid dynamics (CFD), electromagnetics, linear programming, economics, etc.). Subsequently, based on the deeper insights gained through the detailed performance analysis, we propose a technique called the heterogeneous CPU-GPU Hybrid (HCGHYB) scheme. It utilizes both the CPU and GPU in parallel and provides better performance over the HYB format by an average speedup of $1.7 x$. Heterogeneous computing is an important direction for SpMV and other application areas. Moreover, to the best of our knowledge, this is the first work where the SpMV performance on GPUs has been discussed in such depth. We believe that this work on SpMV performance analysis and the heterogeneous scheme will open up many new directions and improvements for the SpMV computing field in the future.
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## 1. Introduction

Sparse matrix-vector multiplication (SpMV) is fundamental to many scientific, engineering, and other applications [1-9]. These include web ranking [10,11], communication and networked systems [12], finding steady-state and transient solutions of Markov chains [13,14], and many others [1,2,15].

Another application area of SpMV computations that has become of colossal importance these days is machine and deep learning [16-18]. The SuiteSparse collection, the University of Florida repository of sparse matrices [2], comprises thousands of matrices that are collected from tens of application domains. The significance of SpMV computations is also evident from the fact that sparse linear algebra operations is included by the Berkeley scientists in their set of motifs, called the seven dwarfs [1].

An SpMV operation can be written mathematically as $y=A x$, where $A$ is a sparse matrix, $x$ is a dense vector, and $y$ is their product that needs to be computed. Sparse matrices arising from these applications are very large and sparse. They contain a relatively small number of nonzero elements, which arise due to various properties of the underlying system. Moreover, the sparsity structure of these matrices varies greatly. Therefore, parallelizing and loadbalancing SpMV computations on multiple cores or compute nodes, and the associated memory access challenges limit SpMV performance. Naturally, a great variety of specialized data structures and algorithms have been devised over the years for SpMV computations on the mainstream processor architectures including CPUs [19-29], field programmable gate arrays (FPGAs) [30-37], and manycore integrate architectures (MICs) [38-44]. Graphics processing units (GPUs) that provide massive computing capability through a large number of cores and high memory bandwidth have accelerated the performance of many applications [45-53]. SpMV is not an exception and has benefited from GPU computing [18,42,54-59]. However, due to the extreme variations in the sparsity structure of matrices, no single scheme provides consistent and sufficiently high performance on any processor architecture [60-65]. We have done an extensive review of SpMV techniques on GPUs and believe that the performance of SpMV techniques on GPUs has not been studied in sufficient detail; see for instance the most recent review of SpMV computations on GPUs [55]. The proposed schemes are mainly being evaluated and compared in terms of the SpMV throughput in floating point operations per second (FLOPS), which alone does not provide a deep insight into the SpMV storage and computations. This line of research broadly aims to analyze and improve the performance of SpMV computations. Towards this aim, we have developed a range of techniques over the years to propose novel storage schemes and algorithms on CPU [66-72], MIC [73-75], and GPU architectures [76,77]. Our research has also focused on the applications of SpMV computations [78-85].

In this paper, we provide a detailed performance analysis of SpMV performance on GPUs. For the purpose, we selected four notable sparse matrix storage schemes-compressed sparse row (CSR), ELLAPCK (ELL), hybrid ELL/COO (HYB), and compressed sparse row 5 (CSR5)—and evaluate their performance using five performance metrics. The five performance metrics are execution time, giga FLOPS (GFLOPS), achieved occupancy, instructions per warp, and warp execution efficiency. We selected 17 sparse matrices that have been widely used by SpMV researchers for performance analysis [39,77,86,87]. These matrices are from 10 application domains including chemical simulations, computational fluid dynamics (CFD), electromagnetics, linear programming, economics, and others. We provide a detailed discussion of the SpMV performance in terms of the five performance metrics mentioned above against five matrix sparsity features, the number of nonzero elements in the matrices ( $n n z$ ), the average number of nonzero elements per row (anpr), the variance in the number of nonzero elements per row (npr variance), the maximum number of nonzero elements per row (maxnpr), and the mean index distance between the first and the last nonzero elements in a row (distavg).

Subsequently, based on the deeper insights gained through the detailed performance analysis, we propose a technique for improving the HYB scheme. The scheme is called the heterogeneous CPU-GPU Hybrid (HCGHYB) scheme. It utilizes both the CPU and GPU in parallel to improve the performance. Specifically, we multiplied matrix and vector elements on GPU, while the reduce operation in SpMV computation (that should be carried out atomically) was performed on CPU. Since the reduce operation is a compute-intensive atomic operation, our scheme HCGHYB provides a better performance over the standard HYB format by an average speedup of 1.7x.

To the best of our knowledge, this is the first work where the SpMV performance on GPUs has been discussed in such depth. The detailed performance analysis provided in this paper has
helped us to understand the performance bottlenecks of the HYB scheme and we were able to devise a scheme to improve its performance. The HYB scheme is a popular choice in many SpMV and iterative solvers for sparse linear equation systems and therefore our proposed scheme is expected to generate high impact. Moreover, heterogeneous computing involving multiple processor and computing architectures is an important direction for SpMV and other application areas. We believe that this work on SpMV performance analysis and the heterogeneous scheme will open up many new directions and improvements for the SpMV computing field in the future.

The rest of the paper is organized as follows. Section 2 provides information about the matrix dataset including sparsity features of the sparse matrices in the dataset. The next four sections, Section 3 to Section 6, provide a detailed performance analysis of the SpMV computations using the four selected sparse storage schemes, CSR, ELL, HYB, and CSR5. Section 7 provides comparative performance of the four sparse schemes. Section 8 introduces our proposed scheme and provides a comparative analysis of its performance. Section 9 concludes and provides directions for future work.

## 2. Dataset, Sparsity Features, and Performance Metrics

### 2.1. Dataset and Sparsity Features

Table 1 provides details of the dataset used in this paper for the analysis of SpMV performance on GPUs. The first column depicts the sparsity structure of the matrices. Column 2 gives the name of the matrix followed by the number of rows and columns in the matrix. The next five columns give the five matrix features, the number of nonzero elements in the matrices ( $n n z$ ), the variance in the number of nonzero elements per row (npr variance), the average number of nonzero elements per row (anpr), the maximum number of nonzero elements per row (maxnpr), and the mean index distance between the first and the last nonzero elements in a row (distavg). The last column gives the application domain of the matrices.

### 2.2. Performance Metrics

We used five performance metrics for investigating the SpMV performance. The execution time is defined as the time taken to execute SpMV in a unit of time. GFLOPS is the number of floating point operations per second in billions achieved during the SpMV execution and hence is the measure of computational throughput achieved for the computation on a GPU. Achieved occupancy (AO) is defined as the ratio of the average active warps per cycle to the maximum number of warps supported on an SM. This metric provides an indication on the utilization of the GPU. Instructions per warp (IPW) is an indicator of the existence of thread divergence. A low IPW value indicates lower divergence and therefore better performance [88]. In addition to the IPW metric to detect divergence, we have the warp execution efficiency (WE) metric, which is defined as the ratio of the average number of active threads per warp to the maximum number of threads per warp supported on a multiprocessor expressed as a percentage [89].



Figure 1. Compressed sparse row (CSR) execution time against: (a) nonzero elements in the matrices ( $n n z$ ) and (b) nonzero elements per row (npr variance).

Generally, the sparse matrices can be classified as structured or unstructured based on the sparsity pattern. However, within both these sparsity patterns, hierarchically there exists more complex structural patterns that affects the performance. For example, if we consider poli_large and fd15 matrices, $f d 15$ requires lower execution time than poli_large even though $f d 15$ has a higher $n n z$ value. This is because $f d 15$ has a lower variance value than poli_large. Another example involves sinc18 and fp matrices, both of which are unstructured, but with different sparsity patterns. Although sinc18 has a higher $n n z$ value than $f p$, it requires a shorter execution time than $f p$ due to its sparsity structure. Moreover, sinc18 has a lower variance value than $f p$. From the matrix visualization, it is clear that $\operatorname{sinc} 18$ has a sparsity structure simpler than that of $f p$, and $\operatorname{sinc} 18$ has a better $n n z$ distribution than $f p$, where they are spread out among the matrix dimensions.

Figure 1 b compares the execution time of CSR with respect to variance. We see that, with some exceptions, a consistent increase in execution time as variance increases. A higher variance value is defined as a higher variation in the $n n z$ values of each row in a matrix. This leads to load imbalance among the threads when a single thread per row is utilized as seen in CSR. The load imbalance issue is one of the main drawbacks of SpMV computations on the GPU. However, other factors can definitely cause the existing exceptions. For example, in the case of the mark3jac120 and tols 4000 matrices, even though the latter has a larger variance value than mark3jac120, it has a better execution time due to the considerable difference in their $n n z$ values, which are 8784 and 34,2475 , respectively. The same is the case for xenon 2 and mark3jac120 even though both have structured patterns and similar variances. In this case, mark3jac120 exceeds xenon2 because xenon 2 is much larger than mark3jac120 in terms of $n n z$ values. In addition to the $n n z$ value's impact, the sparsity pattern can also cause exceptions. For example, lhr10 exceeds meg4 despite its larger variance value because meg4's sparsity pattern is more complex than lhr10's in terms of $n n z$ distribution. This is clear if we examine the differences between the anpr and max_npr features, which are larger in meg4 compared to lhr10.

### 3.2. GPU Throughput

Figure 2a,b illustrate the GPU throughput of the CSR scheme with a comparison of each matrix $n n z$ variance values. Figure 2a shows a regular increase in the first twelve matrices, followed by a break at the $f p$ matrix and a subsequent return to increasing GFLOPS. The rest of the matrices after the peak GFLOPS values (i.e., ch7-8-b5 and copter 2 ) are $f p$, sinc18, Zd_Jac6, TSOPF_RS_b300_c2, and lp_stocfor3. Although xenon2, is the larger matrix in terms of $n n z$ and has a structured pattern, the unstructured
matrices ch7-8-b5 and copter2 exceed it and have higher GFLOPS values. We noted that the sparsity pattern plays an important role in this variation.


Figure 2. CSR giga floating point operations per second (GFLOPS) against: (a) nnz and (b) npr variance.
More precisely, two main factors affect sparsity. One is the distance between $n n z s$ within a row in terms of granularity (in the case of CSR, we have one thread per row for processing). Therefore, the distance between the $n n z s$ in a row affects the overall throughput because it affects the memory access pattern. In SpMV computations, we usually deal with multiple arrays to read the data, and the more gaps we have between nnzs in a row, the slower the access, specifically for the array $x$ in the equation $A x=b$. The second factor is the number of $n n z s$ on each row. In our study, this is measured using variance. To prove this, we examined the fp matrix at the changing point in the figure, and if we accurately measure the distances between the nnzs on each row, we find large gaps in the rows. In addition, there is a variation in the number of $n n z s$ within the rows. Compared to the best performance at ch7-8-b5 and copter2, which have variance values of 0 and 3.55 , respectively, $f p$ has a value of 207.83. This proves that the second factor of sparsity impact, the distances between $n n z$ in both matrices, are better than in $f p$, as the visualization indicates. However, we have fewer GFLOPS for tols 4000 and meg4 than for $f p$, but this is due to their small $n n z$ value, whereas we compared $f p$ with similar matrices.

There is no direct relation between matrix variance and GPU GFLOPS as observed in Figure 2 b . However, we can generally observe, lower variance values have better GFLOPS when there exists a good sparsity pattern and a large number of $n n z$. In other words, for tols 4000 the variance of 5.92 is relatively small but it has lower GFLOPS compared to matrices with larger variance values due to the big difference between the number of $n n z$ (e.g., tols 4000 and sinc18), which have a variance of 34.32 . The same occurs with $f d 15$ with a variance of 1.65 and TSOPF_RS_b300_c2 with a variance of 102.4. $C h 7-8-b 5$ has 0 variance, which indicates that all rows have the same number of $n n z$ in addition to relatively close distances between $n n z$ per row and a max-nnz. This is evident in our findings for other matrices such as, copter 2 , xenon 2 , and mark3jac120 with a variance of $3.55,4.11$, and 4.36 respectively.

### 3.3. GPU Utilization

Figure 3a,b report the results of the achieved occupancy of the CSR scheme. AO affects the performance since it indicates the rate of GPU SM utilization. More exploitation of GPU parallelization capabilities improves the overall performance. Generally, from Figure 3a, a higher nnz leads to better achieved occupancy, but then we observe a few matrices with higher $n n z$ and lower achieved occupancy. Consider $f p$ and $z d_{-} J a c 6$, both which have a large number of $n n z$ but attained low achieved occupancy. This is also the reason for the higher execution time for these two matrices. We reason that
the features of the sparsity structures include $n n z, n p r$ variance and the existence of gaps per row on the matrices. The last two conditions are in existence since we have a big variance for both matrices and there exists gaps within a row. The first three matrices have lower achieved occupancy since they are considered the smallest matrices in terms of $n n z$. The highest occupancy is attained by ch7-8-b5 and xenon2, where all the conditions are satisfied (i.e., large number of nnz, low variance, and small gaps in the rows).


Figure 3. CSR achieved occupancy against: (a) $n n z$ and (b) npr variance.
In Figure 3b, we study the effect of matrix variance on the achieved occupancy. We find that low variance results in higher achieved occupancy while higher variance results in lower achieved occupancy. However, we cannot ignore the impact of $n n z$, which reverses this trend in some cases as in tols4000, meg4, and poli_large.

Figure $4 a, b$ shows the instructions per warp (IPW) for the CSR scheme. Figure 4b illustrates that with higher variance values (which means a large variation of number of $n n z$ per rows) we have a higher IPW, which indicates a higher divergence. However, in some cases such as Zd_Jac6 and $f p$, although the variance of $f p$ is larger than Zd_Jac6, Zd_Jac6 has higher IPW due to larger nnz than $f p$. The same happens for mark3jac120 and xenon2, where the latter is a little higher than the former. Moreover, tols4000 has fewer IPW than mark3jac120 and xenon2, although its variance is higher than mark3jac120 and xenon2, but this is due to its small nnz. So, we can conclude that with more nnz variation per row in a matrix we have more divergence and therefore low performance while taking into consideration the matrix size in terms of nnz. In addition to the IPW metric to detect the existing divergence, we have the warp execution efficiency metric. In case of warp divergence some threads will be permanently switched off for various reasons such as, the presence of conditional control statements (which cause MIMD) or uncoalesced memory access (which causes waiting time to bring the data in different memory transactions). These factors affect the active threads within a warp because they result in work variation within a warp and this sometimes serializes the work as GPU is an SIMD device. Thus, warp efficiency metric provides a deep understanding of GPU utilization and indicates the level of parallelism exploited. High warp efficiency percentage indicates a high level of thread exploitation, and low warp efficiency indicates the existence of divergence.


Figure 4. CSR instructions per warp (IPW) against: (a) nnz and (b) npr variance.
Figure 5a shows the impact of $n n z$ on warp efficiency. There is no real impact or consistent increase of warp efficiency as $n n z$ increase. Figure $5 b$ shows a comparison between warp efficiency and matrix variance. In CSR, when the granularity is one thread per row, we need a conditional control statement. In cases of high variation of $n n z$ per row, there is a high possibility of warp divergence as the execution times per thread differ, which results in the shorter threads waiting for the longer threads and hence idle threads (within a warp). Subsequently, the overall performance is impacted. Figure 5 b provides evidence for our findings. We observe that matrices with low variance have high warp efficiency and matrices with high variance have lower warp efficiency with some exceptions. These exceptions exist because we definitely have other factors that affect the performance. The main factor that causes these exceptions is the number of $n n z$ per row. When the average $n n z$ per row (regardless of the variance) is higher, it will give us better warp efficiency. For example, $f p$ and $Z d \_J a c 6$ both have big variance but $f p$, which has the highest variance, has achieved better warp efficiency than $Z d \_J a c 6$ because the average number of $n n z$ per row (anpr) on fp is 112 and on $Z d \_J a c 6$ it is 74 . So, having more $n n z$ on rows results in better warp efficiency. This happens with mark3jac120 and xenon2, where anpr was 6 and 24, respectively.


Figure 5. CSR warp efficiency against: (a) $n n z$ and (b) $n p r$ variance.

## 4. ELLPACK (ELL)

The ELLPACK (ELL) [91] format uses two 2D arrays Val and Col to store a sparse matrix. The Val array contains the nonzero values while the 2D array Col contains the column indices of the nonzero elements. The correct row index is preserved in the Col array.

### 4.1. Execution Time

Figure 6a,b illustrates the ELL execution time. Figure 6a compares the execution time of each matrix against its $n n z$ value. There is a variation in the attained execution time as the number of $n n z$ increases. Thus, $n n z$ does not have a heavy impact on the execution time. The peak times were achieved by the matrices, Zd_Jac6, fp, poli4, meg4, and poli_large. All these matrices have different nnz that varies from quite high to very low values. This implies that the affect of $n n z$ on execution time for ELL is negligible. Besides, all the matrices that have slow execution time are the unstructured matrices. This is not surprising as ELL is mainly suitable for structured matrices.


Figure 6. ELLPACK (ELL) execution time against: (a) $n n z$ and (b) npr variance.
In Figure 6b, we study the execution time for ELL against the $n n z$ variance. We observe the matrices with larger $n n z$ and variance have achieved the highest execution time as compared to the matrices with lower variances. However, even with a low variance, some matrices attained high execution times (e.g., poli4 and meg4). This is because there are other factors that affects the execution time. In the ELL storage format, the row size is equal to maxnpr and the remaining rows are padded with zeros. If we take this into consideration in poli4 (as an example), it indeed has relatively small variance but the maximum $n n z$ among its rows (max_anpr) is 304 while the anpr is 2 . This is a big difference and this implies that large number padded zeros are required to store these matrices in ELL. Therefore during the SpMV computations, we exclude these zeros using a conditional control statement, which as we have illustrated before causes a thread divergence, and hence leads to higher execution time. The same happens with poli_large where the anpr and max_anpr are 2 and 491, respectively. Similarly, in case of meg4, the anpr and max_anpr are 4 and 1193, respectively.

### 4.2. GPU Throughput

Figure 7a illustrates the throughput achieved by CSR with varying nnz. We observe that there is an increase in GFLOPS as the $n n z$ increase with some exceptions. These exceptions are poli4, $f p$, and Zd_Jac6, which are unstructured matrices. In Figure 7b, we study the throughput relation to the matrix variance. There is no consistent trend that can be observed. Thus, the achieved GFLOPS does not depend on the matrix variance but rather it depends more on the nnz as shown in Figure 7a, considering the discussed factors.


Figure 7. ELL GFLOPs against: (a) $n n z$ and (b) npr variance.

### 4.3. GPU Utilization

Figures 8-10 provide a detailed description of GPU utilization on ELL scheme. Figure 8a,b discuss the achieved occupancy. Higher exploitation of GPU parallelization capabilities results in better performance. Generally, as observed in Figure 8a, a larger $n n z$ leads to better achieved occupancy with some exceptions, such as in $\operatorname{lhr} 10$ compared to bayer04 and $f p$ compared to $c h 7-8-b 5$. This is explained well by considering other matrix features in Figure 8b.


Figure 8. ELL achieved occupancy against: (a) $n n z$ and (b) npr variance.
In Figure 8 b, we see the variance of $\operatorname{lhr} 10$ (26.37) is bigger than bayer04 (8.2), which is the reason for $l h r 10$ 's low achieved occupancy. Furthermore, $f p$ and $c h 7-8-b 5$ are similar, where variances are 207.83 and 0, respectively. However, there are other cases where we have a higher achieved occupancy even with higher variance (e.g., TSOPF_RS_b300_c2 and Zd_Jac6 compared to sinc18). That is definitely caused by other factors such as nnz, which is greater on TSOPF_RS_b300_c2 and Zd_Jac6 than sinc18 or meg4. Nevertheless, in some cases this is not totally true, such as in mark3jac120 and TSOPF_RS_b300_c2, where mark3jac120 is smaller than TSOPF_RS_b300_c2 in terms of $n n z$ and they have a different variance of 4.36 and 102.4, respectively. However, they have achieved similar achieved occupancy although both are structured. That is due to another factor, which is the gaps between nnz on each row among all rows, which TSOPF_RS_b300_c2 has but mark3jac120 does not.

Figure 9a studies the impact of $n n z$ on the IPW metric, which indicates the existence of divergence. As we can see, there is a variation on the achieved IPW as the $n n z$ increases, and this indicates that the sparsity structure of the matrices play a more important role than $n n z$ alone, as we can see in Figure 9b showing the comparison against matrix variance.


Figure 9. ELL instructions per warp (IPW) against: (a) nnz and (b) npr variance.


Figure 10. ELL warp efficiency against: (a) $n n z$ and (b) npr variance.
In Figure 9b, we can see that with higher variance values we have a high IPW, which indicates a higher divergence with some exceptions. As an example, for poli4 and bayer04 (where the variances are 7.57 and 8.2, respectively), the divergence level on bayer04 is less than poli4 despite its bigger variance. This is due to the big difference between anpr and max-npr of 2 and 304, respectively, on poli4, while they are 7 and 34 on bayer 04 , respectively. This factor will cause divergence as explained earlier, and this is mainly because ELL depends on the max-npr to determine the size of the matrix row. The same occurs with meg4 and lhr19 where the variance is 16.66 and 26.37, respectively. meg4 has an anpr and max-npr of 4 and 1193, respectively, while lhr10 has 21 and 63, respectively.

Figure 10a shows the attained warp execution efficiency. All the matrices achieve a high warp execution efficiency regardless of $n n z$ and are above $99 \%$ with some differences of the fractions. This indicates that there is an extremely low level of warp divergence in ELL format. Moreover, nnz does not affect this metric too much but it tends to have more warp efficiency with a higher nnz, with some exceptions resulting from the differences in the sparsity structures.

Figure 10b shows the impact of variance on the warp execution efficiency metric. We tend to have lower warp efficiency with the bigger variances. However, we have exceptions such as in meg4, which has the lowest warp efficiency, although there are matrices with bigger variances and that have achieved better warp efficiency, such as sinc18 and lhr10. This is again due to the big difference between max-npr and anpr, which are 1193 and 4, respectively, in meg4, while this difference is too small on the comparable matrices. However, sometimes this is not the only factor that affects the warp efficiency; in some cases we also have better warp efficiency compared with matrices with lower variances, such as in xenon 2 compared to fd 15 and $l p \_s t o c f o r 3$. The differences between max-npr and anpr are relatively small in all of them, but the $n n z$ is bigger in xenon2.

## 5. Hybrid ELL/COO (HYB)

The hybrid ELL/COO (HYB) [56] format uses the ELL format to store most of the nonzero elements of the sparse matrix. The remaining nonzero elements are stored using the COO format.

### 5.1. Execution Time

Figure 11a,b describes the HYB execution time. Figure 11a plots the execution time against nnz value for the 17 matrices. We tend to have a high execution time as $n n z$ value increases. In Figure 11a we can observe fp and Zd_Jac6 have the peak execution times in the figure, whereas TSOPF_RS_b300_c2 and xenon 2 are bigger matrices but have attained short execution times. Thus, there has to be other factors that affect the result, and mostly they relate to the sparsity structure as shown in Figure 11b and is further discussed below.


Figure 11. Hybrid ELL/COO (HYB) execution time against: (a) $n n z$ and (b) $n p r$ variance.
In Figure 11b, we study the effect of $n n z$ variance on the execution time. We find that the execution time increases as the variance of $n n z$ increases. In addition, it is very clear that fp and Zd_Jac6 have the biggest variance values and therefore have the longest execution times. As the variance value increase, the execution time also increase. However, we observe that TSOPF_RS_b300_c2, which has a big variance and a large nnz, has achieved better execution time compared to sinc18, which has smaller variance and a smaller nnz. This is because anpr in TSOPF_RS_b300_c2 is bigger than in sinc18. The same happens with bayer04 and poli4 with a variance 8.2 and 7.57 , respectively. bayer04 achieved better execution time than poli4 and again this was due to its bigger $n n z$ and anpr compared to polit. So, we conclude that variance value has a direct impact on the execution time for HYB format.

### 5.2. GPU Throughput

Figure 12a shows the attained GFLOPS compared to nnz. As we see, the GFLOPS increased as the $n n z$ increased. Except again with Zd_Jac6 and fp, which attained the smallest throughput. They both attained the longest execution times. So their structures are the worst ones for HYB format. Both have big variance and big difference between anpr and max-npr. A similar case was seen with bayer04 and lhr10, where lhr10's variance was bigger than bayer04's. We further discuss this issue in Figure 12b.


Figure 12. HYB GFLOPs against: (a) $n n z$ and (b) $n p r$ variance.
Figure 12b shows the variance values for all the matrices and their achieved GFLOPS. As discussed, the matrices with the highest variances achieved the lowest GFLOPS and they are Zd_Jac6 and $f p$. In addition, from Figure 12b it is clear that the matrices with the lowest variance attained the highest GFLOPS compared to the matrices with the highest variance values. Certainly, there are some exceptions due to other sparsity factors. One case involves TSOPF_RS_b300_c2 and sinc18, where TSOPF_RS_b300_c2 attained higher GFLOPS than sinc18 although it has bigger variance. This is because TSOPF_RS_b300_c2 has a bigger $n n z$ than sinc18. The same occurs between $l p \_s t o c f o r 3$ and copter2 and between poli4 and tols 4000 .

### 5.3. GPU Utilization

Figure 13a,b report the results of the achieved occupancy of the HYB scheme. This metric affects the performance since it indicates the rate of GPU SM utilization. More exploitation of GPU parallelization capabilities equals better performance.

From Figure 13a, a higher $n n z$ leads to better achieved occupancy, but we observe a few exceptions. Let us consider sinc18 and ch7-8-b5, both which have a larger number of nnz, but sinc18 attained a lower achieved occupancy compared to ch7-8-65. This may also be considered a clarification of the sinc18 matrix's high execution time. We might deduce again that the main features of the sparsity structures are the nnz, variance, the existing gaps per row on the matrices, or the difference between anpr and max-npr. Again, looking to sinc18 and ch7-8-b5 sparsity structures, starting with variance we find that the variance of ch7-8-b5 is lower than sinc18, which are 0 and 34.32 , respectively. Thus, less variance leads to better achieved occupancy besides large nnz. This is further clarified in Figure 13b.

Figure 13 b shows the impact of variance value on the achieved occupancy metric. We have found that there is no consistent behavior of the curve since we have high achieved occupancy with low and high variance, and this proves the impact of $n n z$ on GPU utilization. We can also note the achieved occupancy of the matrix with variance 0 is similar to the matrix with variance 102.4 with the latter's superiority. This is due to many reasons. Firstly, the matrix with 102.4 variance (i.e., TSOPF_RS_b300_c2) has a larger $n n z$ than the matrix with 0 variance (i.e., ch7-8-b5). Despite the large difference between $n n z$
for both matrices, ch7-8-b5 has closer achieved occupancy than TSOPF_RS_b300_c2 and this is due to its smaller variance value. So, variance and $n n z$ are complementary factors in HYB achieved occupancy. More evidence of nnz's impact is seen if we compare TSOPF_RS_b300_c2 with xenon2, which has as large an $n n z$ as TSOPF_RS_b300_c2. We see they achieved similar achieved occupancy despite the big difference between their variance with superiority of TSOPF_RS_b300_c2 That is because anpr is larger in TSOPF_RS_b300_c2 than xenon2 despite xenon 2 having a larger nnz and lower variance than TSOPF_RS_b300_c2. The same happened between bayer04 and poli4, as well as between xenon 2 and copter2. We can conclude that the first factor that affects HYB achieved occupancy is the nnz, then the variance value, then the anpr value, such that a high $n n z$ with a low variance and big anpr give high achieved occupancy.


Figure 13. HYB achieved occupancy against: (a) nnz and (b) npr variance.
Figure 14a,b shows the IPW results for the HYB scheme. This metric acts as an indicator of the existence of a divergence where low IPW values indicate a lower divergence and therefore better performance [88].


Figure 14. HYB instructions per warp (IPW) against: (a) nnz and (b) npr variance.
In Figure 14a, where we see the impact of $n n z$ on the IPW metric, we note that there is oscillation between the lows and highs, the tendency to have a high IPW value with a higher $n n z$ can be observed. Analyzing some case studies will clarify this variation. If we take $\operatorname{sinc} 18, \operatorname{meg} 4$, and xenon2, which have
similar IPW values and big differences in nnzs (26324, 973826, and 3866688, respectively), we conclude that the $n n z$ does not play an important role in IPW value. This leads to the conclusion that the sparsity features definitely have a strong impression on the level of divergence we have on this scheme. This is further clarified in Figure 14b.

In Figure 14b we can see that with high variance values we tend to have a high IPW that indicates a high divergence. However, in some cases, such as mark3jac120 and xenon2, although the variance of mark3jac120 is larger than xenon2, xenon2 has higher IPW due to its larger nnz than mark3jac120. The same happened for bayer04 and copter2. Nevertheless, we see the opposite between bayer04 and poli4, where bayer04 has the bigger variance as well as the bigger $n n z$ compared to poli4. This is because poli4 has a big difference between anpr and max-npr. The same occurs between meg4 and lhr10. So, we can conclude that with more variation of $n n z$ per row in a matrix we have more divergence and therefore low performance, taking into consideration the matrix size in terms of $n n z$ value.

In addition to the IPW metric to detect the existing divergence, we have the warp execution efficiency metric. Therefore, in case of warp divergence some threads will be permanently switched off for reasons such as the presence of conditional control statements (which cause MIMD) or uncoalesced memory access (which causes waiting time to bring the data in multiple memory transactions). These factors affect the active threads within a warp because they result in work variation within a warp, and this sometimes serializes the work due to GPU is SIMD processor. Thus, this metric is another deep study of GPU utilization to clarify whether we have exploited the highest possible parallelism or not. High warp efficiency percentage indicates a high level of thread exploitation, and low warp efficiency indicates divergence existence.

Figure 15a shows a comparison between warp execution efficiency and the nnz value. We have a variation on the attained warp efficiency as $n n z$ value increased. We can see we have high efficiency with a low $n n z$ as well as with a high nnz. In addition, we have low warp efficiency with a low nnz as well as with a high nnz. Starting with the lowest warp efficiency in sinc18 and lhr10, both with big differences in $n n z$ have achieved similar warp efficiency percentage. We can first figure out that the impact of $n n z$ on HYB warp efficiency is less than the impression of sparsity features. This will be clearer with the next figure, where we study the impact of variance feature on the attained warp efficiency.


Figure 15. HYB warp efficiency against: (a) nnz and (b) npr variance.
Figure 15b shows the impact of variance value on warp execution efficiency. It is clear that the matrices with lower variance values have achieved higher warp efficiency than the matrices with higher variance values. Looking at the variance of our example from the previous figure showing sinc18 and lhr10, they have closer variance values with high efficiency at the variance values of the matrices before and after them! Thus, looking to other examples will eliminate this ambiguity. Why does
$T S O P F \_R S \_b 300 \_c 2$ with 102.4 variance have higher efficiency than sinc18 with 34.32 variance value? TSOPF_RS_b300_c2 has a higher nnz than sinc18. The anpr of TSOPF_RS_b300_c2 is higher than it is for sinc18. In addition, sinc18 is an unstructured matrix while TSOPF_RS_b300_c2 is a structured matrix. For more evidence, take xenon2 and TSOPF_RS_b300_c2 as another example, since both have similar warp efficiency with a big difference in variance value They also have similarly high nnzs and they are both structured matrices. Looking at poli4 and bayer04, which have 7.57 and 8.2, respectively, bayer04 has achieved higher warp efficiency due to its higher $n n z$ compared to poli4. Consequently, a high $n n z$ in addition to a high anpr with a structured pattern of the matrix is the best combination to obtain high warp efficiency in the HYB scheme.

## 6. Compressed Sparse Row 5 (CSR5)

The CSR5 [39] format is an improvement over the classical CSR format. See [39] for details.

### 6.1. Execution Time

Figure 16a,b describe CSR5 execution time. Figure 16a shows the execution time of each matrix against the nnz. We observe from Figure 16b that the execution time increase as the value of the nnz increase. Thus, the value of $n n z$ has a direct effect on the execution time while using CSR5 scheme.


Figure 16. Compressed sparse row 5 (CSR5) execution time against: (a) $n n z$ and (b) npr variance.
Figure 16b plots a comparison between execution time and variance for the CSR5 scheme. We observe a variation in the variance values and it tends to have longer execution times with the larger variance values. The matrices mark3jac120 and xenon 2 with variance values 4.36 and 4.11 , respectively, are exceptions. Although mark3jac120 has larger variance than xenon2, it achieves better execution time due to its smaller $n n z$ value compared to xenon2. The same happens for $f p$ and $Z d \_J a c 6$ because $Z d \_J a c 6$ has a bigger $n n z$ than $f p$. This again be observed again in case of mark3jac120 and bayer04, with the latter's superiority due to its smaller $n n z$ value. All these examples are evidence of the bigger impact $n n z$ values has on the execution time than the impact variance of $n n z$ values has on the execution time for CSR5.

### 6.2. GPU Throughput

Figure 17a,b illustrate GPU throughput of the CSR5 scheme with a comparison against the nnz value and the variance of each matrix. In Figure 17a, there is a kind of regular increase of attained GFLOPS as the $n n z$ value increased with some exceptions. Examples of those exceptions include the mark3jac120 and copter2 matrices. Although copter2 has a higher nnz value than mark3jac120, it has
fewer GFLOPS. This is due to mark3jac120's structured pattern, while copter2 has an unstructured pattern. Another example is $f p$ and $c h 7-8-b 5$; both are considered unstructured matrices and it is exception case of expectation. This indicates the impact of other sparsity features of the sparse matrices as shown in Figure 17b with variance feature.


Figure 17. CSR5 GFLOPs against: (a) $n n z$ and (b) npr variance.
Regarding the impact of the matrix variance and GPU GFLOPS in Figure 17b, there is no direct relation between them from the diagram. However, we can generally say lower variance values have better GFLOPS when conditions make available a good sparsity pattern and higher $n n z$ value. If we look at the same example, $f p$ and $c h 7-8-b 5$, we see that the last has 0 variance where $f p$ has 207.84 variance value, and this clarifies the reason why cha7-8-b5 exceeds $f p$ on the attained GFLOPS despite having a smaller $n n z$ value. In general, as Figure 17 b shows, the impact of variance on the attained GFLOPS varies among all matrices. In addition, the attained GFLOPS in the CSR5 scheme is considered weak in general. Let us consider more examples to analyze the reasons. In the case of TSOPF_RS_b300_c2 and xenon2, both have higher $n n z$ values among the dataset and have big differences in their variance values, but they have attained approximate GFLOPS. Although the lower nnz TSOPF_RS_b300_c2 matrix has a relatively big variance value compared to xenon2, it exceeds xenon2 on the attained GFLOPS! That is because the anpr value of TSOPF_RS_b300_c2 (i.e., 103) is bigger than xenon2 (i.e., 24). The same happened in many cases that achieved the bigger $n n z$ condition, as between $Z d \_J a c 6$ and $c h 7-8-b 5$ and between $Z d \_J a c 6$ and sinc18. Thus, GFLOPS in the CSR5 scheme was mainly affected by nnz value, then by variance value, and then by anpr number, such that a large $n n z$ value led to high GFLOPS. Smaller variance led to higher GFLOPS with some exceptions due to the existence of higher $n n z$ value or higher anpr number where they have bigger impact than variance number.

### 6.3. GPU Utilization

Figure 18a,b report the results of the achieved occupancy of the CSR5 scheme. Generally, from Figure 18a, a higher $n n z$ value leads to better achieved occupancy, but what are the reasons for opposite cases? Let us study copter2 compared to mark3jac120, lhr10 compared to bayer04, and fp compared to $c h 7-8-b 5$. Copter2, lhr10, and fp matrices have higher $n n z$ values than their compared matrices. Therefore, this indicates the impact of sparsity features on the achieved occupancy, as shown in Figure 18b.


Figure 18. CSR5 achieved occupancy against: (a) $n n z$ and (b) npr variance.
Figure 18b illustrates the effect of variance values on the achieved occupancy metric. We tend to have higher achieved occupancy with lower variance values and lower achieved occupancy with higher variance values, with exceptions. Let us discuss the same examples starting with copter2 compared to mark3jac120 with 3.55 and 4.36 variance values, respectively. We see that copter2 has less variance and a higher $n n z$ value than mark3jac120 and has achieved lower achieved occupancy because mark3jac120 is a structured matrix while copter2 not. However, in the other cases, such as in $l h r 10$ compared to bayer04 and $f p$ compared to $c h 7-8-65$, the matrices with lower variance (i.e., bayer04 and ch7-8-b5) have attained higher achieved occupancy although they have smaller $n n z$ values. We can conclude that higher $n n z$ value besides lower variance value is a good combination to obtain high achieved occupancy in CSR5.

Figure 19a,b show the IPW results for the CSR5 scheme. This metric acts as an indicator of the existence of the divergence, where lower IPW values indicate lower divergence and therefore better performance [88].

Figure 19a plots the impact of $n n z$ on the attained IPW. In this case, there is a tendency to have higher IPW with higher nnz. Nevertheless, there are some exceptions, which indicates the impact of sparsity structure of the matrices on the IPW result. We see that mark3jac120, copter2, and ch7-8-b5 have fewer IPW than lhr10 although they have higher nnzs! This is because they have lower variance values than $l h r 10$. We further explain this with the next figure where we look at the variance effect.

In Figure 19b, we can see as variance value increased the IPW values increased, which indicates that with higher variance value the possibility of having higher divergence is high. However, in some cases, such as $Z d_{-} J a c 6$ and $f p, Z d_{-} J a c 6$ has higher IPW due to its larger $n n z$ value compared to $f p$, although the variance of $f p$ is larger than Zd_Jac6. The same happened for mark3jac120 and xenon2, where the last was higher than the first, and tols 4000 had lower IPW than mark3jac120 and xenon2 despite its variance being higher than them, but this was due to its smaller $n n z$ value. So, we can conclude that the main factor that affects IPW is the variance value such that with more variation of $n n z$ per row in a matrix we have higher divergence and therefore lower performance, taking into consideration the matrix size in terms of $n n z$ value. In other words, a low variance value leads to less divergence by obtaining a lower IPW value. However, the opposite case happens because the matrices with higher $n n z$ values require more instructions and therefore in those cases have stronger impact than variance value. In addition to the IPW metric to detect the existence of divergence, we have the warp execution efficiency metric. Therefore, in the case of warp divergence some threads will be permanently off for reasons such as the presence of conditional control statements (which cause MIMD) or uncoalesced memory access (which causes waiting time to bring the data in different memory transactions). These factors affect the active threads within a warp because they result in work variation within a warp, and this serializes the work due to the GPU being an SIMD processor.

Thus, this metric is another deep study of GPU utilization to clarify whether we have exploited the highest possible parallelism or not. High warp execution efficiency percentage indicates a high level of thread exploitation, and low warp efficiency indicates divergence existence.

Figure 20a shows the impact of $n n z$ on warp execution efficiency. We have in general a higher level of warp execution efficiency in this scheme, and there is a tendency to have an increased percentage of warp efficiency as the $n n z$ value increases. Figure 20b shows a comparison between warp execution efficiency and matrix variance. There is oscillation between ups and downs over the variance axis. However, if we assume that a lower variance value is always the best case to obtain better warp efficiency, then it is better to study the opposite cases. Starting with lp_stocfor3 and copter2 with 3.34 and 3.55 variance values, respectively, we find that copter2 has achieved higher warp efficiency than $l p \_s t o c f o r 3$ due to its higher $n n z$ value compared to lp_stocfor 3 . The same happened with bayer 04 and poli4, as well as sinc18 and lhr10. Thus, the main factor that affects the warp execution efficiency is $n n z$ value such that a higher $n n z$ gives higher warp efficiency and therefore less warp divergence occurrence with consideration of variance value.


Figure 19. CSR5 instructions per warp (IPW) against: (a) nnz and (b) npr variance.


Figure 20. CSR5 warp efficiency against: (a) $n n z$ and (b) npr variance.

## 7. SpMV Performance on GPUs (Summary)

Table 2 summarizes our findings of the impact of sparsity features on the SpMV performance on GPUs for the four schemes. The performance involves the execution time, GPU utilization, and GPU throughput. Except for the $n n z$ feature, it reports the effect of GPU utilization and GPU throughput and excludes the execution time since it is logically to have more execution time with a higher $n n z$. The SpMV computations performance on GPUs depends on many factors and we shall find a good configuration to obtain a high performance. Table 2 shows the various configuration possibilities of each scheme in terms of the sparsity features that would provide good performance. Some of the sparsity features have a high effect on some schemes while they have medium or low effect on others. Such as a high value of $n p r$ variance (the variance in the number of nonzero elements per row) will have a high effect on CSR and ELL; medium effect on HYB and low effect on CSR5. This is because in CSR and ELL the variance affects the contiguous memory access and causes thread divergence. In addition it creates surplus zero padding in ELL. The features maxnpr and anpr directly correlate with npr variance as the difference between the two features provides an average variance for all the rows. The zero paddings due to a higher npr variance is reduced in HYB due to a better partitioning of scheme, and CSR5 further optimizes the partition and improves the coalesced access and thread divergence.

Table 2. Performance of the four sparse storage scheme against the five matrix sparsity features.

|  | $n n z$ | npr variance | distavg | anpr | maxnpr |
| :--- | :---: | :---: | :---: | :---: | :---: |
| CSR | medium | high | medium | medium | high |
| ELL | medium | high | low | medium | high |
| HYB | medium | medium | low | medium | medium |
| CSR5 | medium | low | low | medium | low |

## 8. The Proposed Scheme (HCGHYB)

In this section, we discuss our proposed scheme, the heterogeneous CPU-GPU hybrid (HCGHYB) scheme, which is an enhanced version of the HYB scheme. We explain the scheme in Section 8.1, followed by its detailed performance analysis in comparison with all four schemes in Section 8.2.

### 8.1. HCGHYB: Motivation and Description

The main idea of this scheme is to divide the work between the CPU and GPU to accelerate the computations. The motivation of this acceleration is to avoid using the atomic operation that is used on regular HYB in COO portion of the computation. The atomicAdd operation is used usually to avoid the race condition problem on the parallel environments. In COO portion multiple threads are assigned per row, whose values needs to be added to compute the partial sums in the SpMV process. Unfortunately, the regular HYB uses atomicAdd operation to accomplish this addition. However, atomic operations are kind of synchronization processes that prevent the interference between threads on multithreaded environment such as writing on the same memory location. But in this case the threads will be serialized which can be quite costly and result in slow down the performance. We avoid this issue by doing the multiplication process on the GPU in parallel while doing the addition part on the CPU. Multiplication is costly operation compared to addition so we do it on parallel on GPU. While on the other hand, the simpler operation (i.e., addition) is done on CPU. This result in better performance than HYB as shown on the following section.

Many challenges are involved in CPU-GPU heterogeneous computing [92]. They can by processing unit specific such as computational power of processing units, achieving load balance among the processing units, utilizing the memory bandwidth between CPUs and GPU, avoiding the overhead of launching the GPU kernels and extra data transfer, and architectural differences between various processing units. Other issues that need to be considered are pipelining data transfer between CPU and GPU with computation. We also need to consider the limitations of both processing units (CPU and GPU) in terms of memory, bandwidth, the number of GPU threads and CPU cores
(and threads per cores), etc. [92]. Other issues are more application-specific such as complexity and nature of algorithms, level of parallelism offered by the algorithm, best strategy for dividing the work among CPUs and GPUs and solving data dependency. The partitioning problem is one of the most challenging problems especially with regards to SpMV [93]. A combination of different SpMV kernels along with dynamic partitioning is required to achieve the best performance. The remaining challenges are based on the objective or attaining certain goals such as performance and energy saving.

### 8.2. HCGHYB: Performance Analysis

In this section we analyze the performance of HCGHYB compared to CSR, ELL, HYB, and CSR5 to depict the achieved level of optimization. The performance metrics considered are: execution time, GPU throughput in terms of GFLOPS, and GPU utilization (achieved occupancy, instructions per warp, and warp efficiency).

### 8.2.1. Execution Time

Figure 21 illustrates the achieved execution time of all notable schemes. We can see from the figure, the shortest time is attained by CSR5. This is due to improved load balancing among the threads and improved coalesced memory accesses. The next better scheme is HCGHYB and this is due to avoiding the latency of atomic operations that exists on HYB and dividing the work among the CPU and GPU processors. It is clear that our proposed scheme outperforms the HYB scheme by attaining less execution time for almost all the matrices. This is due to removing the serialization, which was caused by the atomic operation required by the HYB scheme. We achieve speedups of $375.75 x$ and 54.53 x in the best and average cases, respectively. There was a single case where HYB performed slightly better than our proposed HCGHYB scheme and resulted in HCGHYB providing a speedup of $0.99 x$. The average speedup is calculated using the following equation.

$$
\begin{equation*}
\text { speedupavg }=\frac{\sum_{i=0}^{16} H Y B_{i}}{\sum_{i=0}^{16} H C G H Y B_{i}} \tag{1}
\end{equation*}
$$

On the other hand, the worst schemes are HYB and CSR while in some cases is ELL such as in poli_large and poli4. The relation of the performance of each scheme and the impact of the sparsity pattern is explained in detail in the previous sections. HCGHYB attains an average execution time of 0.264 seconds compared to 14.39 (HYB), 0.56 (ELL), 0.88 (CSR), and 0.14 (CSR5) seconds.


Figure 21. HCGHYB execution time compared to CSR, ELL, HYB, and CSR5.

### 8.2.2. GPU Throughput

Figure 22 shows the GPU throughput comparison among all the schemes. The highest single GFLOPS among all schemes for all the matrices is for CSR5. The next best scheme is HCGHYB. While the worst GFLOPS is achieved by HYB then by ELL, while CSR is in the middle between
the best and worst cases, except in some cases such as when computing copter 2 and mark3jac120. By removing the synchronization caused by atomic operations, we successfully increase the attained GFLOPS compared to HYB. We achieve GFLOPS gain of 375.57 x and 1.7 x in the best and average cases, respectively. There was a single case where HYB performed slightly better than our proposed HCGHYB scheme and resulted in HCGHYB providing a GFLOPS of $0.99 x$. The values below 1 indicate that HYB performed better than our scheme. We note that in xenon 2 matrix case the throughput is the same for both schemes, this is due to the fact that the whole matrix is processed as ELL (no COO part), so our optimization does not affect its performance. The average GFLOPS gain is calculated using the following equation:

$$
\begin{equation*}
G^{G F L O P S \_g a i n} a v g=\frac{\sum_{i=0}^{16} H C G H Y B_{i}}{\sum_{i=0}^{16} H Y B_{i}} \tag{2}
\end{equation*}
$$

HCGHYB attains an average throughput of 3.94 GFLOPs compared to 2.31 (HYB), 2.71 (ELL), 1.38 (CSR), and 6.9 (CSR5) GFLOPS.


Figure 22. Heterogeneous CPU-GPU hybrid (HCGHYB) GPU throughput compared to CSR, ELL, HYB, and CSR5.

### 8.2.3. GPU Utilization

Figure 23 reports the achieved occupancy for all the notable schemes among the discussed matrices. Avoiding the usage of atomic operation in HCGHYB results in a higher occupancy than HYB in most cases. We attain an achieved occupancy gain of 1.3 x and 1.01 x in the best and average cases, respectively. There were a few cases where HYB performed slightly better than our proposed HCGHYB scheme and resulted in HCGHYB providing an achieved occupancy of $0.72 x$. The average achieved occupancy gain is calculated using the following equation:

$$
\begin{equation*}
\text { AchivedOccup_gain }_{\text {avg }}=\frac{\sum_{i=0}^{16} H C G H Y B_{i}}{\sum_{i=0}^{16} H Y B_{i}} \tag{3}
\end{equation*}
$$

The best achieved occupancy has been attained by HCGHYB scheme with a competition in some cases with ELL and sometimes with HYB. The worst occupancy has been achieved by CSR5 then by CSR. HCGHYB attains an average achieved occupancy of 0.61 compared to 0.606 (HYB), 0.604 (ELL), 0.42 (CSR), and 0.36 (CSR5).

Figure 24 shows the instructions per warp metric for the compared schemes. And as we explained previously a high IPW indicates presence of divergence. We can see from the figure in most cases the HCGHYB has less IPW than HYB which indicates that our proposed scheme also has less divergence level than HYB. We achieve better IPW of $21.65 x$ and $1.6 x$ in the best and average cases, respectively.

There were some cases where HYB performed slightly better than our proposed HCGHYB scheme and resulted in HCGHYB providing 0.97x. The average IPW gain is calculated using the following equation:

$$
\begin{equation*}
I P W_{\_} \text {gain }_{a v g}=\frac{\sum_{i=0}^{16} H C G H Y B_{i}}{\sum_{i=0}^{16} H Y B_{i}} \tag{4}
\end{equation*}
$$



Figure 23. HCGHYB achieved occupancy compared to CSR, ELL, HYB, and CSR5.


Figure 24. HCGHYB IPW compared to CSR, ELL, HYB, and CSR5.
We can see that the lowest IPW has been achieved by HCGHYB and this explains why it has the best achieved occupancy. In some cases there is a competition between HCGHYB and HYB. The worst case is given by ELL scheme since it has the highest IPW almost among all the matrices. The second worst scheme is CSR5. This indicates that lower divergence rate can be attained by HCGHYB then ELL and HYB while CSR and CSR5 have a higher level of divergence. HCGHYB attains an average IPW of 340 compared to 562 (HYB), 4140 (ELL), 397 (CSR), and 474 (CSR5).

Figure 25 shows the warp execution efficiency results for compared schemes. As shown HCGHYB has achieved better warp efficiency than HYB in most cases. We attain warp execution efficiency gain of 1.76 x and 1.2 x in the best and average cases, respectively. The worst case is 1.00 x which indicates both schemes performed equally. The average warp execution efficiency gain is calculated using the following equation.

$$
\begin{equation*}
W E_{- \text {gain }_{\text {avg }}}=\frac{\sum_{i=0}^{16} H C G H Y B_{i}}{\sum_{i=0}^{16} H Y B_{i}} \tag{5}
\end{equation*}
$$



Figure 25. HCGHYB execution efficiency compared to CSR, ELL, HYB, and CSR5.
Figure 25 shows the warp execution efficiency which is a metric with high percentage indicates to high level of threads exploitation and low warp efficiency indicates to divergence existence. Consequently, we can conclude that the existence of the atomic operations areas on of having high divergence rate by having less warp efficiency and more instructions per warp. HCGHYB attains an average WE of $99.79 \%$ compared to $83.43 \%$ (HYB), $99.91 \%$ (ELL), $65.90 \%$ (CSR), and $85.45 \%$ (CSR5).

## 9. Conclusions and Future Work

SpMV is fundamental to many scientific, engineering, business, and social applications, such as CFD, electromagnetics, economics, and machine and deep learning. The University of Florida repository of sparse matrices comprises thousands of matrices that are collected from tens of application domains. Also, SpMV is a core operation in finding the iterative solution of sparse linear equation systems.

A great variety of specialized data structures and algorithms have been devised over the years for SpMV computations on the mainstream processor architectures. However, due to the extreme variations in the sparsity structure of matrices, parallelizing and loadbalancing SpMV computations on multiple cores or compute nodes, and the associated memory access challenges limit SpMV performance. No single scheme provides consistent and sufficiently high performance on any processor architectures. An extensive review of SpMV techniques on GPUs shows that the performance of SpMV techniques on GPUs has not been studied in sufficient detail. SpMV computations are mainly being evaluated and compared for their SpMV throughput in FLOPS, which alone does not provide a deep insight into the SpMV performance.

In this paper, we provided a detailed performance analysis of SpMV performance on GPUs using four notable sparse matrix storage schemes (CSR, ELL, HYB, and CSR5), five performance metrics (execution time, GFLOPS, achieved occupancy, instructions per warp, and warp execution efficiency), five matrix sparsity features ( $n n z$, anpr, npr variance, maxnpr, and distavg), and 17 sparse matrices from 10 application domains (chemical simulations, CFD, electromagnetics, linear programming, economics, etc.). To the best of our knowledge, this is the first work where the SpMV performance on GPUs has been discussed in such depth.

Subsequently, we proposed the heterogeneous CPU-GPU Hybrid (HCGHYB) scheme that utilizes both the CPU and GPU in parallel to improve the performance. Specifically, we multiply the matrix and vector elements on GPU, while the atomic reduce operation in SpMV computation is performed on CPU. Since the atomic reduce operation is a compute-intensive operation, our scheme HCGHYB provides better performance over the standard HYB format by an average speedup of 1.7 x . The HYB scheme is a popular choice in many SpMV and iterative solvers for sparse linear equation systems and therefore our proposed scheme is expected to generate high impact.

The detailed performance analysis provided in this paper has helped us to understand the performance bottlenecks of the HYB and other schemes and we were able to devise a scheme to
improve the performance of the HYB scheme. Heterogeneous computing that involves multiple processor and computing architectures is an important direction for SpMV and other application areas. We believe that this work on SpMV performance analysis and the heterogeneous scheme will open up many new directions and improvements for the SpMV computing field in the future.

The directions for future work are many. The knowledge gained from the current performance analysis shows that the compute kernels in the existing schemes such as HYB and CSR5 can be parallelized on GPUs using multiple SMs or on heterogeneous architectures. Our proposed scheme that uses both CPU and GPU can be improved by improved parallelization on the GPU and CPU cores. Moreover, in the future, we plan to improve the breadth, depth, and quality of our performance analysis work on GPU and other architectures. This would help us to further understand the performance bottlenecks of the existing SpMV schemes and the performance profiles of various processor architectures.
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