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Abstract: Due to the generation uncertainty of photovoltaic (PV) power generation, it has been posing
great challenges and difficulties in maintaining the stability, security, and reliability of PV-storage
systems (one kind of microgrid). To overcome these challenges and difficulties, this paper is concerned
with secondary control and robust energy management for PVs in a grid-connected microgrid (MG)
considering uncertainty. In our designs, to maintain the stable operation of PVs in MG, a novel
secondary control method combining an event-triggered finite time sliding mode controller (FTSMC)
and consensus controllers is proposed. Furthermore, a robust optimization framework is established
to minimize the total cost of grid-connected MG involving the operation cost of multi-battery Energy
Storage Systems (BESSes) and the electricity purchased from the main grid. To eliminate the effects
of PV uncertainty, the optimization problem with uncertain constraints is converted into a new
optimization problem with only deterministic constraints by using the box theory to represent the
PV outputs. In other words, the robust optimization strategy makes uncertain boundaries easier to
be represented by setting all uncertain parameters into an uncertain domain involving all typical
extreme cases. Then, a particle swarm optimization (PSO) method is employed to solve the newly
converted optimization problem. Finally, the experimental results validate the effectiveness of the
proposed integrated framework.

Keywords: uncertainly; PV; MG; secondary control; robust optimization; energy management

1. Introduction

Due to growing shortages of fossil energy and environmental deterioration caused by fossil
energy, lots of countries in the world are committed to the research of renewable energy, and their high
attention and strong support from relevant policies have significantly promoted the rapid development
of photovoltaic (PV)-storage system. And in fact, this system is one kind of microgrids (MGs) (i.e., it is
a small power grid that includes distributed generators (DGs), loads, and battery energy storage
systems (BESSes)). As a result, PV power generation has become an important power source in the
world. For the PVs, we must first make sure that they can maintain stable operation in MG. Therefore,
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the design of a reasonable controller is the first problem to be solved in this study. In addition, PV
power generation incorporated into MG include uncertainty and volatility of the PV output, and in
practice, it is difficult to predict such uncertainty and volatility. Thus, it always causes great challenges
and difficulties for MGs in implementing reliable operation, ensuring power quality, achieving energy
management, and maintaining economic efficiency [1,2]. Notably, in the presence of uncertainty,
the traditional deterministic optimization algorithm may not be applicable since there is a deviation
between the predicted values of PV generation and actual values of PV power generation [3]. Therefore,
the second problem we need to solve is how to effectively complete the reasonable scheduling problem
when considering the uncertainty of PV.

The control of MG can be divided into the following three kinds of method: 1. Voltage control;
2. Frequency control; 3. The power control. Among them, the control of voltage and frequency is the
precondition of stable operation of MG. If the MG operates in the grid-connected mode, the output
voltage and frequency of each DG in the MG are affected by the main grid, and their voltages and
frequency will be consistent with those of the main grid. Therefore, in general, we only need to
consider how to design an appropriate control strategy to maintain the stable operation of MG when the
grid-connected MG is off grid (i.e., it is switched in the islanded mode). Now, there are also some related
methods proposed, which can be roughly divided into centralized, decentralized, and distributed.
Among them, the most promising method is the distributed control method. This is because the
distributed method can not only overcome the shortcomings of single point fault in the centralized
method, but also overcome the problem of control asynchrony in the decentralized method. At present,
the use of the distributed method usually needs communication network. The related literatures are
as [4–9]. In these studies, a reasonable power sharing was completed in [4] by adding virtual impedance
in MG. A consensus-based control method was proposed in [5]. Through this method, the average
voltage and current data was used to realize the power sharing and voltage restoration. Another
distributed strategy was proposed to accomplish reactive power sharing in [6]. Based on the voltage
and current data of DGs, there was a distributed control method proposed in [7] to achieve power
sharing. However, no disturbance problems were considered in [4–7]. In addition to the above three
kinds of control strategies, there is also a kind of control which is in the process of development, that
is, event-driven control. For example, a self-triggered communication enabled control was designed
in [8]. Another event-based distributed active power sharing control was proposed in [9]. This kind
of method can save communication cost. However, the above literature does not consider how to
improve the convergence rate and anti-disturbance ability at the same time. Thus, it is likely that even
if the disturbance is successfully suppressed by designing the corresponding observers and controllers,
the required time for completing control is too long, which is not conducive to use in practice.

In addition to the control methods, in recent years, there have been considerable research results
in existing literature regarding the optimization issues for power systems such as MG [10]. A kind
of robust energy management strategy based on fuzzy prediction is proposed in [11], i.e., the data
obtained from fuzzy prediction is used to complete the energy management. A robust optimization
management strategy considering price uncertainty and demand side response was proposed in [12].
In [13], a demand-based robust energy management strategy was proposed for the MG with a high
proportion of renewable energy penetration. Another demand-based robust strategy was proposed
in [14] to complete the day ahead scheduling. The robust optimal management strategies considering
various uncertainties were designed in [15,16]. Aiming at the energy management problem of MG
cluster, a robust scheduling strategy considering various uncertainties was proposed in [17]. In [18]
and [19], the corresponding robust energy management strategies were proposed for the possible
multi-period attacks and natural disasters in MG. It can be seen from the analysis of literature [11–19]
that the problem to be solved in robust optimization is the uncertainty in energy management. In fact,
the BESS can effectively solve the problem of uncertainty and volatility for PV power generation
output. When PV power generation is greater than the load, the BESS can be charged, whereas it can
be discharged in the case that PV power generation is less than the load. By coordinating the BESSs,
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the accommodation capability of serving PV power can be significantly improved [20,21]. Zhang et al
proposed a differential evolution with sequential quadratic programming in [22] to optimize the wind
power optimization model under different uncertainty levels. In addition, wind power uncertainty
can be properly handled by robust optimization methods with different levels. Therefore, it is of
importance and significance for MGs to develop a new optimization framework by taking into account
the characteristics of BESSs in the presence of PV uncertainty, which motivates our current study.

In summary, previous distributed control and optimization frameworks have their own problems.
To effectively solve the problems mentioned above, we have done the following work in this study
(i.e., the innovations).

(1) In view of the situation after the grid-connected MG is off the main grid, a novel secondary
control method combining event-triggered FTSMC and consistency controllers is designed to maintain
the stable outputs of PVs. By using the FTSMC, we can effectively suppress the disturbance data.
Meanwhile, the suppression work can be completed in the finite time. By using the event-triggered
mechanism, the two SMCs can be effectively combined.

(2) A robust optimization scheduling model for grid-connected MG with high proportion PV is
established. It can ensure the strong robustness caused by the uncertainty of PV generation output.

(3) Comparing with the papers above without considering BESS to suppress the uncertainty and
volatility, this paper presents the model including multi-BESSs, fully considering physical constraints
of BESS.

The integration designs in this study are shown in Figure 1, and it can be seen that we have to
design two parts, namely the secondary control strategy and robust optimal management strategy.
The secondary controller includes the event-triggered mechanism, FTSMC, and consistency controller.
For energy management strategy, it includes multi-objectives and robust constraints. See the following
sections for the designs of the above parts. The research process of this paper is combined in the
following order. The design details of the control strategy are introduced in Section 2. Section 3 focuses
on the problem formulation of the grid-connected MG. Section 4 describes the formulation of a robust
optimization model of MG. Meanwhile, this Section also expresses the particle swarm optimization
which is used to solve the model. The case study consequences are described in Section 5. Finally,
Section 6 summarizes the study and presents the conclusions.
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2. Design of the Secondary Control Strategy

For grid-connected MG, the working mode of each DG (e.g., PV and BESS) is P/Q mode. Therefore,
the output voltage and frequency of each DG are affected by the main grid. In other words, its voltage
and frequency are generally stable. However, once the MG is disconnected from the main grid, we need
to design appropriate methods to maintain the voltage and frequency stability. To solve this problem,
we have designed the following secondary control strategy. The corresponding control structure is as
the Figure 2.
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2.1. Design the Consensus-Based Secondary Controller

In the past, the output voltage and frequency of DG were regulated by droop control. However,
the droop control is obtained by approximating the generator operation. Therefore, this control method
will cause errors between the controlled variables and the reference values. To solve this problem, it is
necessary to apply secondary control to DG. In this study, the designed secondary control method
needs the consensus algorithm to complete. And the advantage of this algorithm is to complete the
synchronous control of DGs. Moreover, this algorithm can avoid single point chain failure. Moreover,
due to the existence of a virtual leader, this algorithm can directly set the state of virtual leader to
achieve the stable output of voltage and frequency. To better explain the design process of secondary
control, the following basic theory is presented.

2.1.1. The Related Basic Theory

Graph theory: Each DG in a MG can be observed as a node, and these nodes constitute a directed
graph. In this graph, if the data x j of the jth node can be transmitted to the ith node, then we call the
ai j is positive, where ai j represents the relationship between the jth DG and the ith DG. Further, if x j
cannot be transmitted from the jth DG to the ith DG, then there should be ai j = 0 [23].
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Consistency algorithm: For a directed graph, if the controller as ui = ki1ai j[x j(t) − xi(t)] +
ki2bi[xL(t) − xi(t)] is established for the ith node, then these controlled variables of nodes will be
adjusted to xL. Among them, xL are the data of the virtual leader and bi represents the relationship
between the ith DG and the virtual leader. If the ith DG can receive a message from the virtual leader,
then bi is positive. Otherwise, bi is negative [24].

2.1.2. Design of the Secondary Controllers

Voltage and frequency secondary control are based on the droop controller. In this study,
the completion process of the secondary control is as follows: First, based on the output voltage,
frequency, and consistency algorithm, the feedback on voltage and frequency will be generated. Second,
the feedback will be added to the output of the droop control to make up for these shortcomings of
droop control. The specific controller is as follows.

Based on the previous designs, this subsection is used to design the secondary controller to
improve the control effect on DERs when communicator interruption occurs in MG. To better explain
these designs, for the ith DER, the droop control equation can be described as{

ωi = ωre f −miPi
Ui = Ure f − niQi

(1)

where mi and ni are the droop coefficients; ωre f and Ure f are the reference values of frequency and
voltage, respectively; Pi and Qi are the active and reactive power, respectively. Furthermore, the goal
of secondary control on voltage is to adjust Ui to Ure f . From Equation (1), the following equation can
be established.

.
Ui =

.
Ure f − ni

.
Qi ≡ uUi (2)

where uUi is an auxiliary variable. Based on Sections 4.1 and 4.2, the secondary controller on voltage
can be designed as

uUi = KUi1

∑
j∈Ni

ai j(U j(t) −Ui) + KUi2bi[UL −Ui] (3)

where Ui and U j are the output voltage of the ith and the jth DERs, respectively; UL is the voltage of
virtual leader. It is constant and known; KUi1 and KUi2 are all gains in the controller.

Similar to the secondary control on voltage, the secondary control on frequency can be designed
in the same way. Based on Equation (1), the following differential equation can be obtained.

.
ωi =

.
ωre f −miPi = uωi, i = 1, 2, · · · , n (4)

where uωi is also an auxiliary variable. Similar to the process of designing a secondary controller on
voltage, the secondary controller on frequency can be designed as

uωi = KUi1

∑
j∈Ni

ai j(ω j(t) −ωi) + KUi2bi[ωL −ωi] (5)

where ωi and ω j represent the frequency of the ith and jth DERs respectively; ωL is the frequency of
virtual leader; Kω1 and Kω2 are gains.

2.2. Analyze the Influence of the Disturbance on the DG

When the MG changes from grid-connected mode to islanded mode, the DG usually operates
in the droop control mode. In this switching process, external disturbances are likely to occur in the
control process. Therefore, it needs to further suppress the influence of external disturbance on the
stability of MG. To solve this problem, an event-triggered FTSMC-consistency algorithm is proposed.
The specific analysis of the influence of the external disaturbance o DG is as follows:
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To better analyze the influence of the designed secondary controller on the stability of the DG, the
cyber layer and the physical layer should be combined to construct the following small signal model.
The corresponding analysis is as below: For the ith DG in a MG, the output active and reactive power
of this DG are  Poi =

Unode
Zi

[Ui cos(θi −ϕi) −Unode cosθi] + PLocal

Qoi =
Unode

Zi
[Ui sin(θi −ϕi) −Unode sinθi] + QLocal

(6)

where Poi and Qoi are output active and reactive power of the ith DG; Unode is the voltage of the electric
node; θi is the angle of the voltage; ϕi is the angle of the line impedance; Ui is the injected voltage of
the ith DG; PLocal and QLocal are the active and reactive powers of load.

Through filtering, the power will be transformed into{
P′oi = Poi/T f ilters + 1
Q′oi = Qoi/T f ilters + 1

(7)

where T f ilter is the parameter of the filter. If we assume there are small disturbances ∆Ui and ∆ϕi in the
ith DG, the influences on power can be described as ∆Pi =

1
T f ilters+1 (kPϕi∆ϕi + kPUi∆Ui)

∆Qi =
1

T f ilters+1 (kQϕi∆ϕi + kQUi∆Ui)
(8)

where kPϕi = ∂Pi/∂ϕi; kPUi = ∂Pi/∂Ui; kQϕi = ∂Qi/∂ϕi; kQUi = ∂Qi/∂Ui. If the influence of the cyber
layer on the physical layer is considered by us, there will be

∆ωi = −mi∆Pi −
∫
(Kωi1

∑
j∈Ni

ai j + Kωi2bi)∆ωidt

∆Ui = −ni∆Qi −
∫
(KUi1

∑
j∈Ni

ai j + KUi2bi)∆Uidt
(9)

Based on Equation (10), Equation (11) can be obtained.

∆ωi = −mi∆Pi −
∫
(Kωi1

∑
j∈Ni

ai j + Kωi2bi)∆ωidt

⇒ s∆ϕi = −mi∆Pi − (Kωi1
∑

j∈Ni

ai j + Kωi2bi)∆ϕi

⇒ ∆ϕi = −mi∆P/(s + Kωi1
∑

j∈Ni

ai j + Kωi2bi)

(10)

∆Ui = −ni∆Qi −
∫
(KUi1

∑
j∈Ni

ai j + KUi2bi)∆Uidt

= −ni
T f ilters+1 (kQϕi∆ϕi + kQUi∆Ui) − (KUi1

∑
j∈Ni

ai j + KUi2bi)∆Ui/s

= −kQϕini∆ϕis/[T f ilters2 + (nikQUi)s + (T f ilters + 1)(KUi1
∑

j∈Ni

ai j + KUi2bi)]

(11)

And the analysis above can be described into a figure as Figure 3.
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As illustrated in Figure 3, it was found that the small signal model is a closed-loop system.
Therefore, if the related parameters are not selected properly, the system will not be able to maintain
stable operation.

2.3. Design of the FTSMC-Consistency Controller

In this design, the FTSMC is used to suppress the disturbance. Further, the SMC can complete the
suppression work in the finite time. The corresponding design process is as follows.

2.3.1. Design of the FTSMC

In the cyber layer, there is communication data disturbance in the process of transferring data from
the physical layer to the cyber layer. It requires designing the appropriate method to solve the problem.

For the convenience of explanation, we take a MG with two DGs as an example to explain the
design process of the secondary controller. Under this condition, the designed consensus controllers
considering data disturbance are as below:
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disturbance data U′1 = U1(t) + Ux′1(t); U′2 = U2(t) + ∆U′2(t). Then, Equations (13) and (14) can
be obtained.
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U
′
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.

U2
′
−
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From Equation (14), it can be found that the controlled system needs to be decoupled. In this
paper, the feedback matrix is used to decouple the system (the dashed part). The specific method is
as follows.

Equation (14) can be also written as below: ∆
.

U
′

1

∆
.

U
′

2

 = [
−k11a12 − k12b1 k11a12

k21a21 −k21a21 − k22b2

][
∆U1

∆U2

] [
y1

y2

]
=

[
1 0
0 1

][
∆U′1
∆U′2

]
(14)
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Meanwhile, the feedback matrix is set as R =

[
R1 R2

R3 R4

]
. After adding the feedback matrix,

Equation (14) is changed as below: ∆
.

U
′

1

∆
.

U
′

2

 = [
−k11a12 − k12b1 + R1 k11a12 + R2

k21a21 + R3 −k21a21 − k22b2 + R4

][
∆U1

∆U2

]
[

y1

y2

]
=

[
1 0
0 1

][
∆U′1
∆U′2

] (15)

The selection rules of R are as below:
−k11a12 − k12b1 + R1 < 0
k11a12 + R2 = 0
k21a21 + R3 = 0
−k21a21 − k22b2 + R4 < 0

(16)

where R1 and R2 are used to design the SMC. Further, the specific process is as the follows. At first,
the sliding model surface is designed as below:

S∆U′1
= KP(∆U′1)

∆U′1 + KI(∆U′1)

∫
∆U′1dt + KD(∆U′1)

∆
.

U
′

1 (17)

where kP(∆U′1)
, kI(∆U′1)

and kD(∆U′1)
are the coefficients of the sliding mode surface. Then, we choose to

design the SMC as R1 = u1(∆U′1)
+ u2(∆U′1)

, and there will be

.
S∆U′1

= KP(∆U′1)
∆

.
U
′

1 + KI(∆U′1)
∆U′1 + KD(∆U′1)

∆
..
U
′

1

= KP(∆U′1)
(R1 − k11a12 − k12b1)∆U1 + KI(∆U′1)

∆U′1 + KD(∆U′1)
∆

..
U
′

1

= KP(∆U′1)
∆U1R1 −KP(∆U′1)

(k11a12 + k12b1)∆U1 + KI(∆U′1)
∆U′1 + KD(∆U′1)

∆
..
U
′

1

(18)

After setting
.
S∆U′1

= 0 and R1 = u1(∆U′1)
, there will be

u1(∆U′1)
= [KP(∆U′1)

(k11a12 + k12b1)∆U1 + KI(∆U′1)
∆U′1 + KD(∆U′1)

∆
..
U
′

1]/kp(∆U′1)
∆U1 (19)

Afterward, we take the Lyapunov function as V = 1
2 S2

∆U′1
, and its derivation is

.
V = S∆U′1

.
S∆U′1

= S∆U′1
[KP(∆U′1)

∆U1R1 −KP(∆U′1)
(k11a12 + k12b1)∆U1 + KI(∆U′1)

∆U′1 + KD(∆U′1)
∆

..
U
′

1]
(20)

Finally, we set R1 = u1(∆x′1)
+ u2(∆x′1)

in Equation (20). Thus, because we want to make the
equation satisfy Lyapunov stability, there should be

u2(∆U′1)
=
−η∆U′1
kp(∆U′1)

sgn(S∆U′1
) (21)

where kp(∆U′1)
is the switching gain in the protocol, and η∆U′1

> 0.

2.3.2. Design of the Event-Triggered Mechanism

For the event-triggered mechanism, the main function is to determine whether to use the FTSMC.
This is because the application of SMC will cause catting in the MG, which will affect the stable
operation. Moreover, with respect to MG, its voltage and frequency have corresponding application
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range. As long as the disturbance does not cause the overshooting of the MG to exceed its allowable
range, we can only use the consistency algorithm to complete the secondary control. For the specific
design of the triggered mechanism, please refer to reference [25]. The trigger events can be defined as
overshoot and steady-state error caused by disturbance data. The trigger process is as below: 1. When
the external disturbance makes the overshoot in the secondary control exceed the allowable range,
SMC will be used directly to suppress the disturbance; 2. When the overshoot in the secondary control
process caused by external disturbance does not exceed the maximum allowable range, it is necessary
to judge whether the steady-state error caused by the disturbance will exceed the allowable range;
3. When the steady-state error does not exceed the allowable range, we do not use the FTSMC to
suppress the disturbance; 4. Otherwise, we still need to use SMC to suppress the disturbance first.
For the calculation methods of overshoot and steady-state error, see the literature [25].

2.4. Design the Event-Triggered Secondary Controller

Based on the designs in the Sections 2.1–2.3, the event-triggered mechanism can be added to
regulate the voltage and frequency. The improved secondary controllers for the ith DG are as follows:

1. Trigger conditions are not met
(1) uUi = KUi1

∑
j∈Ni

ai j(U j(t) −Ui) + KUi2bi[UL −Ui]

(2) δUi =
∫

SMC(uUi)dt−Ure f + ni
∫ .

Qidt
2. Trigger conditions are met
(1) Use the first SMC to suppress disturbance
(2) uUi = KUi1

∑
j∈Ni

ai j(U j(t) −Ui(t)) + KUi2bi[UL −Ui(t)]

(3) δUi =
∫

SMC(uUi)dt−Ure f + ni
∫ .

Qidt

1. Trigger conditions are not met
(1)uωi = Kωi1

∑
j∈Ni

ai j(ω j(t) −ωi) + KUi2bi[ωL −ωi]

(2)δωi =
∫

SMC(uωi)dt−Ure f + mi
∫ .

Pidt
2. Trigger conditions are met
(1)Use the first SMC to suppress the disturbance
(2)uωi = Kωi1

∑
j∈Ni

ai j(ω j(t) −ωi(t)) + Kωi2bi[ωL −ωi(t)]

(3)δωi =
∫

SMC(uωi)dt−ωre f + mi
∫ .

Pidt

(22)

3. Design of the Robust Energy Management Strategy

The designed structure of energy management strategy is illustrated in Figure 4.Electronics 2019, 8, x FOR PEER REVIEW 10 of 28 
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3.1. Model of PV Power Generation

The principle of PV power generation is to covert solar energy directly into electrical energy.
The power output of a PV module is usually adjusted into the standard test conditions, where the
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solar radiation intensity reaches 1000W/m2 and the battery output is 25 ◦C, which can be described as
follows [17]:

PPV(t) = PSTC
GING(t)

GSTC
[1 + kPV(Tc(t) − TSTC)] (23)

where PPV(t) is the actual output of PV output at time t; GING(t) is the actual radiation intensity at
time t; STC means the standard test condition where GSTC is the solar radiation intensity; PSTC is the
rated output of PV; TSTC is the temperature; kPV is the temperature coefficient of power; Tc(t) is the
temperature of battery at time t.

It is commonly known that the random distribution of PV outputs is difficult to obtain while
the basic interval of PV outputs can be measured easily. Thus, such uncertainty constraints of PV
should be carefully taken into account for achieving optimization objectives. Here, we describe the
uncertainty of PV output as a box constraint, which can be expressed as follows:

PPV(t) = PPV(t) + ζPV(t)P̂PV(t) (24)

P̂PV(t) ≤ P̂PV(t) ≤ P̂PV(t) (25)

where PPV(t) is the actual output of PV at time t; PPV(t) is the predicted output of PV at time t; P̂PV(t)
is the output fluctuations of PV at time t; ζPV(t) is the dispatch interval coefficient of PV at time t and
ζPV(t) ∈ [0, 1]. When ζPV(t) = 0, the predicted value of PV is equal to the actual value, implying the
system has poor robustness because the influences of uncertainty in prediction are not considered. It is
clear to see that, with the increase of ζPV(t), the robustness of the system can be improved, whereas the

economy of the system will be reduced. P̂PV(t) and P̂PV(t) are the maximum and minimum output
fluctuations of PV at time t, respectively.

3.2. Optimization Objective

Since the cost of PV power generation is mostly zero, it can be ignored in our optimization
formulation. As a result, the total cost of a grid-connected MG amounts to the operation cost of
multi-BESSes and the electricity purchased from the main grid, which can be expressed as follows:

min C =
T∑

t=1

(
K∑

k=1
Cbat,k

∣∣∣Pbat,k(t)
∣∣∣+ Cgrid(t)Pgrid(t)

)
(26)

where C is the total cost of grid-connected MGs; T is the total time period; K is the quantity of BESS;
Cbat,k is the charging/discharging cost of kth BESS; Pbat,k(t) is the power of kth BESS at time t; Pgrid(t)
is the power interacting with the main grid at time t. When Pgrid(t) ≥ 0, Cgrid(t) is the TOU price for
purchasing power; when Pgrid(t) < 0, Cgrid(t) is the TOU price for selling power.

3.3. Constraints

When devising an optimization scheme for a MG, it is essential and necessary to ensure that
various physical constraints can be completely satisfied. In this paper, we consider the following
physical and operational constraints:

(1) Power balance constraint

PPV(t) +
K∑

k=1

Pbat,k(t) + Pgrid(t) = PL(t) (27)

(2) BESS constraint
Ebat,k(t + 1) = Ebat,k(t) − Pbat,k(t)∆t (28)
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Pbat,k(t) =
{

Pdch,k(t) i f Pbat,k(t) ≥ 0
Pch,k(t) i f Pbat,k(t) < 0

(29) 0 ≤ Pdch,k(t) ≤ Pmax
dch,k

0 ≤ Pch,k(t) ≤ Pmax
ch,k

(30)

Emin
bat,k ≤ Ebat,k(t) ≤ Emax

bat,k (31) Emin
bat,k = 0.2Qbat,k

Emax
bat = 0.8Qbat,k

(32)

where Ebat,k(t) is the capacity of kth BESS at time t. ∆t is the time interval, Pdch,k(t) and Pch,k(t) are the
discharging and charging power of kth BESS at time t, respectively. When Pbat,k(t) ≥ 0, the kth BESS
is discharging at time t, otherwise Pbat,k(t) < 0 means the kth BESS is charging at time t. Pmax

dch,k and

Pmax
ch,k are the maximum discharging and charging power of kth BESS, respectively. Emax

bat,k and Emin
bat,k are

the maximum and minimum capacity of the kth BESS, respectively. Qbat,k is the rated capacity of the
kth BESS.

(3) Power interaction constraint

Pmin
grid ≤ Pgrid(t) ≤ Pmax

grid (33)

where Pmax
grid and Pmin

grid are the maximum power that can be purchased from the main grid and the

maximum power that can be sold to the main grid, respectively, and Pmax
grid = −Pmin

grid .
(4) Spinning reservation constraint

K∑
k=1

min
[
Pmax

bat,k, Ebat,k(t− 1) − Emin
bat,k

]
+ PPV(t) + Pmax

grid ≥ PL(t)(1 + λ) (34)

where λ is a coefficient for the spinning reservation rate required by MGs at time t, and 0 ≤ λ ≤ 1.
In summary, the optimal energy management of connected-grid MGs can be achieved by

addressing the following optimization issue.

min C =
T∑

t=1

(
K∑

k=1
Cbat,k

∣∣∣Pbat,k(t)
∣∣∣+ Cgrid(t)Pgrid(t)

)
(35)

4. Robust Optimization Framework

4.1. Design of the Robust Optimization Problem

It is noted that the output of PV (i.e., the Equation (24)) includes uncertainty, which can be
converted into a box constraint. As a result, in the presence of such uncertainty, it becomes very
difficult to achieve the optimization issue (i.e., Equation (26)) with the physical constraints as Equations
(27)–(34). To overcome this difficulty, we first need to eliminate the influence of uncertain PV output.

Substituting the power balance constraint as Equation (27) into the spinning reserve constraint as
Equation (34), one can get:

K∑
k=1

min
[
Pmax

bat,k, Ebat,k(t− 1) − Emin
bat,k

]
+ PPV(t) + Pmax

grid ≥
(
PPV(t) + Pbat(t) + Pgrid(t)

)
(1 + λ) (36)
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Substituting Equation (30) into Equation (36), one obtains

maxP̂PV(t) ≤

K∑
k=1

min
[
Pmax

bat,k, Ebat,k(t− 1) − Emin
bat,k

]
λ

−

(
Pbat(t) + Pgrid(t)

)
(1 + λ)

λ
− PPV(t) (37)

Due to the dual theory, it is easy to know that:

maxP̂PV(t) = −min
(
−P̂PV(t)

)
(38)

Then, relaxing the constraint limits of PV power output, we define a Lagrange function as:

L
(
P̂PV(t),α(t), β(t),γ(t)

)
= −P̂PV(t) + α(t)P̂PV(t)

+β(t)
(
P̂PV(t) − ζPV(t)P̂PV(t)

)
+ γ(t)

(
ζPV(t)P̂PV(t) − P̂PV(t)

) (39)

where α(t), β(t),γ(t) are the Lagrange multipliers. Taking the partial derivative of Equation (39) with
respect to P̂PV(t) yields

maxP̂PV(t) = min

 β(t)ζPV(t)P̂PV(t)

−γ(t)ζPV(t)P̂PV(t)

 s.t.


α(t) + β(t) − γ(t) = 1

β(t) ≥ 0
γ(t) ≥ 0

(40)

Then, it is clear to see that

λ
(
PPV(t) + β(t)ζPV(t)P̂PV(t) − γ(t)ζPV(t)P̂PV(t)

)
≤

K∑
k=1

min
[
Pmax

bat,k, Ebat,k(t− 1) − Emin
bat,k

]
+ Pmax

grid − (1 + λ)

(
K∑

k=1
Pbat(t) + Pgrid(t)

) (41)

Based on the analysis above, the optimization issue with the uncertainty of PV output can be
equivalently transformed into:

min C =
T∑

t=1

(
K∑

k=1
Cbat,k

∣∣∣Pbat,k(t)
∣∣∣+ CgridPgrid(t)

)
PPV(t) +

K∑
k=1

Pbat,k(t) + Pgrid(t) = PL(t)

Ebat,k(t + 1) = Ebat,k(t) − Pbat,k(t)∆t

Pbat,k(t) =
{

Pdch,k(t) i f Pbat,k(t) ≥ 0
Pch,k(t) i f Pbat,k(t) < 0 0 ≤ Pdch,k(t) ≤ Pmax

dch,k
0 ≤ Pch,k(t) ≤ Pmax

ch,k
Emin

bat,k ≤ Ebat,k(t) ≤ Emax
bat,k

0 ≤ Pgrid(t) ≤ Pmax
grid

λ
(
PPV(t) + β(t)ζPV(t)P̂PV(t) − γ(t)ζPV(t)P̂PV(t)

)
≤

K∑
k=1

min
[
Pmax

bat,k, Ebat,k(t− 1) − Emin
bat,k

]
+ Pmax

grid − (1 + λ)

(
K∑

k=1
Pbat(t) + Pgrid(t)

)
α(t) + β(t) − γ(t) = 1
β(t) ≥ 0
γ(t) ≥ 0

(42)

Notice that Equation (42) provides a new robust optimization framework in which the uncertainty
of PV output is no longer involved.
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4.2. Particle Swarm Optimization

It is well known that a PSO algorithm has several advantages of being simple in structure, easy to
implement and efficient in searching for global and individual optimum values and refreshing their
positions. Moreover, the PSO algorithm shows good ability of searching. The PSO algorithms first
initialize a group of particles randomly, then seek the solution space according to the fitness value,
and find the optimal solution by the iteration of the given velocity and position updates. Therefore,
a PSO algorithm is employed to address the optimization issue as Equation (42). The updates of
velocity and position update are given as follow:

Vi(t + 1) = Vi(t) + c1 × r1 × (pbesti −Xi(t)) + c2 × r2 × (gbest−Xi(t)) (43)

Xi(t + 1) = Xi(t) + Vi(t + 1) (44)

where t is the number of current iteration; c1 and c2 are the learning factors, indicating the ability of
particles to self-summarize and learn from groups; r1 and r2 are the random numbers between 0 and 1;
Xi(t) is the position of the ith particles in the tth iteration; Vi(t) is the velocity of the ith particles in the
tth iteration; pbesti is the optimal position of the ith particles in the current optimization process; gbest
is the optimal position of the particle population in the current optimization process.

Now, so as to solving the optimization issue as Equation (42), the PSO algorithm is given as follows
Step 1. Initialize the position and velocity of particles according to the constraints in the model;
Step 2. Set the fitness function according to the objective function, and calculate the fitness value

of the current particle;
Step 3. Update pbesti and gbest according to the calculated fitness value;
Step 4. Update the particle velocity and position according to Equations (43) and (44), respectively;
Step 5. If the number of iterations exceeds the constraint or the loop condition is satisfied,

terminate the update. Otherwise, return to Step 2.

5. Experimental Results

In this paper, so as to verify the effectiveness of the proposed method, an MG mode is constructed
as in Figure 5. In this experimental model (see the specific Simulink model in the Appendix A),
the constituted parts are as below: four PVs, three BESSs, one fixed load, line impedance, one shiftible
load, the communication network and the secondary control system etc. Further, in this model,
the communication network among these DGs and BESSs is used to simulate the control effect of
secondary control. To verify the effect of the energy management strategy, we simulate the planned
output of BESS and main-grid based on the predicted output power of PVs. For this experiment,
the used MG model for experiments is also as the Figure 5. The related experimental data is as shown
in the Table 8, and the load demand is time-varying. The reason for using the data in this table is
because we want to make the experimental process closer to the actual power consumption situation.
However, different MG systems can be also used to verify the effectiveness of the proposed methods.
The reasons for this are as below:

For secondary control strategies: The contributed strategies have combined sliding mode control
and consistency control. For different controlled systems, the difference that may be brought to the
secondary control is the difference in communication topology. However, this does not affect the effect
of the secondary control. In other words, the secondary control can always adjust the output voltage
and frequency of DGs to their respective reference values.

For the robust energy management strategy, the differences brought by different experimental
models are reflected in the objective function and constraints. The reason for this is that the different
experimental systems may have different physical typologies. However, we can still use the contributed
strategy to solve the uncertainty problem of PV generation. Furthermore, we can still use the PSO
algorithm to complete the scheduling task by solving the multi-objective optimization problem.
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In summary, the MG model in Figure 5 is still used as the experiment object for Experiments 1
and 2. However, there is also a difference in that only load 2 is considered in the Experiment 2. In this
way, the load demand varies across different time periods. This can also make the experimental results
more objective. In conclusion, the MG model used in Experiments 1 and 2 are different.

Remark 1. In Figure 5, the fixed load refers to the constant power load and it is usually the critical load, such
as refrigerators used in homes or vending machines on the street. The characteristic of this type of load is that
the power supply system should give priority to ensuring the normal use of this type of load. In addition, the
electricity consumption of this type of load for each hour of the day is basically unchanged. Moreover, loads 1
and 2 mentioned are all constructed by a single load. The difference is that the load 1 is a constant power load,
and it corresponds to the main load in the constructed MG system. Meanwhile, load 2 is time-varying, and it
can be seen as a shiftible load (e.g., the washing machine) in the MG system. This kind of load can be used in
different time periods according to the actual needs. Therefore, its power consumption in different time periods is
also different.

To carry out Experiment 1, we mainly build the MG model and communication network based
on the Simpower systems in Matlab/Simulink 2013a. Also in the platform of MATLAB/Simulink
2013a, so as to carry out the Experiment 2, we build programs corresponding to the objective function,
constraints, and PSO algorithm to complete the dispatching task.

Remark 2. The communication data and the control signal will be transmitted by different channels. The
communication data were obtained by the PVs or BESSs in the physical system through droop control. In addition,
these data will be input into the consistency controller to generate the corresponding regulation. The control
signal is generated by the consistency controller in the communication network. Its main function is to complete
the adjustment (i.e., the secondary control) of output voltage and frequency of PVs and BESSs.

In summary, the most obvious difference here is that the communication data are mainly used in
the communication network, and the control signal is mainly used in the physical system.

In these experiments, the related experimental parameters are shown in Table 1.
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Table 1. The used parameters in experiments.

Parameters Values

The maximum voltage of DGs 700 V

The working frequency of MG 50 Hz

Line impedance (Inductive impedance)

Z1 = 0.612 + j3.18× 10−4

Z2 = 0.623 + j3.18× 10−4

Z3 = 0.634 + j3.18× 10−4

Z4 = 0.645 + j3.18× 10−4

The voltage reference 311 V

The frequency reference 50 Hz

The parameters of Bus 311 V, 50 Hz

Load 1 (inductive load) P = 240 kW
Q = 24 kVar

Load 2 (inductive load) P = 30 kW
Q = 3 kVar

The droop coefficients mi = 10−5,ni = 2× 10−4

The conditions of event-trigger The trigger value of frequency: 5 Hz
The trigger value of voltage: 30 V

The communication topology of PVs
a14 = 1, a21 = 1, a32 = 1, a43 = 1,

bi = 1, other ai j = 0

The communication topology of BESSs
a13 = 1, a21 = 1, a32 = 1,

b1 = 1, other ai j = 0, otherbi = 0

For PVs: The gains in the consistency controllers
KUi1 = 24, KUi2 = 0.4
Kωi1 = 6, Kωi2 = 0.4

(i = 1, 2, 3, 4)

The parameters of virtual leader 311 V, 50 Hz

Trigger conditions (i.e., the maximum disturbance
allowed by the MG system) ±5 HZ, ±30 V

PV 1~PV 4
Maximum voltage: 700 V;

Working frequency: 50 Hz;
Maximum power: 50 kW

BESS 1~BESS 3
Maximum voltage: 700 V;

Working frequency: 50 Hz;
Maximum power: 50 kW

The related communication topology is shown in Figure 6. The experimental process and results
are presented in the following subsections.
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The explanation of Figure 6 is as below: For the proposed secondary control strategy, all the methods
used are based on consistency control. To achieve the corresponding control tasks, the corresponding
communication network of the controlled system should be constructed as a directed connected graph.
In other words, the communication network should contain a directed spanning tree, and the leader
should be the root node in the tree. For this reason, the used communication network is built as the
Figure 6. In this network, the directed tree (i.e., the connection relationship) is as follows: leader-PV
1-PV 2-PV 3-PV 4-PV 1. To further verify the effectiveness of the proposed SMC, we artificially add
disturbance data to the controlled system, and then verify whether it can be suppressed by using SMC.
Thus, we can verify that whether the normal progress of the consistency control can be maintained.
More specifically, we have added step signals to the data (including voltage and frequency) transmitted
from PV 1 to PV 2 to act as disturbance signals which may occur in the communication process.
For example, if the step signal ∆U(t) and ∆ω(t) are added to voltage signal U(t) and frequency signal
ω(t), the two signals will be changed to U(t) + ∆U(t) and ω(t) + ∆ω(t).

For the communication network in Figure 6, the related communication channels in a real MG
between two nodes can be constructed through WiFi. However, in this article, the communication
channel is constructed by the channels module of the communications system toolbox in
Matlab/Simulink 2013a. This is because, in such an experimental environment, the communication
disturbance can be better simulated.

5.1. Experiment 1: Verify the Control Effect on Secondary Control

In this section, the main experiments can be divided into four parts: 1. Verify the effect of the
proposed secondary controller without considering the line impedance of BESSs and loads; 2. Verify
the effect of the event-triggered mechanism; 3. Verify the effect of the proposed secondary controller
considering the line impedance of BESSs and loads; 4. Verify the effect of the proposed secondary
controller when the load is changed in different time periods. The communication data and control
signals involved in the secondary control are summarized in the Table 2.

Table 2. The involved communication data and control signal in the secondary control progress.

The Control Type The Related Communication
Data The Related Control Signal

The secondary control of the
output voltage of the inverter

corresponding to PVs

Voltage data of each controlled PV
output by droop control

Voltage feedback generated by
voltage consistency controller

The secondary control of the
output frequency of the inverter

corresponding to PVs

Frequency data of each controlled
PV output by droop control

Frequency feedback generated by
voltage consistency controller

The secondary control of the
output voltage of the inverter

corresponding to BESSs

Voltage data of each controlled
BESS output by droop control

Voltage feedback generated by
voltage consistency controller

The secondary control of the
output frequency of the inverter

corresponding to BESSs

Frequency data of each controlled
BESS output by droop control

Frequency feedback generated by
voltage consistency controller

The specific experimental results are shown in the Sections 5.1.1–5.1.4.
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5.1.1. Case 1: Verify the Effect of the Secondary Controller without Considering the Line Impedance of
BESSs and Loads

In this case, only the four PVs are used as the experimental objective to carry out the related
experiments. To verify the control effect of the secondary controller and the SMC, we have carried out
experiments in three situations. The specific experimental process is illustrated in Table 3.

Table 3. The operation process in Case 1.

Situations 0~1 s 1~2 s

1

The system is in normal operation
and only depends on the droop

control to adjust the output
voltages and frequency of PVs.

The system is in normal operation,
and secondary control is added to

the system at t = 1s.

2

The system is in normal operation
and only depends on the droop

control to adjust the output
voltages and frequency of PVs.

At t = 1s, the secondary control is
added to the system. Meanwhile,

the step signals (i.e., the
disturbance data) with amplitudes
of 1 and 10 are added to the output
frequency and voltage data of the

PV 1, respectively.

3

The system is in normal operation
and only depends on the droop

control to adjust the output
voltages and frequency of PVs.

At t = 1s, the secondary control is
added to the system. Meanwhile,

the step signals (i.e., the
disturbance data) with amplitudes
of 1 and 10 are added to the output
frequency and voltage data of the
PV 1, respectively. In addition, we

also add the SMC to verify its
suppression effect on disturbances.

The experiment results are illustrated in Figure 7.
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In Figure 7a,b, we can see that the droop control will obviously cause the controlled voltage and
frequency to deviate from the desired reference values. Under normal communication condition,
the secondary control will restore the output voltage and frequency of each DG to 311 V and 50 Hz
before t = 2s. Moreover, during the regulation of secondary control, the output voltage and frequency
of each DG will always be limited within the allowable range. From Figure 7c,d, we can find that
because of the external disturbance in communication data, the effect of secondary control will be
affected. In this case, the output voltage and power of each DG cannot be restored to the reference
value within 1 s. It can be seen that the disturbance will not only affect the convergence effect of the
secondary control, but also affect the convergence speed. In Figure 7e,f, we can find that the external
disturbance data will be suppressed to zero. In the process of consistency control, we can still restore
the output voltage and frequency to the reference value before t = 2 s. In other words, the proposed
FTSMC can suppress the disturbance data effectively.

5.1.2. Case 2: Verify the Effect of Event-Triggered Mechanism

To verify the effect of event-triggered mechanism, we take the disturbance data in the data
transmitted by PV 1 as an example to carry out simulation experiments. To verify the effect of the
event-trigger mechanism from different situations, there are three kinds of situation carried out. See the
specific experimental situations in the Table 4.
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Table 4. The operation process in Case 2.

Situation 0~1 s 1~2 s 2~3 s

1

The system is in normal
operation and only

depends on the droop
control to adjust the
output voltages and

frequency of PVs.

At t = 2 s, the secondary
control is added to the

system. Meanwhile, the
step signals (i.e., the

disturbance data) with
amplitudes of 1 and 10
are added to the output
frequency and voltage

data of the PV 1,
respectively.

At t = 3 s, the secondary
control is added to the

system. Meanwhile, the
step signals (i.e., the

disturbance data) with
amplitudes of 5 and 30
are added to the output
frequency and voltage

data of the PV 1,
respectively.

2

The system is in normal
operation and only

depends on the droop
control to adjust the
output voltages and

frequency of PVs.

At t = 2 s, the secondary
control is added to the

system. Meanwhile, the
step signals (i.e., the

disturbance data) with
amplitudes of 5 and 30
are added to the output
frequency and voltage

data of the PV 1,
respectively.

At t = 3 s, the secondary
control is added to the

system. Meanwhile, the
step signals (i.e., the

disturbance data) with
amplitudes of 1 and 10
are added to the output
frequency and voltage

data of the PV 1,
respectively.

The experiment results are as the Figure 8.
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The corresponding analysis is as below: From the Figure 8a,b, we can see that the trigger
mechanism will not be triggered after t = 1 s because the overshoot caused by the disturbance data
will not exceed the maximum range allowed by MG. Therefore, we will still use only the secondary
controller to adjust the output voltage and frequency of each DG. When t = 2 s, the trigger event will
be triggered because the overshoot caused by the disturbance is 30 V and 5Hz respectively. In other
words, FTSMC will be used to suppress external disturbance. Based on Figure 8c,d, we can find that
the variations of voltage and frequency are opposite to Figure 8a,b. Moreover, under the control of
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the event-triggered mechanism, the controlled voltage and frequency of each DG will be eventually
adjusted to their respective reference values.

5.1.3. Case 3: Verify the Effect of the Proposed Secondary Controller Considering the Line Impedance
of BESSs and Loads

In the experiment to verify the effect of the secondary controller without considering the line
impendance of the BESSs and loads, we only take four parallel PVs as an example. However, in practice,
we also build a similar communication network for BESS. This is because BESS also relies on the droop
control of the inverter to supply power for loads. In addition, BESS and loads have corresponding line
impedance. When considering that line impedance exists in MG, it is necessary to verify whether the
proposed secondary control strategy is still effective. In this case, the related communication topology
of BESSs is shown in Figure 9. The related parameters of the BESSs and loads shown in Table 5, while
the related control process is as in Table 6, and the experiment results are shown in Figure 10.Electronics 2019, 8, x FOR PEER REVIEW 20 of 28 
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Table 5. The related parameters of the BESSs loads.

Impedance of the line corresponding to BESSs
Z5 = 0.613 + j3.18× 10−4

Z6 = 0.614 + j3.18× 10−4

Z7 = 0.615 + j3.18× 10−4

Impedance of the line corresponding to Loads Z8 = 0.111 + j1.18× 10−4

Z9 = 0.111 + j1.18× 10−4

For BESSs: The gains in the consistency controller
KUi1 = 56, KUi2 = 0.3
Kωi1 = 4, Kωi2 = 0.1

(i = 5, 6, 7)

Table 6. The control process of BESSs.

Situations 0~1 s 1~2 s

1

The system is in normal operation
and only depends on the droop

control to adjust the output
voltages and frequency of BESSs.

The system is in normal operation, and secondary
control is added to the system at t = 1s.

2

The system is in normal operation
and only depends on the droop

control to adjust the output
voltages and frequency of BESSs.

At t = 1s, the secondary control is added to the
system. Meanwhile, the step signals (i.e., the

disturbance data) with amplitudes of 1 and 10 are
added to the output frequency and voltage data of

the BESS 1, respectively.

3

The system is in normal operation
and only depends on the droop

control to adjust the output
voltages and frequency of BESSs.

At t = 1 s, the secondary control is added to the
system. Meanwhile, the step signals (i.e., the

disturbance data) with amplitudes of 1 and 10 are
added to the output frequency and voltage data of

the BESS 1, respectively. In addition, we also add the
SMC to verify its suppression effect on disturbances.
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Figure 10. Voltage and frequency variations considering the line impedance, corresponding to the
BESSs and loads; (a) The frequency variations of PVs considering the line impedance of BESSs and
loads; (b) The voltage variations of PVs considering the line impedance of BESSs and loads; (c) The
frequency variations of BESSs under the situation 1; (d) The voltage variations of BESSs under Situation
1; (e) The frequency variations of BESSs under Situation 2; (f) The voltage variations of BESSs under the
situation 2; (g) The frequency variations of BESSs under Situation 3; (h) The voltage variations of BESSs
under Situation 3.

The communication topology is similar to the Figure 6, so the explanations of the Figure 9
are omitted.

The analysis is as below:
According to Figure 10a,b, under the action of droop control, the output voltage and frequency

of each PV are about 59.73 Hz and 310.2 V respectively. When the secondary control is added,
the controlled voltage and frequency will be adjusted to their respective reference values, i.e., 311 V
and 50 Hz. Therefore, PVs can still maintain stable output. Similarly, according to Figure 10c,d, it finds
that BESS can also achieve stable output under the regulation of secondary control. According to
Figure 10e,f, when the disturbance data is added to the output data of BESS 1, the experimental results
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of secondary control will be affected. The simulation results show that when the disturbance data
appear in the BESS 1, the frequency and voltage are not stable. Under the influence of the disturbance
data, the two electrical quantities show a downward trend. The suppression effect of SMC on the
disturbance data can be observed in Figure 10g,h. When t = 2 s, the voltage and frequency output by
each BESS will appear to be chattering and tend to the reference value. Among them, the chattering
situation of BESS 1 is the heaviest. However, under the action of SMC, the chattering in the controlled
quantity of each BESS will be gradually reduced. Finally, the output frequency and voltage of each
BESS will eventually return to the reference values.

Remark 3. For PVs, in order to avoid the repetition of experiments in Sections 5.1.1 and 5.1.2, we only verify in
the Case 3 whether PVs can continue to maintain stable output by secondary controller.

5.1.4. Case 4: Verify the Effect of the Proposed Secondary Controller when the Load is Changed in
Different Time Periods

To simulate that the load demand will be changed in different time periods, the load 2 is set to
execute the following variations in Table 7.

Table 7. The changes of load 2.

Time
Period 0~0.2 s 0.2~0.4 s 0.4~0.6 s 0.6s~0.8 s 0.8s~1 s 1s~1.2 s 1.2s~1.4 s 1.4s~1.6 s 1.6s~1.8 s

The
changes

of Load 2

The load 2 is
disconnected

and not
connected
to the MG

30 kW/3
kVar

90 kW/9
kVar

180
kW/18
kVar

300
kW/30
kVar

390
kW/39
kVar

450
kW/45
kVar

480
kW/48
kVar

570
kW/57
kVar

Under the corresponding operation conditions in Table 7, we have carried out two groups of
simulation experiments on the MG model in Figure 5: Experiment 1. Simulate the control effect of
droop control; Experiment 2. Before t = 1 s, both PVs and BESSs are controlled by droop to maintain
stable output. After t = 1 s, the secondary control will be added to the MG, and then we simulate the
control effect of secondary control. See the related experimental results shown in Figure 11.

The analysis is as below: It can be seen from Figure 11a–d that under the regulation of droop
control, when the load 2 is increased with time, the output voltages and frequency of PVs and BESSs
will be decreased. The reason is that the energy offered by each PV and BESS is increasing, so the miPi
and niQi in droop control are also increasing. This will cause the voltage and frequency of the output
to decrease all the time. Through observing, it has found that the output frequency of PVs is reduced
from 49.75 Hz to 49.5 Hz; the output voltages of PVs are reduced from 310.75 V to 308.75 V, 308.25 V,
309.75 V, and 310.25 V respectively. From Figure 11e–h, it can be observed that the outputs of PVs and
BESSs are reduced because load 2 is incremental. However, after t = 1 s, the secondary control can still
adjust these controlled variables to the reference values (there is a transient process between t = 1 s~t =

1.8 s). Even though load 2 is changed after t = 1 s, the outputs of PVs and BESSs are always stable.
In conclusion, the effect of the proposed secondary control is not affected by the load change.
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Figure 11. Variations of output voltage and frequency of PVs and BESSs when load is changed in
different time periods; (a) The frequency variations of PVs under the action of droop control; (b) The
voltage variations of PVs under the action of droop control; (c) The frequency variations of BESSs
under the action of drop control; (d) The voltage variations of BESSs under the action of droop control;
(e) The frequency variations of PVs under the action of secondary control; (f) The voltage variations of
PVs under the action of secondary control; (g) The frequency variations of BESSs under the action of
secondary control; (h) The voltage variations of BESSs under the action of secondary control.

5.2. Experiment 2: Verify the Effect of the Proposed Robust Optimization Strategy

In this section, an example for a grid-connected MG is given to verify the effectiveness of the
proposed method, and there are T = 24 h and ∆t = 1 h. Moreover, so as to make the experimental model
closer to the actual scene, we have designed the load as a time-varying shiftible load (i.e., the load 2)
rather than a fixed load (i.e., the load 1) in Figure 5. The outputs of PV generation and load are shown
in Figure 12 and the parameters of three BESSs are shown in Table 2. The maximum and minimum

fluctuations of PV are P̂PV(t) = 0.15PPV(t) and P̂PV(t) = −P̂PV(t), respectively.
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Figure 12. The output of PV generation and load.

In particle swarm optimization, we set the quantity of particles N = 30, the maximum number
of iterations of particles M = 400, and learning factors c1 = 2 and c2 = 2. In order to make full use
of PV power, an MPPT control strategy is adopted for PV power generation. The goal of the robust
optimization framework proposed in this paper is to efficiently manage the charging and discharging
status of multiple BESSs. For given loads and charging and discharging power of multi-BESSs,
a common coupling point is adopted to balance the power deviation caused by the uncertainty of PV
output. To improve the efficiency of multi-BESSs, an MG is allowed to sell the excessive energy to
main grid when the PV power is sufficient. In this experiment, the related parameters of BESSs are as
the Table 8, and the corresponding TOU price is shown in Figure 13.

Table 8. Parameters of multi-BESSs.

BESS Current
Capacity/kWh

Rated
Capacity/kWh

Maximum
Use

Capacity/kWh

Minimum
Use

Capacity/kWh

Maximum
Charging

Power/kW

Maximum
Discharging
Power/kW

Cost of Charging
and

Discharging/($/kW)

BESS 1 37 50 40 10 10 10 0.1825
BESS 2 25 37.5 30 7.5 7.5 7.5 0.2375
BESS 3 17 25 20 5 5 5 0.2605Electronics 2019, 8, x FOR PEER REVIEW 24 of 28 
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To show the efficiency of the proposed robust optimization framework, two situations are
presented in Table 9.

Table 9. The operation process in the Experiment 2.

Situation The Related Experiment Process

1
In this experiment, the predicted output power of PV

is used as the actual PV output without PV
fluctuations

2 In this experiment, the actual PV output with PV
fluctuations is considered.
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The PSO algorithm is used to deal with both cases. The energy dispatching scheme for Situation 1
and Situation 2 are shown in Figures 14 and 15, respectively. The operation costs of Situation 1 and
Situation 2 in a day are $85.6891 and $70.1305, respectively. It is clear that the cost of Situation 2 is
less than that of situation 1. It is shown that the robust energy management strategy can ensure the
operation cost of the system falls within a certain range, even if the uncertainty of the PV output is
in the worst case. In summary, the MG operation scheme for Situation 1 has strong robustness and
provides a good reference for decision makers.
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In Figure 14, it is observed that at the time of 1:00, 3:00, 6:00, 9:00, and 21:00–24:00, the MG will
purchase more power than at other times, because the purchase prices at these moments are relatively
low. In the Figure 15, it is easy to find that during the time of 5:00–7:00 and 21:00–24:00, the MG will
purchase more power than at other times with the same reason as situation 1. In Figures 14 and 15,
it can be observed that at the time of 14:00 and 18:00, the MG will sell more power than at other times,
because the sale prices at 14:00 and 18:00 are relatively high.

The SOC values of multi-BESSs in situation 1 and situation 2 are shown in the Figure 16 and
the Figure 17, respectively. It is easy to see from the two figures that the SOC values of multi-BESSs
are always greater than 20% and less than 80%. However, since the running cost of BESS 1 is lower
than that of other BESSs but its charging and discharging power is relatively high, the SOC values of
charging and discharging for multi-BESSs have different evolution from its charging and discharging
power. It is clear to see that the SOC values of multi-BESSs for situation 1 are generally larger than that
of Situation 2. This is because the MG needs to ensure relatively sufficient power for power unbalance
by maintaining a high BESS level to improve system reliability.
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Remark 4. Regardless of the load size, the proposed energy management strategy can still be used to complete
the scheduling work. The only difference may be that this will lead to different optimization strategies in each
optimization time window. For example, the different relationship between PV generation and load demand will
generate different generation strategies of BESSs. However, for different load conditions, the contributed methods
are still applicable.

6. Conclusions

In a grid-connected MG, the integrated design method of secondary controller and robust energy
management strategy for PVs is proposed. In the secondary controller, the control work is completed
through using a consistency controller and event-triggered FTSMC. In the robust energy management
strategy, the uncertainty of PV output, multi-BESSs, and TOU price are all considered in the optimization
model. Experiment 1 showed that the control effect of the designed secondary controllers. Under this
regulation, we can adjust the output voltages and frequency of DGs (including PVs and BESSs) to 311V
and 50Hz in the final. Moreover, the output voltage and frequency of each DG can be also stabilized in
a finite time even if there is external disturbance in the data. Meanwhile, Experiment 2 confirmed that
the established model can make the energy dispatching scheme have better robustness in dealing with
various PV output curves in practice, and reduce the risk of MG operation cost by sacrificing certain
economy, improve the operation reliability and make decision makers have a good reference.

In the future, we will study how to maintain the stable operation of other kinds of MGs considering
the uncertainly of PV and other renewable energy resources.
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Nomenclature

Full Name Abbreviation
Photovoltaic PV
Microgrid MG
Finite time sliding mode controller FTSMC
Battery energy storage system BESS
Particle swarm optimization PSO
Distributed generator DG

Appendix A The Related Simulink Model

The related explanations for the above model is as below:
The Simulink model in the experiment shown in the Figure A1 is relative to the MG system in Figure 5.

It mainly includes the following parts: Four PVs and their power lines; three BESSs and their power lines; load
1; load 2; the secondary control parts on voltages of PVs; the secondary control parts on frequency of PVs;
the secondary control parts on voltages of BESSs; the secondary control parts on frequency of BESSs; oscilloscopes
of other electrical quantity. For PVs and BESSs, each one has its subsystem. In each subsystem, there is an inverter
control system. For the secondary control parts of voltage and frequency, the corresponding oscilloscopes are
used to observe their variables.
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