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Abstract: In this paper, a dynamic multi-task scheduling prototype is proposed to improve the
limited resource utilization in the vehicular networks (VNET) assisted by mobile edge computing
(MEC). To ensure quality of service (QoS) and meet the growing data demands, multi-task scheduling
strategies should be specially constructed by considering vehicle mobility and hardware service
constraints. We investigate the rational scheduling of multiple computing tasks to minimize the VNET
loss. To avoid conflicts between tasks when the vehicle moves, we regard multi-task scheduling (MTS)
as a multi-objective optimization (MOO) problem, and the whole goal is to find the Pareto optimal
solution. Therefore, we develop some gradient-based multi-objective optimization algorithms.
Those optimization algorithms are unable to deal with large-scale task scheduling because they
become unscalable as the task number and gradient dimensions increase. We therefore further
investigate an upper bound of the loss of multi-objective and prove that it can be optimized in
an effective way. Moreover, we also reach the conclusion that, with practical assumptions, we
can produce a Pareto optimal solution by upper bound optimization. Compared with the existing
methods, the experimental results show that the accuracy is significantly improved.

Keywords: quality of service (QoS); vehicular networks (VNET); Mobile edge computing (MEC);
multi-task scheduling (MTS); multi-objective optimization (MOO); upper bound; Pareto optimal
solution

1. Introduction

Advanced wireless broadband technology has introduced an unprecedented data traffic upgrade
in the vehicular networks (VNET). This aims to improve safety and fuel economy and reduce traffic
congestion in the transportation system. To cope with these challenges, the offloading of tasks to road
side units (RSU) has been proposed to improve quality-of-service (QoS), although a large number of
computation is carried out during difficult deadline [1,2]. Nowadays, mobile smart devices become a
common tool for social networks such as entertainment, learning, and smart life [3,4]. While mobile
applications continue to emerge and computing power is becoming more and more dense, due to
resource constraints of mobile devices (e.g., battery life and storage capacity), the computing power
of mobile devices is still limited. This makes mobile users unable to achieve the same satisfaction as
desktop users [5]. A more effective way to improve the performance of mobile device programs is
to offload some of their tasks to the remote cloud [6,7]. However, the cloud is usually far from the
mobile device, resulting in long data transmission delays between mobile devices and unpredictable
results [8,9]. This is not good for mobile device programs that respond immediately. Time is of
the utmost importance to mobile users, such as augmented reality apps and mobile multi-player
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gaming systems. To overcome the challenges mentioned above, mobile edge computing [10,11] (MEC)
enables mobile devices to access their internal applications and serve a variety of wireless access
networks [12,13]. This approach also enables computing tasks from the core network to be transmitted
to the edge network to reduce latency. In view of some characteristics of MEC technology, multiple
types of access technologies have been allowed, so vehicles can access MEC servers through various
base stations (BS), such as Wi-Fi access points (Wi-Fi APs), RSU, and evolved NodeBs (eNBs).

In this paper, we assume that each edge server has the same limited resources to handle the
request of the mobile vehicle, i.e., each edge server has the same processing power and these servers
are arranged at certain BS locations for mobile vehicle access. We treat multiple vehicles as multiple
computing tasks. Multi computing tasks scheduling problem is analogous to multi task learning
(MTL) model. Due to the sharing process that produces data, even real-world tasks that appear to
be unrelated have strong dependencies. This causes the application of multiple tasks to become the
inductive bias in the learning model. Therefore, a multi-task scheduling (MTS) system is a model with
a set of input points (co-located positions) and a set of tasks (mobile vehicles) with a variety of targets.
The general workaround to construct a cross-task inductive bias is to generate a set of hypotheses
that share some parameterization between tasks. In a typical MTS system, we learn its parameters by
solving an optimization problem that attempts to minimize the weighted sum of the empirical losses
for each task. Notice that the linear combination form makes sense if and only if the parameter set
is valid in all tasks. Namely, the weighted sum of empirical loss minimization is effective only if the
tasks are non-competing. However, this rarely happens. In other words, MTS is to trade-off competing
objectives and merely by linear combinations will not reach the goal.

Another objective of MTS is to find solutions that are not subject to any other. This solution is
denoted as the Pareto optimal. In our work, we present Pareto optimal solution for the MTS target.
Finding the Pareto optimal solution that subject to a variety of quantization restraint is referred to as
multi-objective optimization (MOO). There are several algorithms to solve MOO. One of these methods
is called the Multi Gradient Descent Algorithm (MGDA). MGDA optimizes on the basis of gradient
descent, and verifies the points that converge to the Pareto set [14]. MGDA is ideal for multi-task in
deep networks. It takes advantage of the gradient of each task and solves the optimization problem
while determining updates over global parameters. However, the large-scale application of MGDA is
still impractical due to two technical issues. (1) Potential optimization problems cannot be extended to
high dimensional gradients better, but this naturally occurs in deep networks. (2) The algorithm needs
to clarify the gradient of each task, which will increase the number of backward propagations linearly,
and multiply the training time by the amount of tasks.

The contributions of this paper are as follows: (1) We propose a Frank-Wolfe-based optimization
algorithm and extend it to the high-dimensional problem. (2) We give the upper bound of the MGDA,
and prove this method can compute by single backward propagation without designated task gradient,
which greatly reduces the computation cost. (3) We prove that, in a realistic assumption condition,
we can produce Pareto optimal solution by solving upper bound. (4) We conducted an empirical
evaluation of the proposed method based on two different problems. First, we used MultiMNIST
to make extensive assessments of multi-digit classifications [15]. Second, we applied the proposed
method to Cityscape data such as joint semantic segmentation [16]. (5) Finally, the experimental results
demonstrate that our method is significantly better than all baselines.

This paper is organized as follows. Section 2 presents the system model and some specific concept
definitions. Section 3 abstracts the system model into a concrete multi-objective optimization problem
and further finds its Pareto optimal solution. Section 4 presents the experiments on two aspects and
gives the verification results. Finally, we give the conclusion.

2. Related Work

Various research issues and solutions have been considered in the edge computing literature.
The strategy of caching content on various local devices is designed to bring content closer to mobile
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users with device-to-device (D2D) communication in HetNet [17]. We further introduce the application
of the vehicular network, which has not been fully solved in the industry. Based on the reference model
recommended by the MEC Industry Specification Group [18], we consider using MEC-based VNET and
a MEC server to support mobile vehicle applications. The MEC server allows mobile vehicles to access
edge computing resources through different wireless access methods. In particular, due to the increase
in the number of vehicles, weak infrastructure, inefficient traffic control, and the frequency and severity
of road traffic accidents, increasing traffic congestion was observed. We are committed to developing
advanced communication technologies and intelligent data collection technologies for vehicular
networks to improve safety, increase efficiency, reduce accidents, and reduce traffic congestion in
transportation systems. The proposed cost-effective model ensures real-time communication between
the vehicle and the RSU.

Multitasking learning (MTL) models are usually performed through hard or soft parameter
sharing. In the hard parameter sharing model, a subset of parameters are shared between tasks,
while other parameters are task-specific. In the soft parameter sharing model, all parameters are
task-specific, but they are constrained by Bayesian prior [19] or joint dictionary [20,21]. With the
success of deep MTL in computer vision [22,23], we focus on hard parameter sharing based on
gradient optimization.

Multi-objective optimization solves the problem of optimizing a set of possible contrasting
objectives. Of particular relevance to our work is gradient-based multi-objective optimization
developed in [14,24]. These methods use multi-target Karush-Kuhn-Tucker (KKT) conditions [25]
and find ways to reduce the descent direction of all targets. This approach extends the stochastic
gradient descent proposed in [26,27]. Our work applies gradient-based multi-objective optimization to
multi-task scheduling problem.

3. System Model

In this section, we discuss some models and special concept definitions (Figure 1).

Figure 1. The structure of VNET model based on MEC.

A VNET consists of multiple eNBs, multiple RSUs that host the MEC server and multiple vehicles.
The MEC server is placed around the edge of the core network rather than eNBS, which allows vehicles
to access computing source via different wireless access methods. We suppose that the requesting
vehicle is able to simultaneously offload the computing task and upload its tasks to the RSU by using a
full-duplex technology [28,29]. We apply a MEC-based VNET to sustain multi-vehicles. Many vehicles
in the vicinity of several eNBS coverage are served by the same MEC server, and expanding the range
of MEC services can meet the challenges of high-speed mobile vehicles better. The eNBs that connect
the entire coverage area of the MEC server are defined as the service areas of the server. To achieve
resource utilization and ensure minimal VNET network loss, we consider a reasonable scheduling
strategy to adjust computing tasks to different requesting vehicles and coordinate wireless access
for vehicles through a wide range of resources. Here, multi-vehicles are treated as multi-task, when
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multiple vehicles are performing computation task offloading, there will be some impacts such as
delay time and load balancing indicators on overall VNET. We need to apply the best scheduling
strategy to minimize VNET loss. To avoid conflicts between multiple computing tasks when the
vehicle moves, we use a multi-task scheduling (MTS) algorithm to minimize the loss of the overall
network performance. Next, in the multi-task scheduling process, we model multi-task scheduling as
a multi-objective optimization problem, and then try to find this Pareto optimal solution. Below, we
give the specific parameters and model design.

Let D = {D1, D2, ..., DN} be the set of N computation tasks. Now, we consider the multi-task
scheduling problem over a task space X and a set of state space Y . To enable a large set of training
sets,

{
xi, yj

i

}
, i ∈ M, j ∈ N is given, where M is the number of input data points, N is the number of

computing task, and yj
i is the state of the jth task for ith input data point.

We observe a hypothesis function with respect to each task by hj(x; θ′, θ j) : X → Y j,
where parameters (θ′) are shared between primary task and some special tasks (θ j). We define
the loss function for the special task as: Lj(., .) : Y j ×Y j → R+.

Although many loss functions and hypothesis functions have been mentioned in the general
machine learning literature, they in general have the following objective form:

min
θ′ ,θ1,...θN

N

∑
j=1

αjL̂j(θ′, θ j) (1)

where αj is the weight of each task, and L̂j(θ′, θ j) is the empirical loss function of the task j: L̂j(θ′, θ j) =
1
N ∑i L(hj(xi; θ′, θ j), yj

i).
Although the weighted cumulative sum function seems attractive, it usually either obtains an

expensive search or a heuristic using various scales [30,31]. The fundamental reason for scaling is
the inability to define local optimality in MTS scenarios. Let us define two sets of solutions θ and θ̇

to enable that L̂j1(θ′, θ j1) < L̂j1(θ̇′, θ̇ j1) and L̂j2(θ′, θ j2) > L̂j2(θ̇′, θ̇ j2), with respect to tasks j1 and j2.
That is, the solution of θ is better for task j1 while θ̇ is favored by j2.

On the other hand, MTS can be modeled as MOO: optimizing a set of objectives that may cause
conflicts. We define the MOO function of MTS with a vector of loss function:

min
θ′ ,θ1,...,θN

L(θ′, θ1, ..., θN) = min
θ′ ,θ1,...,θN

(L̂1(θ
′, θ1), ..., L̂N(θ

′, θN))T (2)

The goal of MOO is to obtain the Pareto optimal solution.
The Pareto optimality of MTS is as follows:

(1) A solution θ decides a solution θ′ if and only if L̂j(θ′, θ j) ≤ L̂j(θ̇′, θ̇ j), ∀j and L(θ′, θ1, ..., θN) 6=
L(θ̇′, θ̇1, ..., θ̇N).

(2) If no solution θ dominates θ∗, then solution θ∗ is called the Pareto optimal solution.

In the paper, we investigate multi-gradient descent algorithm to solve multi-objective
optimization problems.

4. Multi-Objective Optimization Solution

Multi-objective optimization can solve the local optimal solution by gradient descent. In this
section, we summarize a multi-gradient descent algorithm (MGDA) to solve it. MGDA makes good
use of the KKT conditions necessary for optimization [24,32]. We now describe the KKT condition for
the shared parameters of the primary task and the special task:

We first give the definition of KKT: the solution of general nonlinear programming problem
must satisfy Karush–Kuhn–Tucker (KKT) conditions, provided that the problem constraints satisfy
a regularity condition called constraint qualification. If the problem is comprised of a convex set of
constraints (i.e., the solution space is convex), and the maximal value (maximal value) of objective
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function is concave (convex), KKT conditions are sufficient. By applying KKT condition to linear
programming, we can obtain the complementary slackness conditions of primal problem and its
dual problem.

4.1. Pareto-Stationarity

Let L̂j(θ′, θ j)(1 ≤ j ≤ n, θ′, θ ∈ B ⊆ RN) be a convex function over the open ball B centered at the
shared parameter θ′. These functions are called Pareto optimal for the θ′ point if and only if there is
a convex combination of gradient vectors uj = ∇θ′ L̂j(θ′, θ j) , in which ∇ denotes the symbol of the
gradient that is equal to zero:

∃c =
{

cj
}

such that cj ≥ 0 ∀j,
n

∑
j=1

cj = 1, and
n

∑
j=1

cjuj = 0. (3)

Thus, any solution that satisfies the condition in Equation (3) is denoted as the Pareto stable point.
Each Pareto optimal is Pareto stable, and vice versa. Consider the following optimization problem:

min
c1,...,cN


∥∥∥∥∥ N

∑
j=1

cjuj

∥∥∥∥∥
2

2

|
N

∑
j=1

cj = 1, cj ≥ 0 ∀j

 (4)

It means that either the solution to the optimization problem is equal to zero and the KKT
condition is satisfied, or the solution solves the gradient descent direction for improving all tasks.
Therefore, MTS algorithm will become a gradient reduction by solving Equation (4) on a specific
task parameter and applying its solution (∑N

j cj∇θ′) to the gradient update of the shared parameters.
We consider how to solve Equation (4) for any model in Section 4.2 and propose an effective solution
when the base model is a shared-special case in Section 4.3.

4.2. Handling the Optimal Solution

The optimal problem defined in Equation (4) is equal to seeking a minimal norm weight point in
the convex hull of an input parameter space. This was originally generated in computational geometry:
that is, to find a point in the convex hull that is the closest to a given query point. They have been
extensively studied [33–35], and even though many researchers have proposed algorithms to solve
the issue, they are not fit for our problem, because the assumptions under these algorithms are too
ideal. Although some algorithms have solved the problem of finding the minimum norm in convex
hulls that are composed of a large number of points of low dimensional space (usually dimension
2 or 3), under our assumption, the number of points in input parameter equals the number of tasks
in the system, which is generally low. In comparison, the dimensionality, i.e., the number of shared
parameters, is considered high. We therefore use a convex optimization method to solve it, because
Equation (4) is also a linearly constrained convex quadratic function.

Before we solve this problem, we first consider the general situation of a two-task. The problem is
formulated as minc∈[0,1]

∥∥c∇θ′ L̂1(θ′, θ1) + (1− c)∇θ′ L̂2(θ′, θ2)
∥∥2

2 = minc∈[0,1] ‖cu1 + (1− c)u2‖2
2.

We first show the minimum norm point in a convex hull of two input points, i.e.,
minλ∈[0,1]

∥∥λθ + (1− λ)θ̇
∥∥2

2. The Algorithm is given below:
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Algorithm 1: minλ∈[0,1]
∥∥λθ + (1− λ)θ̇

∥∥2
2

1: if θT θ̇ ≥ θTθ then
2: λ = 1
3: else if θT θ̇ ≥ θ̇T θ̇ then
4: λ = 0
5: else
6: λ = (θ̇−θ)T θ̇

‖θ−θ̇‖2
2

7: end if

Although this only applies to the case of the number of tasks N = 2, since the linear search can be
analytically solved, this enables the Frank-Wolfe Algorithm [36] to be applied as well, thus we use it to
solve the optimization constraint problem and obtain a solution:

ĉ = max

(
min(

[
(u2 − u1)

Tu2

‖u1 − u2‖2
2

]
, 1), 0

)
(5)

Using the Equation (5) as a step for linear search, we obtain the update of the Frank-Wolfe
Algorithm [36] as follows.

Algorithm 2: Update Algorithm for MTS
1: for j = 1 to N do
2: θ j = θ j − γ∇θ j L̂j(θ′, θ j)

3: end for
4: c1, ..., cN = Frank–Wolfe(θ)
5: θ′ = θ′ − γ ∑N

j=1 cjuj
6: Perform Frank–Wolfe (θ) Algorithm
7: Initialize c = (c1, ..., cN) = ( 1

N , ..., 1
N )

8: Computer V s.t Vi,j = (ui)
T(uj)

9: repeat
10: ĵ = argmaxλ ∑j cjVλj

11: λ̂ = argminλ((1− λ)c + λτĵ)
TV((1− λ)c + λτĵ)

12: c = (1− λ̂)c + λ̂τĵ

13: until λ̂ ∼ 0 or Iteration Step Limit
14: return c1, ..., cN

15: end perform

4.3. Reasonable Optimization of Gradient Computation

The MTS update algorithm in Algorithm 2 is suitable for any gradient descent based optimization
problem. The experimental results also show that the Frank–Wolfe algorithm is accurate and efficient
because it usually converges within a moderate number of iterations and the impact on the training set
is negligible. However, our proposed algorithm needs to compute uj for every task j, a step that needs
a backward propagation through shared parameters. Therefore, the resulted gradient computation
will be forward propagation following N backward propagation. Since backward propagation is
generally more expensive than forward propagation, the linear scaling of training time is a prohibition
for many tasks.

We provide an effective way for optimizing the MTS objective and only need one post-propagation.
We also show that the upper bound can produce a Pareto optimal solution under the assumption of
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reality. We define a shared representation function with a special task decision function that covers
many existing deep multi-learning models and can also be denoted by constraining hypothesis class:

hj(x; θ′, θ j, ..., θN) = (hj(., θ j)(., θN) ◦ r(., θ′))(x) = hj(r(x; θ′); θ j, ..., θN) (6)

where r is the all tasks’ representation function, and hj is the specific task function that takes these
representation functions as input. Now, we define the representation function as A = (a1, ..., an),
ai = r(xi, θ′) and we can directly express the upper bound as:∥∥∥∥∥ N

∑
j=1

cjuj

∥∥∥∥∥
2

2

≤
∥∥∥∥∂A

∂θ′

∥∥∥∥2

2

∥∥∥∥∥ N

∑
j=1

cj∇A L̂j(θ′, θ j)

∥∥∥∥∥
2

2

(7)

where
∥∥∥ ∂A

∂θ′

∥∥∥
2

is the Jacobian matrix form of A with respect to θ′. The upper bound has two properties

described below: (1)∇A L̂j(θ′, θ j) is computed for all tasks in the form of a single backward propagation;

and (2)
∥∥∥ ∂A

∂θ′

∥∥∥2

2
is not a function c1, ..., cN , thus it can be cancelled when it is used as an optimization

objective. We use the upper bound to replace the term
∥∥∥∑N

j=1 cjuj

∥∥∥2

2
. We derive the approximate

optimization by throwing the
∥∥∥ ∂A

∂θ′

∥∥∥2

2
term that does not affect this optimization, so the optimization

result is:

min
c1,...,cN


∥∥∥∥∥ N

∑
j=1

cj∇A L̂j(θ′, θ j)

∥∥∥∥∥
2

2

|
N

∑
j=1

cj = 1, cj ≥ 0 ∀j

 (8)

We call this problem a multi-gradient descent algorithm based on upper bound (MGDA-UB).
In fact, MGDN-UB corresponds to the gradient using the task loss for the representation rather than
sharing parameters. We only changed the last step of Algorithm 2.

Although the MGDA-UB is close to the original optimization algorithm, we describe it in a
theorem to demonstrate the fact that our proposed algorithm yields a Pareto optimal solution under
original hypothesis. Please see the proof in Appendix A.

Theorem 1. If c1, ..., cN is the solution of MGDA-UB and assuming ∂A
∂θ′ is full rank, then one of the following

is true:

(i) ∑N
j=1 cjuj = 0 and the existing parameters are Pareto stationary.

(ii) ∑N
j=1 cjuj is a descent direction which decreases every objective value.

This conclusion results by a fact that, as long as ∂A
∂θ′ is full rank, the upper bound corresponding to

minimizing the convex combination norm gradient defined by ∂A
∂θ′

T ∂A
∂θ′ using the Mahalonobis norm is

optimized. This non-singular hypothesis is true because singularity means tasks are linearly related
and do not need a trade-off. Overall, our proposed algorithm can find a Pareto optimal stable point with
almost negligible computational cost and apply it to any MTS problem using a shared-special model.

5. Experimental Results

1. An MTS adaptation of the MNIST dataset

We evaluated the proposed MTS algorithm on the MultiMNIST dataset. Our algorithm’s
evaluation was based on the following three indicators as the benchmark:

(1) Uniform scaling: Minimizing the uniformly weight sum of the loss function i.e., 1
N ∑j Lj.

(2) Single task: Solving tasks individually.
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(3) Grid search: Exhaustively searching for different values from
{

cj ∈ [0, 1]|∑j cj = 1
}

and

minimizing 1
N ∑j cjLj.

To convert data classification into MTL problem, Sabour et al. stacked a large amount of images
together. We used the same structure. For each image, we randomly selected a different image, and
then placed one of these images on the upper left and the rest on the bottom right. The result is as
follows: classify the data in the upper left and classify the data in the upper right. The 60 k example
was used here and the existing single-task MNIST model was used directly. For the MultiMNIST
experiment, we used the LeNet structure [37]. We used all layers (except last layer) as a representation
function (or a shared coder). By simply adding two fully connected layers, we could treat the fully
connected layer as a function of the task-special for all tasks, and each output of the representation
function was taken as an input.As a loss function for a task-special, we used a softmax cross-entropy
loss for both tasks. Figure 2 shows the structure.

Figure 2. Structure diagram used as a MultiMNIST experiment.

We used PyTorch to do the experiment [38]. The learning rate was set as LR ={
1× 10−3, 5× 10−3, 1× 10−2, 5× 10−2}, and we selected the model’s learning rate that produced

the highest validation correctness. We used momentum SGD. We halved the learning rate for every 20
generations, and we trained 50 times with the batch size 128. We describe the performance graph as a
scatter plot of the accuracy of Task-L and Task-R in Figure 3. Our scatter plot describes the accuracy
of detecting the left and right digits of all baselines. This grid shows the capacity of the computing
task to compete for the system model. Our approach is the only one that embodies a solution that is
as good as training a dedicated model for each computing task and is better at the top right. Table 1
shows the performance of the MTS algorithm on MultiMNIST. The single task basis can solve a single
task independently with a dedicated model. The results also show that our method can find a solution
that can produce as accurate solution as the single task solution. It also shows that the effectiveness of
our method is as good at MTS as MOO.

Table 1. Performance of MTS algorithm on Multi MNIST.

Style Left Digit Accuracy [%] Right Digit Accuracy [%]

Single task 96.12 94.88
Uniform scaling 95.35 93.78

Ours 96.26 94.88
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Figure 3. Diagram of MultiMNIST accuracy.

2. Scenario realization

We used GRB images to implement a more realistic scene. We dealt with three tasks: instance
segmentation, semantic segmentation, and monocular depth segmentation. We used a shared-special
task structure. The shared task mode was based on the full convolutional form of ResNet-50
architecture [39]. We only used the layer that is better than the average pool with full convolutions.
For the special task form, we used the pyramid pooling module [40] and assigned the output scale to
256× 512× 18 for semantic segmentation, 256× 512× 6 for instance segmentation, and 256× 512× 2
for monocular depth segmentation. For the loss function, we used the cross entropy with the softmax
function as the semantic segmentation, the MES for the depth and instance segmentation, as shown in
Figure 4.

Figure 4. Scene realization experiment structure diagram.

We used pre-training on ImageNet [41] to initialize the shared task model. We applied an
application of diamond pool network with bilinear interpolation that was also used by Zhou et al. [42].
Cityscapes measure set are usually not available. Thus, we used a verification set as the report
result. For a validation set with hyperparametric search target, we randomly selected 260 images
in the training targets. When choosing optimal hyperparameters, we used the full training target
set to do retraining, kept our algorithm hidden during training and hyperparameter search, and
reported measure results on Cityscapes validation set. For semantic segmentation, we measured
it by mean intersection over union, and for instance segmentation we used MES. For semantic
segmentation, we did not perform the cluster operation further, but reported the test results
directly in the proxy task. In our experiment, we searched through the learning rate set LR ={

1× 10−3, 5× 10−3, 1× 10−2, 5× 10−2, 1× 10−1, 5× 10−1} and selected the model with the highest
verification accuracy. We halved the learning rate for every 20 epochs, and we trained 200 times
with the batch size 8. Figure 5a–c shows the performance of all baselines for semantic segmentation
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tasks, instance segmentation tasks, and monocular depth segmentation tasks, respectively. We used
each pixel regression error to represent instance segmentation, mIoU for semantic segmentation, and
disparity error for monocular depth segmentation. To convert errors of measure performance, we used
1/disparity error. We drew a two-dimensional project that represents the performance profile for each
pair of computing tasks. Although we drew pairwise project for expressing visual effects, each point
in the graph solves all computing tasks, and the top right is better. Table 2 shows the performance
of MTS performance in three different instances. It also displays each task pair’s performance, even
though we performed all tasks simultaneously on three baselines.

Table 2. Performance of MTS performance in instances segmentation, semantic segmentation,
and monocular depth segmentation on Cityscapes.

Style Segmentation Instance Disparity
mIoU [%] Error [px] Error [px]

Single task 59.67 10.25 2.68
Uniform scaling 52.36 9.32 2.81

Ours 65.76 9.12 2.45

(a) (b) (c)

Figure 5. Scene realization experiment structure diagram.(a) shows the performance of all baselines
for semantic segmentation tasks;(b) shows the performance of all baselines for instance segmentation
tasks;(c) shows the performance of all baselines for monocular depth segmentation tasks.

6. Conclusions

In this paper, we form a framework of optimal resource allocation strategy for computing in
vehicular networks. We formulate the optimal computing task scheduling to minimize the VNET
loss under the constraints of dynamically computational resource at RSU and the limited storage
capacities as well as under the constraints of hardware deadline at end-to-end and the vehicular
mobility. To avoid conflicts between tasks during vehicle mobility, we convert the multi-task scheduling
problem into a multi-objective optimization problem, and then find the Pareto optimal solution. For the
specific large-scale vehicular network in reality, we propose a Frank–Wolfe–based MGDA optimization
algorithm and extend it to the high-dimensional space. Meanwhile, we give the upper bound of
the MGDA algorithm and prove it can be solved by a backward propagation without a specific-task
gradient. Finally, the experimental results show that our method is greatly improved in terms of
accuracy compared with the existing methods.

7. Future Works

In this paper, we study how to implement an effective and reasonable scheduling strategy in the
vehicular network to minimize the performance loss of the entire network. The significance of this
research is that classification-based tasks have been well promoted in the field of deep learning models,
but there are certain limitations. For example, as the size of the network increases and the number of
vehicles increases, there will be phenomena such as traffic congestion and insufficient cache. How to
solve these problems in the super network will be considered in the future. At the same time, in the
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vehicular network, when the vehicle moves on the roadside base unit, privacy information will be
revealed. How to design the encryption scheme will also be considered in the future.
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Appendix A

Proof of Theorem 1. The first case: If MGDA-UB’s optimal value is 0, then that of Equation (3) is as
well. We now consider the second case: if the optimal value of MGDA-UB is 0, the value of Equation
(3) is not 0:

N

∑
j=1

cj∇θ′ L̂
j(θ′, θ j) =

∂A
∂θ′

N

∑
j=1

cj∇A L̂j =
N

∑
j=1

cj∇θ′ L̂
j = 0. (A1)

Here, c1, ..., cN is the solution of Equation (4) and the optimal value of Equation (4) is 0. This gives
proof of the first case. Before we start the second case, let us give a lemma first. Since ∂A

∂θ′ is full rank,
this equivalence is two-way. That is, if c1, ..., cN is the solution of Equation (4), then it is also the solution
of the MGDA-UB. Thus, both formulas follow Pareto stability.

We need to prove that the descent direction obtained by computing (MGDA-UB) does not increase
the value of loss functions in order to prove the second case. The formal expression is given below:

(
N

∑
j=1

cj∇θ′ L̂
j)T(∇θ′ L̂

j′) ≥ 0 ∀j′ ∈ {1, ..., N} (A2)

This condition is equivalent to the following:

(
N

∑
j=1

cj∇A L̂j)T M(∇A L̂j′) ≥ 0 ∀j′ ∈ {1, ..., N} (A3)

where M = ( ∂A
∂θ′ )

T( ∂A
∂θ′ ); since M is positive definition, this is further equivalent to the following:

(
N

∑
j=1

cj∇A L̂j)T(∇A L̂j′) ≥ 0 ∀j′ ∈ {1, ..., N} (A4)

We prove that this is derived from the (MGDA-UB) optimality condition. The Lagrange of
MGDA-UB is expressed as:

(
N

∑
j=1

cj∇A L̂j)T(∇A L̂j′)− λ(∑
i

ci − 1) where λ ≥ 0. (A5)

Lagrange’s KKT conditions yield the expected results as follows:

(
N

∑
j=1

cj∇A L̂j)T(∇A L̂j′) =
λ

2
≥ 0. (A6)
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