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Abstract: In this paper, we consider the application and analysis of subspace migration technique
for a fast imaging of a set of perfectly conducting cracks with small length in two-dimensional
limited-aperture inverse scattering problem. In particular, an imaging function of subspace migration
with asymmetric multistatic response matrix is designed, and its new mathematical structure is
constructed in terms of an infinite series of Bessel functions and the range of incident and observation
directions. This is based on the structure of left and right singular vectors linked to the nonzero
singular values of MSR matrix and asymptotic expansion formula due to the existence of cracks.
Investigated structure of imaging function indicates that imaging performance of subspace migration
is highly related to the range of incident and observation directions. The simulation results with
synthetic data polluted by random noise are exhibited to support investigated structure.

Keywords: fast imaging; perfectly conducting cracks; limited-aperture problem; Bessel functions;
simulation results

1. Introduction

This paper concerns the application of so-called subspace migration to determine the location of a
set of small cracks from measured far-field data in limited-aperture problem. The general framework
of subspace migration for determining perfectly conducting cracks was presented in the work by the
authors of [1]. This framework was based on the asymptotic expansion formula in the presence of the
crack and the structure of singular vectors of multistatic response (MSR) matrix under the assumption
of coincident transmitter and receiver arrays. Throughout several extensions [2–5], it turned out that
subspace migration is fast, stable, and effective noniterative technique for identifying arbitrary shaped
inhomogeneities in both full- and limited-view inverse scattering problems.

Unfortunately, throughout several real-world applications, such as biomedical imaging [6],
synthetic aperture radar (SAR) [7], ground-penetrating radar (GPR) [8], photoacoustic tomography [9],
the detection of inhomogeneities buried in the ground [10], physical optics [11], and crack detection of
concrete void [12], the assumption of coincident transmitter and receiver arrays is not valid. This means
that the MSR matrix is no longer symmetric so that it is impossible to apply traditional subspace
migration. This gives a stimulus for this study to design subspace migration in limited-aperture
inverse scattering problem.

The main purposes of this contribution are designing an imaging function for imaging of a set of
perfectly conducting cracks with small length in two-dimensional limited-aperture inverse scattering
problem and exploring the mathematical structure of imaging function by constructing a relationship
with an infinite series of Bessel functions of integer order and the range of incident and observation
directions. This is based on the structures of the left and right singular vectors of the asymmetric MSR
matrix and the asymptotic expansion formula due to the presence of such cracks. From the explored
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structure, we can examine that the imaging performance is significantly dependent on the range of
incident and observation directions.

This contribution is organized as follows. In Section 2, we briefly introduce the two-dimensional
direct scattering problem and far-field pattern in the presence of a set of perfectly conducting cracks
with small length. Section 3 contains an introduction on the subspace migration and analysis on
the structure of imaging function in the limited-aperture inverse scattering problem. In Section 4,
we present several numerical experiments with synthetic data polluted by the random noise to support
analyzed structure, and Section 5 presents a short conclusion.

2. Direct Scattering Problem and Far-Field Pattern

We introduce the two-dimensional direct scattering problem due to presence of S different
well-separated perfectly conducting cracks, denoted by Σs, with length 2`s, s = 1, 2, · · · , S. For a more
detailed description, see the works by the authors of [13–15]. Throughout this paper, we assume that
Σs is represented as follows,

Σs =
{
Rφ[xs + h, ys]

T : −`s ≤ h ≤ `s

}
,

for s = 1, 2, · · · , S. Here,Rφ denotes the rotation by φ and we denote cs = Rφ[xs, ys]T be the center of
Σs. We let Σ be the collection of all Σs and k be the fixed positive wavenumber, which is of the form
k = 2π/λ. Here, λ is given wavelength satisfies 2`s � λ for all s.

In this paper, we consider the plane-wave illumination: we let ψinc(x, θ) = exp(ikθ · x) be the
given incident field with propagation direction θ ∈ S1, where S1 denotes the two-dimensional unit
circle centered at the origin. Let us denote ψtot(x, θ) be the time-harmonic total field which satisfies the
Helmholtz equation: for x ∈ R2,

4ψtot(x, θ) + k2ψtot(x, θ) = 0 in R2\Σ (1)

with the Dirichlet boundary condition

ψtot(x, θ) = 0 on Σ. (2)

Let ψscat(x, θ) = ψtot(x, θ) − ψinc(x, θ) be the scattered field which satisfies the Sommerfeld
radiation condition

lim
|x|→∞

√
|x|
(

∂ψscat(x, θ)

∂|x| − ikψscat(x, θ)

)
= 0

uniformly in all the directions ϑ = x/|x|. The far-field pattern ψ∞(ϑ, θ) of scattered field ψscat(x, θ) is
given by the following relation,

ψscat(x, θ) =
exp(ik|x|)√

|x|

{
ψ∞(ϑ, θ) +O

(
1
|x|

)}
, |x| −→ +∞

uniformly in all the directions ϑ = x/|x|. Based on [15], ψ∞(ϑ, θ) can be represented as the single-layer
potential with unknown density function ϕ(c, θ):

ψ∞(ϑ, θ) = − 1 + i
4
√

πk

∫
Σ

exp(−ikϑ · c)ϕ(c, θ)dc. (3)
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3. Single-Frequency Subspace Migration in Limited-Aperture Problem: Introduction, Analysis,
and Numerical Simulations

3.1. Introduction to Imaging Function of Subspace Migration

In this section, the imaging function of the subspace migration for identifying locations of cs from
a set of measured far-field patterns, such that

Ψ :=
{

ψ∞(ϑm, θn) : ϑm ∈ S1
obs, θn ∈ S1

inc, m = 1, 2, · · · , M, n = 1, 2, · · · , N
}

,

where S1
obs and S1

inc are set of observation and incident directions, respectively, refer to Figure 1, and ϑm

and θn are given by

ϑm = [cos ϑm, sin ϑm]
T , ϑm = ϑ1 + (m− 1)4ϑ,

θn = −[cos θn, sin θn]
T , θn = θ1 + (n− 1)4θ,

respectively. Throughout this paper, we assume that S1
obs and S1

inc are connected, proper subsets of S1

and total number of observation and incident directions satisfy M, N > S.

S1obs

Γ1

Γ2

Γ3

ϑ

S1

S1inc

θ

Figure 1. Illustration of the set of incident directions S1
inc, observation directions S1

obs, and perfectly
conducting crack Γm.

Note that as the exact formulation of ϕ(c, θ) of (3) is still unknown, we need an alternative
expression of ψ∞(ϑ, θ) for introducing imaging function. Based on the work by the authors of [13],
the far-field pattern ψ∞(ϑ, θ) can be represented as the following asymptotic expansion formula, which
plays a key role in the introduction and analysis of the imaging function of the subspace migration.

Lemma 1 (Asymptotic expansion formula). Let ψtot(x, θ) satisfy (1) and (2). Then, the following asymptotic
expansion formula holds for 0 < `s � λ/2,

ψ∞(ϑ, θ) =
S

∑
s=1

2π

ln(`s/2)
exp(−ikϑ · cs) exp(ikθ · cs) +O

(
1

| ln `s|2

)
. (4)
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Now, let us introduce the imaging function of subspace migration. From the collection of far-field
pattern data Ψ, let us generate the following multistatic response (MSR) matrix K ∈ CM×N :

K =


ψ∞(ϑ1, θ1) ψ∞(ϑ1, θ2) · · · ψ∞(ϑ1, θN)

ψ∞(ϑ2, θ1) ψ∞(ϑ2, θ2) · · · ψ∞(ϑ2, θN)
...

...
. . .

...
ψ∞(ϑM, θ1) ψ∞(ϑM, θ2) · · · ψ∞(ϑM, θN)

 .

Then, the singular value decomposition (SVD) of K can be written by

K = USV∗ ≈
S

∑
s=1

σsUsV∗s , (5)

where the superscript ∗ represents the Hermitian operator, U ∈ CM×M, S ∈ CM×N , and S ∈ VN×N .
Us ∈ CM×1 and Vs ∈ CN×1 are the left- and right-singular vectors of K, respectively, and σs denotes
singular value of K, such that

σ1 ≥ σ2 ≥ · · · ≥ σS > 0 and σs ≈ ρ ≈ 0 for s > S. (6)

From the (4), the elements of K can be approximated as

ψ∞(ϑm, θn) ≈
S

∑
s=1

2π

ln(`s/2)
exp(−ikϑm · cs) exp(ikθn · cs).

This representation yields us to introduce unit test vectors: for x ∈ Ω,

Wobs(x) =
1√
M

[
exp(−ikϑ1 · x), exp(−ikϑ2 · x), · · · , exp(−ikϑM · x)

]T

,

Winc(x) =
1√
N

[
exp(ikθ1 · x), exp(ikθ2 · x), · · · , exp(ikθN · x)

]T

,

(7)

where, Ω denotes the region of interest. Then, on the basis of the work by the authors of [1], we can
observe the following relationships,

Us ≈ exp(iγ(1)
s )Wobs(cs), Vs ≈ exp(−iγ(2)

s )Winc(cs), and γ
(1)
s + γ

(2)
s = arg(σs),

〈Wobs(x), Us〉〈Winc(x), Vs〉 ≈ 1 if x = cs ∈ Σ,

〈Wobs(x), Us〉〈Winc(x), Vs〉 ≈ 1 if x ∈ R2\Σ,

(8)

where 〈U, V〉 = U ·V. Based on above relations, we can introduce the following imaging function
adopted by the subspace migration,

fSM(x) :=

∣∣∣∣∣ S

∑
s=1
〈Wobs(x), Us〉〈Winc(x), Vs〉

∣∣∣∣∣ . (9)

Then, we can easily check that the map of fSM(x) will contain peak of magnitude 1 at x = cs ∈ Σ
and small one at x ∈ R2\Σ. Therefore, it will be possible to identify locations of all small cracks.
The complete procedure used for imaging via subspace migration is summarized in Algorithm 1.
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Algorithm 1 Procedure of imaging via subspace migration at given wavenumber k.

1: procedure SUBSPACE MIGRATION(k)
2: Initialize fSM(x)
3: for m = 1 to M do
4: for n = 1 to N do
5: collect far-field data ψ∞(ϑm, θn) ∈ K . see (3)
6: end for
7: end for
8: perform SVD of K = USV∗ . see (5)
9: select {U1, U2, · · · , US} and {V1, V2, · · · , VS} . see (6)

10: for x ∈ Ω do
11: evaluate Wobs(x) and Winc(x) . see (7)
12: initialize I(x)
13: for s = 1 to S do
14: I(x)← I(x) + 〈Wobs(x), Us〉〈Winc(x), Vs〉
15: end for
16: fSM(x) = |I(x)|
17: end for
18: plot fSM(x)
19: end procedure

3.2. Analysis of Imaging Function

Although subspace migration is a promising noniterative technique for imaging unknown targets
in limited-aperture inverse scattering problem, further mathematical theory to explain feasibilities,
the effect on the range of incident and observation directions, and fundamental limitations. Here,
we investigate mathematical expression of fSM(x) with an infinite series of Bessel functions of integer
order and the range of incident and observation directions. The result follows.

Theorem 1 (Mathematical structure of imaging function). Let x − cs = |x − cs|[cos φs, sin φs]T ,
ϑm = [cos ϑm, sin ϑm]T , and θn = −[cos θn, sin θn]T . Then, for sufficiently large M and N, fSM(x) can
be represented as follows

fSM(x) =

∣∣∣∣∣ S

∑
s=1

(
J0(k|x− cs|) +

Λobs
ϑM − ϑ1

)(
J0(k|x− cs|) +

Λinc

θN − θ1

)∣∣∣∣∣ , (10)

where Jν denotes the Bessel function of integer order ν,

Λobs = 4
∞

∑
p=1

ip

p
Jν(k|x− cs|) sin

(
p(ϑM − ϑ1)

2

)
cos

(
p(ϑM + ϑ1 − 2φs)

2

)
,

Λinc = 4
∞

∑
q=1

iq

q
Jν(k|x− cs|) sin

(
q(θN − θ1)

2

)
cos

(
q(θN + θ1 − 2φs)

2

)
.

Proof. From (8) and (9), we can observe that

〈Wobs(x), Us〉 = 〈Wobs(x), exp(iγ(1)
s )Wobs(cs)〉 =

1
M

exp(iγ(1)
s )

M

∑
m=1

exp[ikϑm · (x− cs)],

〈Winc(x), Vs〉 = 〈Winc(x), exp(iγ(2)
s )Winc(cs)〉 =

1
N

exp(iγ(2)
s )

N

∑
n=1

exp[ikθn · (x− cs)].
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As M and N are sufficiently large, the following relations hold uniformly (see [4,16] for instance);
for ϑm, ϑ ∈ S1

obs and x = |x|[cos φ, sin φ]T ,

1
M

M

∑
m=1

exp(ikϑm · x) ≈
1

ϑM − ϑ1

∫
S1

obs

exp(ikϑ · x)dϑ

= J0(k|x|) +
4

ϑM − ϑ1

∞

∑
ν=1

iν

ν
Jν(k|z|) sin

(
ν(ϑM − ϑ1)

2

)
cos

(
ν(ϑM + ϑ1 − 2φ)

2

)
,

where Jν denotes the Bessel function of integer order ν. With this, by denoting x − cs = |x −
cs|[cos φs, sin φs]T , we can derive

〈Wobs(x), Us〉 = exp(iγ(1)
s )

(
J0(k|x− cs|) +

Λobs
ϑM − ϑ1

)
,

where

Λobs = 4
∞

∑
p=1

ip

p
Jν(k|x− cs|) sin

(
p(ϑM − ϑ1)

2

)
cos

(
p(ϑM + ϑ1 − 2φs)

2

)
.

Analogously, we can obtain

〈Winc(x), Vs〉 = exp(iγ(2)
s )

(
J0(k|x− cs|) +

Λinc

ϑM − ϑ1

)
,

where

Λinc = 4
∞

∑
q=1

iq

q
Jν(k|x− cs|) sin

(
q(θN − θ1)

2

)
cos

(
q(θN + θ1 − 2φs)

2

)
.

Finally, applying (8) again, we can obtain

S

∑
s=1
〈Wobs(x), Us〉〈Winc(x), Vs〉 =

S

∑
s=1

(
J0(k|x− cs|) +

Λobs
ϑM − ϑ1

)(
J0(k|x− cs|) +

Λinc

θN − θ1

)
.

This leads us to (10) and completes the proof.

Remark 1 (Some properties of imaging function). On the basis of the result in Theorem (1), some properties
of fSM(x) can be summarized as follows.

1. As J0(0) = 1 and Jν(0) = 0 for all ν = 1, 2, · · · , we can examine that Λobs = Λinc = 0 when x 6= xs for
all s. This means that the terms Λobs and Λinc does not contribute to the imaging of cracks. Furthermore,
due to the oscillating properties of Bessel functions, some artifacts will be appear in the map of fSM(x).

2. The imaging performance of fSM(x) is significantly depending on the range of incident and observation
directions. For a detail, if the range of incident or observations is narrow, i.e., if the value of either ϑM − ϑ1

or θN − θ1 is small, it will be very hard to recognize the location of Σs because the term J0(k|x− cs|),
which contributes to the imaging of cracks, is dominate by either Λobs/(ϑM − ϑ1) or Λinc/(θN − θ1).
Otherwise, if the range of both incident and observation directions is wide, it will be possible to obtain
good results.

3. Based on the above observation, eliminating the terms Λobs and Λinc will be a method of improvement
of imaging performance. Notice that since the secrackhing point x is arbitrary, it is impossible to make
iν Jν(k|x− cs|)/ν ≡ 0. This means that one must find a condition to satisfy

sin
(

ν(ϑM − ϑ1)

2

)
cos

(
ν(ϑM + ϑ1 − 2φs)

2

)
= 0
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and

sin
(

ν(θN − θ1)

2

)
cos

(
ν(θN + θ1 − 2φs)

2

)
= 0.

One possible selection is ϑM − ϑ1 = θN − θ1 = 2π, i.e., full-aperture configuration. Another possible
option is ϑ1 = θ1 = φs and ϑM = θN = π + φs. Unfortunately, this selection is ideal because we have no
a priori information of the location of cracks. Nevertheless, this selection indicates us that if the range of
both incident and observation directions is wider than π, it will be possible to obtain good result via the
map of fSM(x).

4. As the following asymptotic property holds for sufficiently large k

Jν(k|x− cs|) ≈
√

2
kπ|x− cs|

cos
(

k|x− cs| −
νπ

2
− π

4

)
,

it is possible to eliminate Λobs and Λinc by applying k −→ +∞. However, this is an ideal condition.
5. In the limited-view problem, i.e., if ϑm = −θm for m = 1, 2, · · · , M with M = N then since Λobs = Λinc,

fSM(x) can be expressed as

fSM(x) =

∣∣∣∣∣ S

∑
s=1

(
J0(k|x− cs|) +

Λobs
ϑM − ϑ1

)2
∣∣∣∣∣ .

This is the same result derived in the work by the authors of [17].
6. In the full-aperture problem, i.e., if ϑM − ϑ1 = θN − θ1 = 2π then since Λobs = Λinc = 0, fSM(x) can

be expressed as

fSM(x) =
S

∑
s=1

J0(k|x− cs|)2.

This is the same result derived in [4].

4. Simulation Results

4.1. Imaging of Well-Separated Small Cracks

Some results of numerical simulation are exhibited here to support the theoretical result. For this,
a set of three different cracks with the small length ` = 0.05 are chosen:

Σ1 = {[h− 0.60,−0.20]T : −` ≤ h ≤ `}
Σ2 = {Rπ/4[h + 0.40, h + 0.35]T : −` ≤ h ≤ `}
Σ3 = {R7π/6[h− 0.20, h + 0.60]T : −` ≤ h ≤ `}.

Thus, c1 = [0.60, 0.20]T , c2 = [−0.40,−0.35]T , and c3 = [−0.20, 0.60]T . The ROI Ω is set to
Ω = [−1, 1]× [−1, 1], and the step size of x is set to 0.02. The far-field elements ψ∞(ϑm, θn) of K are
obtained for λ = 0.4 by solving a Fredholm integral equation of the second kind along the cracks
introduced in the work by the authors of [18]. The values of ϑ1 and M with4ϑ = π/20 are shown in
Table 1. After the calculation of far-field pattern data, a 20 dB white Gaussian random noise is added
to the unperturbed data.

Table 1. Test configuration for observation directions.

Setting 1 Setting 2 Setting 3 Setting 4 Setting 5 Setting 6

ϑ1 −π/6 −π/4 −π/3 −π/2 −π/3 0
M 7 11 14 21 31 41



Electronics 2019, 8, 1050 8 of 12

Figure 2 shows maps of fSM(x) with θ1 = −π/6, N = 7 and4θ = π/20. As we mentioned in (2)
of Remark 1, the location of the cracks cannot be identified with Setting 1 (narrow range). Through the
maps of fSM(x) with Setting 2 and 3, it is possible to recognize the existence of cracks but identification
of their location is somehow difficult due to the appearance of blurring effect at the center of all Σs,
s = 1, 2, 3. In contrast, it is possible to identify the location of cracks with Settings 4, 5, and 6 and this
supports the (3) of Remark 1.
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Figure 2. Maps of fSM(x). White colored marks o and ? denote the incident and observation
directions, respectively.

Figure 3 shows maps of fSM(x) with θ1 = −π/2, N = 21 and 4θ = π/20. In this case,
the locations of all cracks can be identified clearly with all Settings in Table 1, because the range of
incident directions is wide enough. This result supports the (3) of Remark 1.
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Figure 3. Maps of fSM(x). White colored marks o and ? denote the incident and observation
directions, respectively.
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4.2. Imaging of Closely Located Small Cracks: Resolution Limit

The purpose of numerical experiments in this section is to consider the resolution of the image.
For this, a set of three different cracks with the small length ` = 0.05 are chosen:

Σ4 = {[h− 0.05, 0]T : −` ≤ h ≤ `}
Σ5 = {Rπ/4[h + 0.05, h− 0.05]T : −` ≤ h ≤ `}
Σ6 = {R7π/6[h + 0.05, h + 0.05]T : −` ≤ h ≤ `}.

Thus, c4 = [0.05, 0]T , c5 = [−0.05, 0.05]T , and c6 = [−0.05,−0.05]T . Simulation configuration is same
as the imaging of well-separated small cracks.

Figure 4 shows maps of fSM(x) with θ1 = −π/6, N = 7 and 4θ = π/20. This result clearly
explains that throughout the imaging result with applied wavelength λ = 0.4, it is impossible to
distinguish three cracks. This result supports the Rayleigh resolution limit, refer to [19]. Figure 5
shows maps of fSM(x) with θ1 = −π/2, N = 21 and4θ = π/20. Similarly, it is impossible to identify
locations of three cracks even in the wide range of incident and observation directions.
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Figure 4. Maps of fSM(x). White colored marks o and ? denote the incident and observation
directions, respectively.

4.3. Further Results: Imaging of Cracks with Neumann Boundary Condition

Here, we just exhibit imaging results of cracks with Neumann boundary condition. Same as the
previous, we let ψinc(x, θ) = exp(ikθ · x) be the given incident field with propagation direction θ ∈ S1

and ψtot(x, θ) be the time-harmonic total field, which satisfies the Helmholtz equation

4ψtot(x, θ) + k2ψtot(x, θ) = 0 in R2\Σ

with the Neumann boundary condition

∂ψtot(x, θ)

∂N(x)
= 0 on Σ. (11)
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Figure 5. Maps of fSM(x). White colored marks o and ? denote the incident and observation
directions, respectively.

Here, N(x) denotes the unit outward normal vector at x ∈ Σ. In this case, the far-field pattern
ψ∞(ϑ, θ) can be represented as the double-layer potential with unknown density function ϕ(c, θ)

ψ∞(ϑ, θ) = − (1− i)
√

k
4
√

π

∫
Σ
(ϑ ·N(c)) exp(−ikϑ · c)ϕ(c, θ)dc. (12)

Throughout several researches [4,20–24], estimation of N(x) at x ∈ Σ is essential to obtain good
result. Unfortunately, we have no a priori information of crack, therefore an additional procedure for
estimating N(x) is needed, but this requires large computational costs. Due to this, similarly to the
imaging of crack with Dirichlet condition, we adopt the same imaging function (9),

fSM(x) :=

∣∣∣∣∣ S

∑
s=1
〈Wobs(x), Us〉〈Winc(x), Vs〉

∣∣∣∣∣ .

Here, test vectors Wobs(x) and Winc(x) are given in (7).
It is worth to mentioning that there is no asymptotic expansion formula for the far-field pattern

because the density function ϕ(c, θ) of (12) is still unknown. Instead, on the basis of physical
factorization of MSR matrix [20,25], we can derive the following outline mathematical expression
of fSM(x): Let x − cs = |x − cs|[cos φs, sin φs]T , ϑm = [cos ϑm, sin ϑm]T , θn = −[cos θn, sin θn]T ,
and N(c) = [cos ζc, sin ζc]T . Then, for sufficiently large M and N,

fSM(x) =

∣∣∣∣∣ S

∑
s=1

(
i
〈

x− cs

|x− cs|
, N(xs)

〉
J1(k|x− cs|) +

Λobs
ϑM − ϑ1

)
×
(

i
〈

x− cs

|x− cs|
, N(xs)

〉
J1(k|x− cs|) +

Λinc

θN − θ1

)∣∣∣∣ , (13)
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where

Λobs =2 sin
ϑM − ϑ1

2
cos

ϑM + ϑ1 − 2φs

2
J0(k|x− cs|)

+ 2
∞

∑
p=2

ip Jp(k|x− cs|)
(

1
1− p

sin
(1− p)(ϑM − ϑ1)

2
cos

(1− p)(ϑM + ϑ1) + 2pφs − 2ζc

2

+
1

1 + p
sin

(1 + p)(ϑM − ϑ1)

2
cos

(1 + p)(ϑM + ϑ1)− 2pφs − 2ζc

2

)
Λinc =2 sin

θN − θ1

2
cos

θN + θ1 − 2φs

2
J0(k|x− cs|)

+ 2
∞

∑
q=2

iq Jq(k|x− cs|)
(

1
1− q

sin
(1− q)(θN − θ1)

2
cos

(1− q)(θN + θ1) + 2qφs − 2ζc

2

+
1

1 + q
sin

(1 + q)(θN − θ1)

2
cos

(1 + q)(θN + θ1)− 2qφs − 2ζc

2

)
.

A rigorous derivation of asymptotic expansion formula for the far-field pattern and mathematical
structure of imaging function in the existence of perfectly conducting cracks with Neumann boundary
condition will be an interesting and forthcoming research topic.

5. Conclusions

Based on the structure of the singular vectors of the MSR matrix, we designed an imaging
function of subspace migration in limited-aperture inverse scattering problem. Throughout careful
derivation, we investigated that the imaging function can be expressed by an infinite series of
Bessel function of integer order and the range of incident and observation directions. On the basis
of the theoretical result, various properties of imaging technique and least condition of incident
and observation directions to guarantee a good result. The Simulation results with noisy data are
exhibited to support the theoretical results and demonstrate the discovered properties. In this paper,
the imaging of crack(s) with Dirichlet boundary condition was considered. Extension to the imaging
of cracks with Neumann boundary condition will be considered in future work. Following several
contributions [14,26–29], we found that the MUltiple SIgnal Classification (MUSIC) algorithm is an
effective and stable noniterative imaging technique in inverse scattering problem. Investigation of
mathematical structure of MUSIC-type imaging function in limited-aperture inverse scattering problem
will be also an interesting research topic.
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