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Abstract

:

Induction motors (IM) have been a fundamental part of industrial applications for over a century and the number of their applications continues to expand. A significant amount of the world’s total energy expense is consumed by this kind of motor. Hence, it is very important to increase the energy efficiency of these machines. Due to its good performance, field-oriented control (FOC) is the most common strategy to control IM. FOC requires references for stator current and rotor magnetic fluxes. For velocity regulation, a velocity reference is used instead of a stator current reference. However, at motor start-up or when a change of torque is required, it would be convenient for these references to be variable in order to reduce energy consumption. In this work, it is shown that this is indeed the case, and a technique to find optimal time-variable references for stator currents and magnetic rotor fluxes to reduce energy consumption is proposed. It is shown that, depending on the mechanical load, an energy reduction of 20–45% can be achieved.
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1. Introduction


The reduction of energy consumption is a very important issue nowadays. Great effort is being dedicated to reducing the energy used by electric and electronic devices, particularly in two general cases: (a) in commonly used devices and (b) in devices fed by batteries. The first case is important because any improvement in energy expenditure in these devices has a multiplicative effect. The importance of the second case is obvious, as it is always desirable to maximize battery charge duration.



Induction motors are ubiquitous in industry, to the extent that more than 30% of the world’s total energy consumption comes from this kind of motor [1,2]. In addition, their use in electric transportation is increasing. Hence, any improvement in the energy expenditure of these machines is important.



Energy consumption optimization in three-phase induction motors has been a widely discussed topic since the first electronic converters were used to drive this type of motor [3,4]. With the introduction of the Field-Oriented Control (FOC), attention on this topic became deeper. This control strategy seeks to directly modifying the dynamics of the current that drives the motor. The FOC acts over the motor flux (d-axis) and current vector (q-axis). The significance of these vectors is due to the resultant torque from their product, and the energy consumption is proportional to their magnitude. Hence, it is natural that many works on optimization have relied on the FOC as a base [5].



Many previously published works have focused on obtaining optimal values for gains of controllers of the FOC. Some works have shown that a change in the gain modifies the resulting performance of the motor [6,7,8]. Other works have focused on the selection of an appropriate set-point for the optimal magnetic flux, given a certain load. Once the set-point is found, it is kept constant, even if the motor starts or stops numerous times [9,10,11]. In [12], the approach of minimizing the power losses in the stator to find the correct references for the controllers was employed. To find the set-point value, some studies have used numerical methods [13]. Others found the value using more heuristic techniques such as genetic algorithms or swarm algorithms [14].



A significant amount of energy is consumed by the motor when torque or velocity changes, particularly at the start-up of the motor or when an increase in torque is required. In this dynamic situation, to reduce energy consumption, it would be convenient for fluxes and current to be variable. However, most works keep the fluxes constant. Taking this observation into account, in this paper, a procedure to find references for flux and current vectors that minimize the motor energy consumption is proposed. The proposed algorithm seeks two time-variable functions that act as references for the flux and current vectors.



The proposed optimization procedure uses the whole dynamic system equations, including the motor dynamical model, a static or dynamical model for the mechanical load, and dynamic controller equations. The cost function to be minimized is constructed from the supplied currents, which are directly related to the total energy consumption.



It is important to point out that, for the optimization procedure, it is a controller strategy is assumed to be given. Thus, the controller parameters and final values of the set points are assumed to be known. There are some proposals to find optimal values for these parameters [15]. The procedure proposed here does not substitute, but rather complements, these proposals.



A control strategy that has proven to be very robust in simulations and in experiments [16] is employed in this paper. This control strategy includes proportional-integral (PI) controllers for the flux vector and the current vector. It also includes a third PI controller for the speed. Note that, although a control strategy is necessary to obtain the results, a different control strategy could be used in the optimization procedure.



As a result of the optimization procedure, time-variable vectors of flux and current are obtained as references. Using such references, the actual variables have peak values that are notably lower than those achieved without optimization. More significantly, average power at motor start-up is 20–45% lower.



The proposed procedure to find variable references requires a great number of calculations which must be performed before the motor operations. However, there are many applications where velocity changes are previously known. These applications include battery-fed motors, high peak starting current motors, and motors that continuously start and stop.



The rest of the paper is organized as follows: in Section 2, the overall setting for control of the induction motor is described. In Section 3, the optimization procedure is explained. Simulation results are presented in Section 4. The performance of the system before and after optimization is also analyzed in Section 4. In the last section, the benefits and limitations of the proposed procedure are discussed.




2. System Model


To obtain optimized references, it is necessary to build a complete model of the system. Such model can be derived by dividing the system into three parts: the induction motor model, the controller model including the magnetic flux estimator model, and the mechanical load model. In this work, a constant mechanical load is considered, but it would not be difficult to include a dynamic model for the load. In the following subsections, the motor model and the controller model are established.



2.1. The Model of the Induction Motor


The induction motor is an electro-mechanical device that has been studied extensively [4,5,17,18]. Basically, it consists of three stator coils, respectively fed by three (usually) sinusoidal voltages with 120° of phase between them. The current through the coils generated by the stator voltages results in a rotating electromagnetic field. This electromagnetic field induces currents in the rotor formed by short-circuited bars. Currents through bars on the rotor cause a second field to be generated. The interaction between the stator field and rotor field produces torque.



The mathematical model of the induction motor can be derived from relations between stator current equations, the magnetic rotor flux equations, and a final equation that relates the electric torque to the mechanical torque [17,18,19]. Some works have developed models from relations between the three phase stator voltages Va,b,c, stator currents ia,b,c, and magnetic fluxes ψa,b,c.



It is well known that stator voltages and currents are not independent, and transformations can be made to describe a system using two instead of three phases. This is known as the Clarke transformation [20]. The two voltages (and currents) obtained after the Clarke transformation are separated by 90° and are known as the dq-frame.



Considering all the previous observations given in [17], the following model was obtained:


i˙dss=−Lm2Rr+Lr2RsσLr2Lsidss+LmRrσLr2Lsψdrs+LmωrσLrLsψqrs+VdrsσLs,



(1a)






i˙qss=−Lm2Rr+Lr2RsσLr2Lsiqss+LmRrσLr2Lsψqrs−LmωrσLrLsψdrs+VqrsσLs,



(1b)






ψ˙drs=LmRrLridss−RrLrψdrs−ψqrsωr,



(1c)






ψ˙qrs=LmRrLriqss−RrLrψqrs+ψdrsωr,



(1d)






ω˙r=P3PLm(iqssψdrs−idssψqrs)(2J)4Lr−TL2J.



(1e)







The symbols of model (1) are physical motor parameters and variables. They are defined in Table 1, except for σ, Ls, and Lr, which are introduced to simplify the notation and are given by


σ=1−Lm2LsLr,



(2a)






Ls=Lls+Lm,



(2b)






Lr=Llr+Lm.



(2c)








2.2. Field-Oriented Control of the Induction Motor


The voltages, currents, and magnetic fluxes of induction motors are time-variable. However, if a rotating coordinated frame synchronized with the rotor magnetic flux is defined, for these coordinates, electric and magnetic variables would be constants. Having electric and magnetic variables as constants, the magnitude of these variables could be controlled with the usual PI controllers to achieve maximum torque. These are the key ideas of FOC. The overall scheme of FOC is depicted in Figure 1. In what follows, the main components of this schema are described.



2.2.1. Estimation of the Magnetic Flux Angle


To construct the rotating coordinate frame, it is necessary to know the direction of the magnetic flux of the rotor. The angle between the magnetic flux and the motor stator describes this direction. This angle is denoted by theta (see Figure 1). However, this angle can not be measured; hence, it must be estimated.



Several flux angle estimators have been proposed. The Voltage Model uses supplied voltages and stator currents. The Current Model uses stator currents and the rotor angular velocity. There are also several sensor-less techniques that do not need the angular velocity of the rotor, such as observers or slip estimators. Each estimation method has its advantages and disadvantages. Sensor-less methods do not need the velocity or position sensor, but they require a higher number of calculations.



The estimation model used in this work is known as the Voltage Model [17]. In the voltage model, the stator magnetic flux dq components are obtained from


ψ^˙dss=Vdss−Rsidss,



(3a)






ψ^˙qss=Vqss−Rsiqss.



(3b)







Then, the rotor magnetic flux dq components are calculated using


ψ^drs=Lrψ^dss−LlsidssLm−Llridss,



(4a)






ψ^qrs=Lrψ^qss−LlsiqssLm−Llriqss.



(4b)







Having the dq components of rotor flux estimation, the magnitude of the rotor flux is calculated using


ψ^rs=ψ^drs2+ψ^qrs2.



(5)







Finally, sin(θ) and cos(θ) are obtained from rotor magnetic flux estimation components and its magnitude:


cos(θ)=ψ^drsψ^rs,



(6a)






sin(θ)=ψ^qrsψ^rs.



(6b)







Expressions (6) are used to construct the rotating coordinate transformation and its inverse.




2.2.2. The Park Transformation


In order to use Proportional-Integral controllers, a rotating frame needs to be used. In this rotating frame, all of the electric and magnetic variables can be seen as stationary vectors. This frame can be aligned to any vector in particular. Generally, this rotation frame is aligned with a magnetic flux vector, which can be the rotor flux or the stator flux.



In summary, the motor model has a stationary coordinate frame (denoted with super index s), and the controller has a rotating coordinate frame. In order to be used in the controller, the variables from the motor model have to be transformed with the Park transformation given by


iqsids=cos(θ)−sin(θ)sin(θ)cos(θ)iqssidss.



(7)








2.2.3. The PI Controllers


To control the motor velocity via FOC, it is necessary to have three control loops. One control loop acts over the magnetic flux, a second control loop acts over the rotor current, and the third is a velocity control loop. The output of the velocity control loop can act as a reference for the rotor current control loop.



The control structure Cψ (see Figure 1) acts over the rotor flux, and it is described by


ψer=ψref−ids,



(8a)






ψ˙ie=ψer,



(8b)






Vds=kaψψer+kbψψie,



(8c)




where ψref is the reference of the magnetic flux.



Controller Cω acts over the angular velocity while controller structure Ci acts over the rotor current, which produces torque. The output signal of Cω is the reference for Ci.



The structure of controller Cω is given by


ωer=ωref−ωr,



(9a)






ω˙ie=ωer,



(9b)






isp=kaωωer+kbωωie,



(9c)




where ωref is the reference for the rotor angular velocity.



Controller Ci uses iref as the reference, hence


ier=iref−iqs,



(10a)






i˙ie=ier,



(10b)






Vqs=kaiier+kbiiie.



(10c)







Finally, controller output voltages Vds and Vqs must be converted from the rotating frame to the fixed frame using the inverse of the Park transformation given by


VqssVdss=cos(θ)sin(θ)−sinθ)cos(θ)VqsVds.



(11)







The gains of the three PI controllers depend on motor parameters such as the inductance and resistance as well as other performance parameters such as the damping factor and bandwidth.



The gains for controller Ci are given by


kai=Lsr,



(12a)






kbi=Rr+RsLsr,



(12b)




where


Lsr=Lls+Lm1−Lm2Llr+LmLls+Lm.



(13)







The gains for controller for controller Cψ are


kaψ=Lsr,



(14a)






kbψ=RsLsr,



(14b)




where


kpr=3PiψcLm24Llr+Lm.



(15)







Finally, the gains for controller Cω are given by


kaω=1ktkpr,



(16a)






kbω=1δ2,



(16b)




where the parameters δ and kt are proposed by the user based on the damping ratio and velocity sensor time constant.






3. The Proposed Procedure to Find Variable References


This section describes how the references for velocity ωref and flux ψref are found. A variational approach is used. Optimization based on variational tools has been studied in many references (see, for example, the excellent books [21,22,23])



The main result of variational approach used in this work is summarized below, and then the specific procedure is detailed.



3.1. A Variational Tool


Consider the system


x˙=f(x,u),



(17)




where x∈Rn, u∈Rm, y f:Rn+m→Rn. To find an input u* that causes the system (17) to follow a trajectory x* that minimizes the functional


J(u)=hx(tf)+∫totfF(x,u)dt,



(18)




it is necessary that, for all t∈t0,tf, expressions


x˙*=∂∂pHx*,u*,p*,



(19a)






p˙*=−∂∂xHx*,u*,p*,



(19b)






0=−∂∂uHx*,u*,p*,



(19c)




and boundary conditions


∂∂xhx*(tf),tf−p*(tf)Tδxf=0



(20)




hold. Function p(t) is a vector function in Rn. The function H is called the Hamiltonian and is defined by


Hx,u,p=F(x,u)+pTf(x,u).



(21)







There are several methods to find u*, x* and p* that satisfy optimal conditions (19). The steepest descent is an iterative method that is easy to understand. The method is summarized in Figure 2. First, an initial discretized u(t) for t∈[t0,tf] is proposed. Using u, the estate x* is found by forward simulation, and the co-estate is found by backward simulation. At each iteration, small improvements are made by changing u according to


u(k+1)=u(k)−τ∂∂uH(k),



(22)




where τ is the step size and can be constant or variable. If τ is constant, it must be smaller than the smallest valley. Changes in u given by Equation (22) seek to achieve


∥∂∂uH(x,u,p)∥=0.



(23)







Note that, at each iteration, conditions (19a) and (19b) are satisfied. Then, if condition (19c) is fulfilled, it means that all optimal conditions (19) are accomplished. That is, when Equation (23) is accomplished, conditions (19) are fulfilled.



The algorithm stops when the left-hand-side of Equation (23) is close enough to zero.




3.2. Finding Variable References


The optimization procedure seeks to find references for the velocity and flux; hence, it is convenient to define


u=uωuψT=ωrefψrefT.



(24)







The main objective of this work is the reduction of energy consumption. Consequently, it is convenient to propose a function cost that depends on motor stator currents because these currents are directly related to the motor energy consumption.



Thus, the cost function is proposed as


J(u)=gωωref−ωr(tf)2+∫totfidss+iqss2dt.



(25)







Note that a big value of gω reinforces the fact that the final value of the velocity has been reached.



The overall system model is composed of the motor model and the controller model. Hence, the complete system dynamical equation is formed by the five differential equations of the motor given by Equation (1), the two flux estimator differential equations given by Equation (3), and the three differential equations of the PI controllers given by Equations (8)–(10). It is convenient to define the motor state using


xm=idssiqssψdrsψqrsωrT.



(26)







The estimator state is defined by


xe=ψ^drsψ^qrsT



(27)




and the controllers state is defined by


xc=ωieiieψieT.



(28)







Hence, the complete system state can be defined by


x=xmxexcT.



(29)







According to Section 3.1, from Equations (25)–(28), the Hamiltonian can be expressed by


H(x,u,p)=idss2+iqss2+px,uTx˙.



(30)







The co-state dynamical equations are obtained using


p˙=−∂H∂x.



(31)







It is important to point out that, in addition to dynamical equation, the system description includes algebraic equations such as the Park and Inverse Park transformations (see Figure 1). Although, theoretically, these algebraic equations could be considered as additional restrictions, it is not convenient to do so. Including algebraic equations as restrictions means that the numerical algorithm has to solve them at each iteration. This significantly increases the time required for algorithm execution, and means that it is prone to errors and could result in numerical instability.



Instead of including algebraic relations as restrictions, they were solved and included in the system dynamical equations. Such dynamical equations were used in Equations (30) and to find the co-state equations from Equation (31). Note that the inclusion of algebraic equations in dynamical equations gives rise to very long expressions that are not written here because they do not add clarity. However, they are not difficult to obtain using symbolic computation software, like Wolfram Mathematica (WM) (version 10.0.0.0, Wolfram Research Inc., Champaign, IL, USA).



According to Equation (20), the boundary values of co-states are zero, except for


pω(tf)=ωref−ωr(tf).



(32)







After determining all system and co-state dynamical equations and their boundary conditions, the steepest descent was applied to find the optimal functions for u. The initial time was zero and the final time tf was proposed from a simulation without optimization. The norm employed was


∫t0tf∂H∂uω2+∂H∂uψ2dt.



(33)









4. Simulation Results


Using WM, the ten differential equations of the complete system were obtained in explicit form. The developed code used the motor model, the flux estimator, and the controller equations. The ability of WM to manipulate symbolic expressions allows different dynamic systems with different parameters to be obtained with almost no effort. To actually obtain the references, optimization and simulation procedures were developed in Java. Methods to evaluate the cost functions and norm functions were also programmed. A translator between expressions produced by WM and expressions with the syntax of Java was also developed. The optimization algorithm was programmed in Java because calculations take less time to perform on this platform than in WM, and has more tools for debugging. Hence, it is easier to find and solve potential problems. Once the optimized references were obtained in Java, these functions were fed back to the motor model in WM. With this strategy, we ensured that well performing optimization and simulation procedures were developed.



The motor parameters used in the simulations are shown in Table 2. Such parameters were obtained from the 3/4 HP induction motor. The optimization parameters were τ=0.01 and max(∂H/∂u)=5(10−6).



Several simulations were performed to observe the behaviors of the supply currents and the angular velocity. The final angular velocity was restricted to keep voltage supply below 220VAC. In all simulation conditions, the current consumption and peak value reduction were observed. The percentage of energy consumption reduction was between 20 and 45% depending on the angular velocity and mechanical load.



In Figure 3 and Figure 4, two of these simulations are shown. As can be observed from these simulations, the optimization procedure changed the references. As a consequence of this change, peak values were notably reduced. Particularly, it can be observed from the graphs that optimization of references uω(t) and uψ(t) reduced the mechanic stress by reducing the peak angular velocity value and smoothing the acceleration. Optimization also reduced the peak values of idss and iqss, which are the optimization target variables. If the motor demands less current, the required voltage will be less. Reductions in the current and voltage peak values mean less peak power is needed.



The level of reduction achieved is summarized in Table 3 and Table 4. To obtain the values reported in these tables, the current consumption was calculated using


∫t0tfidss2+iqss2dt



(34)




and the energy consumed was calculated by


32∫t0tfidssVdss+iqssVqssdt.



(35)







The average apparent power delivered by the power source was calculated from


APAv=32Vd2+Vq2id2+iq2,



(36)




where Vd, Vq, id and iq are the root mean square (RMS) values [24].



Note that, instead of using the commonly used acceleration ramp, the proposed algorithm seeks the optimization of current consumption by applying large initial values at the set points and then rapidly converging them to the final value, which is equal to the original set-point value. The large initial set-point values help the system to have a faster response, but this faster response does not imply big peak values.




5. Conclusions


It has been shown in this work that, if a Field-Oriented Controlled induction motor has variable references for angular velocity and rotor magnetic flux, it can reduce the energy consumed by 20–45% and decrease the current consumption by 10–15%. A procedure to find these references was proposed. Variable current and flux references also reduce peak current values. This effect can reduce the stress over the electric installation; furthermore, acceleration peaks are lower than in the initial simulation reducing the mechanic stress of the motor and the load.



Due to its massive number of calculations, the proposed procedure to find variable references cannot be done during motor operation. If there is a change in parameters or mechanical load, the calculations must be redone. A plausible strategy is to perform the calculations for several common cases and use interpolation if another case arises during the operation. Nevertheless, there are significant motor applications where changes in velocity are known and the motor starts and stops continuously.
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Figure 1. Velocity Field-Oriented Control. 
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Figure 2. Flow diagram of the steepest descent method. 
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Figure 3. Simulation with load. Final velocity: 30 rads/s. Final time: 0.5 s. (a) motor power; (b) motor angular velocity; (c) motor supply current d-axis; (d) motor supply current q-axis; (e) angular velocity reference; (f) magnetic flux reference. 






Figure 3. Simulation with load. Final velocity: 30 rads/s. Final time: 0.5 s. (a) motor power; (b) motor angular velocity; (c) motor supply current d-axis; (d) motor supply current q-axis; (e) angular velocity reference; (f) magnetic flux reference.
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Figure 4. Simulation with load. Final velocity 50 rads/s. Final time: 0.5 s. (a) motor power; (b) motor angular velocity; (c) motor supply current d-axis; (d) motor supply current q-axis; (e) angular velocity reference; (f) magnetic flux reference. 
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Table 1. Induction motor parameters.






Table 1. Induction motor parameters.





	Parameter
	Description





	idss
	Supply current d-axis



	iqss
	Supply current q-axis



	ψdrs
	Rotor magnetic flux d-axis



	ψqrs
	Rotor magnetic flux q-axis



	Vdrs
	Supply voltage d-axis



	Vqrs
	Supply voltage q-axis



	ωr
	Motor angular velocity



	TL
	Mechanic load torque



	Rr
	Rotor resistance



	Rs
	Stator resistance



	Lls
	Stator inductance



	Llr
	Rotor inductance



	Lm
	Mutual inductance



	J
	Rotor inertia



	P
	Number of poles
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Table 2. Motor parameters used in simulations.






Table 2. Motor parameters used in simulations.





	Parameter
	Value





	Power
	559.27 W



	P
	2



	Rr
	21.34 Ω



	Rs
	4.19 Ω



	Lm
	1.37 H



	Lls
	0.05 H



	Llr
	0.05 H



	TL
	1.0 Nm



	J
	5.89 × 10 −4 kg·m2
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Table 3. Simulation with load. Final velocity: 30 rads/s. Final time: 0.5 s.






Table 3. Simulation with load. Final velocity: 30 rads/s. Final time: 0.5 s.





	Parameter
	Original
	Optimized
	%





	Peak Current
	3.62 A
	1.56 A
	−56.9%



	Peak Power
	352.35 W
	70.18 W
	−80.08%



	Energy
	34.83 J
	18.50 J
	−46.88%



	Apparent Average Power
	103.73 VA
	51.59 VA
	−50.26%



	Current Consumption
	1.32 A2·s
	1.13 A2·s
	−14.4%
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Table 4. Simulation with load. Final velocity: 50 rads/s. Final time: 0.5 s.






Table 4. Simulation with load. Final velocity: 50 rads/s. Final time: 0.5 s.





	Parameter
	Original
	Optimized
	%





	Peak Current
	3.54 A
	2.62 A
	−25.9%



	Peak Power
	378.01 W
	199.73 W
	−47.16%



	Energy
	42.52 J
	32.58 J
	−23.38%



	Apparent Average Power
	143.76 VA
	110.01 VA
	−23.47%



	Current Consumption
	1.34 A2·s
	1.24 A2·s
	−7.46%
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