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Abstract

:

Assistive devices for visually impaired people (VIP) which support daily traveling and improve social inclusion are developing fast. Most of them try to solve the problem of navigation or obstacle avoidance, and other works focus on helping VIP to recognize their surrounding objects. However, very few of them couple both capabilities (i.e., navigation and recognition). Aiming at the above needs, this paper presents a wearable assistive device that allows VIP to (i) navigate safely and quickly in unfamiliar environment, and (ii) to recognize the objects in both indoor and outdoor environments. The device consists of a consumer Red, Green, Blue and Depth (RGB-D) camera and an Inertial Measurement Unit (IMU), which are mounted on a pair of eyeglasses, and a smartphone. The device leverages the ground height continuity among adjacent image frames to segment the ground accurately and rapidly, and then search the moving direction according to the ground. A lightweight Convolutional Neural Network (CNN)-based object recognition system is developed and deployed on the smartphone to increase the perception ability of VIP and promote the navigation system. It can provide the semantic information of surroundings, such as the categories, locations, and orientations of objects. Human–machine interaction is performed through audio module (a beeping sound for obstacle alert, speech recognition for understanding the user commands, and speech synthesis for expressing semantic information of surroundings). We evaluated the performance of the proposed system through many experiments conducted in both indoor and outdoor scenarios, demonstrating the efficiency and safety of the proposed assistive system.
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1. Introduction


According to the global statistics of the World Health Organization (WHO), 188.5 million people have mild vision impairment, 217 million people have moderate to severe vision impairment, and 36 million people are blind [1]. Vision impairment has a significant impact on lives, including the ability to navigate and recognize the environment independently. Aside from achievement of medicine, neuroscience, and biotechnologies to find an ultimate solution to vision impairment problems [2], electronic and computer technologies can provide assistive tools to improve their quality of life and allow better integration into society.



A survey [3] of 57 visually impaired people, their care givers, and rehabilitation professionals found that the visually impaired persons (VIPs) require and expect an electronic assistive device with (1) adequate information of the surroundings; (2) a simple user interface; (3) light weight; (4) safety; and (5) cost effectiveness. To satisfy the above needs, many electronic assistive devices [4,5,6,7] have been proposed in recent years. These designs can be classified into two categories from an overall perspective. One is for guidance/navigation and the other one is for recognizing the nature of nearby obstacles/objects. However, very few of them couple both functionalities (i.e., navigation and recognition) [2], or apply recognition technology to navigation system [8]. Integrating recognition and navigation capabilities into a single system can dramatically improve the VIP’s daily traveling. For example, a navigation system without a recognition function may understand a chair as an obstacle when it is helping a blind person to look for a seat, or find no path to enter a room with closed doors. However, if the recognition capability is present, it will help the VIP to find the chair to sit, or open the door to enter the room.



With the aim of addressing the above needs, this paper proposes a new design that incorporates navigation and recognition capabilities into a single prototype (see Figure 1). The device is based on computer-vision technologies due to the vision sensor’s characteristic of adequate information, light weight, and low cost compared to other sensors, such as ultrasonic and LiDAR sensors [9] that many early assistive devices used. The components of this device include a consumer Red, Green, Blue, and Depth (RGB-D) camera attached to a pair of eyeglasses, an Inertial Measurement Unit (IMU) attached to a camera, a smartphone, and an earphone for commands/feedback. The system can work in both indoor and outdoor environments. As soon as the device is powered on, the navigation module will work to instruct the VIP whenever he/she wants to go to a place. To avoid information overload, the recognition module is activated according to the user requirement via a simple action of double-tapping the smartphone screen. The prototype was implemented and tested in both indoor and outdoor environments, and the results show good performance in terms of both navigation and recognition efficiency, and provides a good traveling experience for VIPs.



The main contributions of this work are as follows:




	
Design a lightweight Convolutional Neural Network (CNN)-based 2.5D object-recognition module which combines depth image-based object-detection method to provide obstacles’ category, location, and orientation information, and integrate this module into our previous work [10,11] to improve the environment perception ability of VIP and promote navigation.



	
Propose an adaptive ground segmentation algorithm that uses an adaptive threshold computation algorithm and uses ground height continuity among adjacent frames.



	
Present a walkable direction search method to guide VIP to his/her destination.



	
Expand our previous work [10,11] to allow the system to be applied in outdoor scenarios.








The remainder of this paper has been divided into four sections. The related previous works are presented in Section 2. In Section 3, the proposed system is introduced and described in detail. Subsequently, in Section 4, the system performance is tested and discussed in both indoor and outdoor environments. Finally, the conclusions, along with some ideas of future, study are given in Section 5.




2. Related Work


In this section, the relevant works on vision-based navigation and recognition systems for VIPs in the past six years are introduced. In addition, we focus object recognition on the deep-learning-based methods that are very popular in computer vision and robotics communities.



2.1. Vision-Based Assistive Systems for VIPs


Vision-based assistive systems use different types of camera, such as mono camera, stereo camera, and RGB-D camera, to capture images from the real-world environment, and use computer vision-based algorithms such as segmentation, edge detection, and image filtering to detect obstacles.



A wearable tool was designed in [12] to provide navigation assistance for VIP in indoor and outdoor scenarios by perceiving the environment and traffic situations such as street crossings, traffic lights, cars, and other obstacles. It uses a stereo camera and generates audio signals for navigation. It detects a free path under the assumption that the texture of the free path remains the same in the approaching meters, and the largest plane in the image is the ground. As a result, changes to ground texture or other large planes (e.g., a wall or a table) may cause errors in free path detection. Furthermore, the data processing unit is limited to video inputs.



A navigation system for VIP was presented in [13] that uses an RGB-D camera to detect obstacles. It not only identifies hurdles through corner detection, but also offers a safe path to the left or right side. Voice synthesis is used to alert the users. However, the system has no recognition capability and the obstacle detection performance degrades severely under strong sunlight.



A new obstacle detection method in a Deformable Grid (DG) structure was proposed in [14,15] to aid VIP. It detects an obstacle in danger of a crash according to the level of DG deformation. It uses an RGB camera to capture video sequences which then will be sent to a laptop for processing. The resulting signal is conveyed to the user’s earphone via Bluetooth technology. In [15], a vertex deformation function was used to improve the performance of the previous work [14] in terms of accuracy and processing time. However, it cannot detect obstacles that are closed to non-textured regions such as a door or a wall.



A wearable device in [16] expanded the detection of the traversable area by using an RGB-D camera. RANdom SAmple Consensus (RANSAC) segmentation and surface normal vector estimation are used to obtain the traversable area. The device provides a non-semantic stereophonic interface to transfer the traversable area-detection results to the VIP. It can operate in both indoor and outdoor environments. However, the proposed prototype has heavy computation, which is very difficult for real-time operation, and only detects the traversable area within a short range. Later, the same author designed a deep learning-based pixel-wise semantic segmentation method in [17] to help VIPs perceive terrain such as traversable area, stairs, water hazards, and sidewalks. However, the system needs a graphics processing unit (GPU) to accelerate the processing of semantic segmentation.



A prototype [2] was developed to provide the capabilities of autonomous navigation and object recognition in indoor scenarios for VIPs. The system integrates a headset, camera, IMU, and laser sensors that are placed on the user’s chest. The user interface is via speech recognition and synthesis modules. In order to recognize objects, the system first learns the image similarity via a bundle of Gaussian Process Regressors (GPR) and then uses GPR to assess the similarity between the captured image in a new scene and the training images. Consequently, it requires prior information about indoor environments to train the GPR, which limits its universal application in other scenarios.



A new navigation system for VIP was introduced in [9] by using an RGB-D camera to collect visual and range information from the surroundings. It fuses range and color information to detect obstacle-free paths and classifies the main structural elements of the scene for safe navigation across unknown environments. It sends navigation commands to the users via a sound map which is created by stereo beeps and voice commands. However, the algorithm is complicated and runs at just 0.3 fps. In addition, the system only operates in indoor environments.



A Co-Robotic Cane (CRC) was presented in [18] that uses a three-dimensional (3-D) camera for pose estimation and object recognition in an unknown indoor environment. The camera’s pose change is determined by visual range odometry (VRO) and the iterative closest point (ICP) algorithm. The object-recognition method detects indoor structures such as stairways and doorways, and objects such as tables and chairs, by a Gaussian mixture model (GMM)-based pattern-recognition method. Later, the CRC’s developing team integrated a wayfinding function [19] into CRC for navigating VIP in an indoor environment. Recently, they presented a 3D object-recognition method to allow real-time indoor structural object detection [20]. The method segments the point cloud into different planar patches and classifies planes into the model objects. However, the system does not couple navigation and recognition capabilities, and does not show that the object recognition can improve the navigation.



A smartphone-based navigation system for VIP was designed in [21] that uses RGB camera, MEMS, and ultrasonic sensors to perceive the environment. It enables book reading, phone calls, and date and time searching, and communicates with users via a Text-to-Speech (TTS) module. However, the system does not optimize obstacle detection distance through many tests in indoor and outdoor scenarios.



A framework called Blind Guide for VIP was proposed in [22] to navigate VIP in indoor and outdoor environments by using wireless sensor networks. The system uses an RGB camera and ultrasonic sensor to detect obstacles and provide an audio signal as feedback. The system can identify chairs, tables, doors, and other objects in indoor environments via a cloud image recognition service. Thus, it only works in a scene with internet access and works well only with good light conditions.



A wearable system was proposed in [23] to provide situational awareness for VIP. The system uses a portable depth camera to extract surroundings’ information, such as obstacle range and direction, the free space, and the target object’s location and identity. Haptic feedback from vibration motors is used to provide navigation cues. However, the system applies to only indoor environments and recognizes only some common objects in engineered indoor scenes, e.g., tables, chairs, and loungers.



A monocular vision-based system was introduced in [24] to aid VIP in walking, running, and jogging. It uses an RGB camera to capture the images, and then processes the images to extract the lines/lanes. The alert signal is generated by a haptic device to notify the users to move left or right. However, it is not suitable in crowded scenarios due to its weak obstacle-avoidance capability.



A prototype was designed in [25] that aims to substitute the impaired eye of VIP. It uses a deep-learning-based object-recognition method to provide a situational overview of objects and guides the user via 3D audio feedback. However, the system has low recognition accuracies on small objects and needs network connection to provide the recognition service, which limits its mobility.



A sensor fusion system was presented in [26] that combines an RGB-D camera and millimeter wave (MMW) radar sensor to perceive the surrounding obstacles. It detects the position and velocity information of the multiple targets by MMW radar, and verifies the depth and position information of the obstacles through the MeanShift algorithm. It uses a non-semantic stereophonic interface to convey obstacle detection results to users. However, the prototype still runs on a PC, which is not portable, and lacks object recognition.



A holistic vision-based mobile assistive navigation system was developed in [27] to help VIP with indoor independent travel. It uses a visual positioning service within the Google Tango device and a semantic map to achieve semantic localization. A time-stamped map Kalman filter-based algorithm was developed to detect and avoid obstacles by using the RGB-D camera. The system has a multi-modal user interface that includes speech audio and haptic interaction. However, the semantic map needs annotation functionality to add points of interest (POI), which is not easily accessible for VIP.



A smart guiding eyeglass was developed in our previous work [11] that uses an RGB-D camera and ultrasonic sensors to detect obstacles in indoor environments. Later, the localization and navigation capabilities were integrated into the guiding eyeglass in [10]. However, the system cannot provide recognition capability and only works in indoor environments.



Table 1 summarizes the aforementioned vision-based assistive systems for VIP and evaluates some important parameters according to VIP’s requirements as mentioned in Section 1, such as sensors, feedback, weight, cost, and capabilities.




2.2. Deep Learning-Based Object Recognition for VIPs


While object recognition initially was realized through aligning a 2D/3D model of the object on the image using simple features such as edges, key-points, or templates, the arrival of Machine Learning (ML) revolutionized the area. A real-time obstacle detection and classification system for safe navigation was designed in [28]. The system uses Scale Invariant Feature Transform (SIFT) and Features from Accelerated Segment Test (FAST) features to extract POI, and uses Support Vector Machine (SVM) and Bag of Visual Words (BoVW) to classify these points into four classes: vehicles, bicycles, pedestrians, and obstacles. However, the ML-based methods still rely on hand-crafted visual features processed by classifiers or regressors, which needs a lot of tests to find the optimized parameters that adapt to as many scenarios as possible.



Since AlexNet [29] won the ImageNet Challenge: ILSVRC 2012 [30], Deep CNN (DCNN)-based object-recognition methods have become unprecedentedly popular due to their strong feature-representing and -learning abilities. Several DCNN-based research works [31,32,33,34,35] have been conducted to recognize objects for VIP, helping them to move and perceive environments independently.



A DEEP-SEE framework was introduced in [31] that uses both computer-vision algorithms and DCNN to detect, recognize, and track objects encountered during navigation in the outdoor environment. The system designs two CNNs for considering both motion patterns and visual-object appearances, the results being that it needs an Ultrabook computer with a GPU to accelerate the tracking and recognition performance. Furthermore, it lacks the guiding system to help VIP to reach a desired destination.



A smartphone-based guiding system for VIP was developed in [32] that integrates a computer image recognition system and smartphone application. The smartphone captures images and sends the images to the backend server to recognize multiple obstacles in the images by using a faster region CNN algorithm. However, it is only able to recognize a few types of obstacles, and has a low recognition rate.



A deep learning-based visual-object recognition model was proposed in [33] to guide VIP in an outdoor environment. The deep CNN-based computing is performed on a cloud server with GPU, and can recognize 11 outdoor objects such as car, person, stair, and tree. The recognition results are transferred to the user in the form of voice via the hearing device attached to a smartphone. However, the depth information about objects is not embedded and a broader range of objects should be recognized.



A deep neural network-based algorithm was presented in [34] to assist VIP’s mobility in unfamiliar healthcare environments such as clinics, hospitals, stairs, and signage. However, the prototype cannot detect multiple objects in a single image, and the feedback is still under development.



A multi-modal and multi-label learning techniques-based method was proposed in [35] to assist VIP in recognizing objects in the indoor environment. The method associates appearance and depth cues, i.e., RGB-D images, to overcome the problems of traditional vision systems. However, it only focuses on object recognition and lacks the navigation capability.



A scene perception system was presented in [36] that classifies the objects along with their distances and provides a voice output to the users. The system uses a multi-modal fusion-based faster Recursive CNN (RCNN) that uses optical flow, edges, and scale-space features to recognize objects, and uses a laser sensor to extract the distances of the recognized objects. Nevertheless, the system is bulky and does not take the navigation into consideration.



The above systems focus on the recognition capability and performance, which results in the network having a large size and requiring high-performance hardware to be trained. Recently, lightweight CNN-based object-detection architectures such as SqueezeNet [37], Mobilenet [38], Xception [39], ShuffleNet [40], Mobilenetv2 [41] and PeleeNet [42], have been presented to improve the real-time performance of the aforementioned CNN architectures. As the PeleeNet [42] has a smaller model size and achieves relatively better recognition results than other lightweight networks, we design a PeleeNet-based 2.5-D object-detection method to extract the semantic information of surroundings, such as an obstacle’s category, distance, and orientation. This object-detection algorithm runs on a smartphone offline to cope with the poor network or network-less scenarios.





3. System Design


The system architecture is shown in Figure 2, consisting of six modules: data acquisition, localization, global path planning, obstacle avoidance, object detection, and human–machine interaction (HMI). The system has two main capabilities: navigation and recognition. The former works online and guides the VIP from the current location to the desired destination in both indoor and outdoor environments, while avoiding obstacles; however, the latter works on demand, e.g., when the VIP wants to find a seat or when some obstacles block his/her way. The inputs of the system include:




	
A speech interface module, which acquires and recognizes verbal instructions from the user, e.g., to indicate a desired destination.



	
An RGB-D camera (Intel RealSense D435), which captures the depth and color images in both indoor and outdoor scenarios and forwards the images to the navigation or recognition system.



	
An IMU sensor, used to acquire the attitude angle of the camera.



	
A smartphone, used to obtain the current position of the user in the outdoor environment, perform the navigation and object-recognition algorithms, and play the audio feedback.



	
A map repository including the indoor maps built by the Visual Simultaneous Localization and Mapping (VSLAM) technique [43,44] and outdoor maps provided by QQMap [45].



	
A dataset including many common objects such as chairs, desks, cars, pedestrians, etc., used in the recognition system.








The outputs of the system include:




	
A speech interface module to convert the output of navigation system into a beeping sound and the output of recognition system into speech.



	
The recognition system outputs the object’s category, distance, and orientation.








The various modules are described in detail in the following sections.



3.1. Navigation System


The navigation system includes three main modules, namely (1) a localization module that serves to estimate the user’s current location; (2) a global path-planning module whose function is to estimate a path from the current location (automatically detected by the localization module) to the desired destination (provided by the user); and (3) an obstacle-avoidance module which generates the walkable direction following the global path (planned by the global path-planning module).



3.1.1. Localization Module


In indoor environments, the GPS-based localization techniques cannot be used due to the severe degradation of GPS signal. Hence, we use the VSLAM [44] to locate the user’s current location and build indoor maps, which is the same as our previous work [10]. The indoor maps (which actually are visual features maps) are built beforehand and loaded in the smartphone, then the localization module estimates the camera pose through matching the features extracted from the current image with previous features in the indoor maps.



In outdoor environments, we use the GPS module integrated in the smartphone to obtain the user’s current location. Because the GPS module’s update frequency cannot satisfy the real-time requirement in navigation for VIPs, we use a Kalman filter to perform a dead reckoning based on previous position provided by GPS module and current IMU measurements in a continuous manner [46].



The output of the localization module (i.e., the estimated spatial position of the camera in indoor environment, or the longitude and latitude position and the orientation in the outdoor environment) is finally fed to the global path-planning module.




3.1.2. Global Path-Planning Module


In indoor environments, as we use the VSLAM technique to build the map, which is not unified with the map in outdoor environments, the topological map (see Figure 3a) is used as per our previous work [10]. The global path-planning module collects the desired destination from the speech interface and the initial location from the localization module, and finds a shortest global path from the current location to the destination by using A* algorithm. An example of the planned path is shown in Figure 3a, the bar to the room3311: J->I->K->10->H->15, where the number or the letter represents the key place or intersection.



In outdoor environments, many mature services such as GoogleMap, QQMap, and BaiduMap can be used to plan a global path. To cope with the poor network or network-less scenarios, we use the QQMap service [45] for its capability for working offline. An example of the planned path is shown in Figure 3b, from the office building to the 7-Eleven which is depicted by the dashed line.



The output of the global path-planning module (i.e., a shortest path), is finally fed to the obstacle-avoidance module.




3.1.3. Obstacle-Avoidance Module


When following the global path, the VIP might encounter obstacles including static (e.g., walls, furniture, and trees) or moving (e.g., pedestrians, cars) objects. The static obstacles are typically part of the map (except for objects that can be temporarily moved), such that the global path-planning module has considered them. By contrast, the moving obstacles need to be detected online while guiding the VIP. Therefore, in this paper we proposed an obstacle-avoidance method that contains two stages: (1) ground segmentation; and (2) walkable direction search.



Adaptive Ground Segmentation: Firstly, the point cloud is reconstructed, which uses the depth image and the attitude angle of the camera. As shown in Figure 4, the camera coordinate system XcYcZc is centered at the camera, and the positive Zc-axis, Yc-axis, and Xc-axis are defined as the camera’s facing direction, up direction and left direction, respectively. The world coordinate system XwYwZw is centered at the camera coordinate system center, the positive Zw-axis, Yw-axis, and Xw-axis are the user’s facing direction, vertically upward direction, and left direction respectively. Both coordinate systems are the left-handed Cartesian coordinate systems. The pixel value of point p(u,v) in the depth image represents the distance between point P(x,y,z) and the camera, which is equal to z. With the camera attitude angle measured by the IMU, the corresponding 3-D point cloud in the world coordinate system can be calculated through:


xwywzw=zEK−1uv1E=cosγ−sinγ0sinγcosγ00011000cosα−sinα0sinαcosαK=fx0u00fyv0001,



(1)




where K is the camera intrinsic parameter matrix, point (xw,yw,zw) is the reconstructed point in the world coordinate system, α is the camera pitch angle, and γ is the camera roll angle.



Secondly, the coarse ground is fitted via the adaptive threshold segmentation method OTSU [47] and RANSAC algorithm [48]. As shown in Figure 5, the initial ground height threshold TYcur is calculated adaptively using the OTSU algorithm in the current frame. Since the change of ground height in two adjacent frames is usually limited, the ground height TYpre of the previous frame is used to reduce the perturbation of other planes (e.g., desk, sofa). The final ground height threshold is computed as:


TY=λTYcur+(1−λ)TYpre,



(2)




where λ is a weight parameter. Due to the inherent limitation of the depth camera, the depth accuracy always drops down with the increase of distance. Besides, the obstacles that are too far away from the person do not need to be considered. Therefore, only the points within a threshold TZ are used to reduce computation cost. By making use of the ground height TY and the distance threshold TZ, the 3-D points for fitting the coarse ground can be obtained through:


Finit={p(x,y,z)|y<TY,0<z<TZ}.



(3)







Then the coarse ground is fitted with RANSAC algorithm, and represented as:


Ax+By+Cz+D=0.



(4)







Thirdly, the coarse ground is refined via surface roughness filtering. According to Equation (4), the normal vector n→ground of coarse ground plane can be obtained directly, and the ground pitch angle ϕ is computed through:


ϕ=arccos(n→ground·n→xozn→groundn→xoz),



(5)




where n→xoz is the normal vector of plane XwOZw. On the basis of the ground pitch angle and the empirical slope angle, the coarse ground will be classified as one of the four types: horizontal (∥ϕ∥<5°), upslope (5°≤ϕ≤30°), downslope (−30°≤ϕ≤−5°), and non-ground (∥ϕ∥≥30°). If it is non-ground, there is no need to refine it; otherwise, it will be refined by roughness filtering:


F={p(x,y,z)|p∈Finit,dist(p,Finit)≤σ}dist(p,Finit)=Ax+By+Cz+DA2+B2+C2,



(6)




where σ is the unevenness tolerance, dist(p,Finit) is the distance from point p to the coarse ground, F is the final 3-D point cloud of refined ground. The refined ground point cloud F will be fed to walkable direction search module. Besides, the height H of the refined ground is calculated through:


H=1k∑i=1kyi,pi(xi,yi,zi)∈F,



(7)




and it will be used in next frame, which speeds up the ground segmentation and increases the segmentation accuracy.



Optimal Walkable Direction Search: Based on the planned global path in Section 3.1.2 and the ground point cloud, we can find the optimal walkable direction to guide the VIP to his/her destination. Since the walkable direction must be located in the detected ground, we just consider the ground plane-based 3-D space, and first select the 3-D points within this space through:


P={(xi,yi,zi)|min(x)P(x,y,z)∈F≤xi≤max(x)P(x,y,z)∈F,H≤yi≤H+DA2+B2+C2+ε,0≤zi≤max(z)P(x,y,z)∈F},



(8)




where F is the point cloud of the detected ground, H is the ground height, A,B,C,D are the plane parameters defined in Equation (4), and ε is a constant for preventing the person from being collided with overhanging obstacles.



Then the 3-D points P are projected onto the plane XwOZw (see Figure 6). The nearest points in all sectors (each sector is represented as the sub-region in Figure 6 and the angle of each sub-region is 0.5°) can be easily obtained. The cost of each sector is computed as:


n=180π∗arcsinwswwswziziθcost[i]=α(θgoal−θ(i−N2))⏟anglecost+βmaxj=i:i+n1zj⏟distancecost,



(9)




where θ is the angle of a sector, wsw is the passable width (greater than the person’s body width), zi is the z–axis coordinate values of the nearest point in sector i, α and β are the weights, N is the total number of sectors, and θgoal is the direction that the VIP should follow, which is calculated by the same method in [10]. This cost function ensures that the person moves toward the direction of global path and with longer traversable distance.



Finally, the optimal walkable direction is obtained by:


γ=None,ifzargmini(cost[i])<τ||P=∅θ(imin−N2),else,



(10)




where τ is a distance threshold, zargmini(cost[i]) is the nearest distance of the sector with the minimum cost, imin is the index of the sector with the minimum cost, N is the total number of sectors, and P is the selected 3-D points set. If zargmini(cost[i]) is less than a small value τ, or the ground is not detected, it is considered to have a very large risk of collision with obstacles. In that case, the optimal walkable direction does not exist, and the system will inform the users to turn left or right with a large angle to search a walkable direction. If zargmini(cost[i]) is larger than τ, the optimal walkable direction is the one corresponding to the sector with the minimum cost. If the turning angle is very small (e.g., γ≤5°), the system will directly inform the users to go straight to avoid vacillating to the left and right.





3.2. Recognition System


The navigation system described so far improves the mobility of the VIPs in their daily lives. However, while they can arrive at their destinations without colliding with moving or static obstacles, they still face the challenge of understanding unfamiliar environments while moving through them. A high-level situation awareness in such scenarios is crucial for the VIP to enhance their orientation abilities and safety [49]. The situation awareness is defined as (Level 1) perception of the elements in the environment, (Level 2) comprehension of the current situation, and (Level 3) projection of future status [50]. Perception provides an awareness of situational elements (objects, people, and systems) and their current status (locations, conditions, modes, and actions). Comprehension provides an understanding of the overall meaning of the perceived elements—how they fit together as a whole, what kind of situation it is, what it means in terms of one’s mission goals. Projection provides an awareness of the likely evolution of the situation, its possible/probable future states, and events [2]. In order to achieve the first level of situation awareness, i.e., perception, we design an object-recognition system that allows the VIP to get full awareness about the characteristics of the objects encountered along his/her way, such as the category, location, and orientation. The proposed system consists of two modules: CNN-based 2-D object detection and depth-based object detection, which are detailed in the following sections.



3.2.1. CNN-Based Object Detection


As the PeleeNet [42] achieves relatively better results than other architectures, such as SqueezeNet [37], Mobilenet [38], Xception [39], ShuffleNet [40], and Mobilenetv2 [41], we use PeleeNet + SSD with a carefully selected feature map to realize the object-detection task. The proposed method has two stages: offline and online. The offline process trains the PeleeNet on the MS COCO dataset, which includes 80 object categories, such as person, car, bus, and chair, that are enough for general perception. The image resolution is 640×640, and the batch size is set to 64. We first train the model with the learning rate of 10−2 for 60K iterations, then continue training for 20K iterations with 10−3 and 10K iterations with 10−4. The online process predicts the object categories by using the trained model and weights in the offline process. The online process runs on the smartphone, and achieves approximately 10 fps.



Although the CNN-based object detection can provide the object category, it still lacks the object location and orientation information, which is crucial in helping the VIP to fully perceive the environment. For example, if an object painted on the ground is detected, and the VIP only notified its category, the VIP might think there is an object blocking his/her way, resulting in an incorrect decision to avoid it. To solve this problem, we integrate a depth image-based object-detection method with the CNN-based method, which is described in the following section.




3.2.2. Depth-Based Object Detection


To obtain object location and orientation information, the object distance must be calculated. However, because the regressed rectangular box includes the detected object and might include some other objects, e.g., the chair box has many ground areas, and the person box includes the laptop object as shown in Figure 7, we cannot directly map the box to the depth image to compute the object distance by averaging the depth values within the mapped area. Instead, we first remove the detected ground area from the depth image, then extract the contours of objects, and finally merge the box with the contours, as shown in Figure 8. The detailed processing steps are stated as follows:




	
Remove the ground area from the depth image.



	
Fill the holes and perform close morphological processing to reduce the noise, isolate individual elements, and join disparate elements in the depth image.



	
Extract the external contours of the objects and compute the corresponding area.



	
If the contour area is less than a threshold S, the corresponding contour will be taken as noise; otherwise, the zero-order moment m00 and the first-order moment m10,m01 of each contour is obtained. Then the centroid center(x,y) of the contour is calculated through:


x=m10m00,y=m01m00,



(11)







	
Based on the contour centroid and the mapped object box, the intersection (see the yellow region in Figure 8) can be obtained:


C=A∩B.



(12)







	
If SCmax(SA,SB) (Si represents the area of region i) is greater than a threshold ζ (e.g., 0.7), it means the mapped box and the detected contour is the same object. Then the object distance zmin is the minimum non-zero depth value within the intersection area C, and the object location and orientation information (θpitch,θyaw,z) relative to the user can be obtained by:


θpitch=180πarctan(x−u0fx)θyaw=180πarctan(y−v0fy)z=zmin,



(13)




where (x,y) is the contour centroid, and u0,v0 are the camera intrinsic parameters which are the same with Equation (1).








The above algorithms, such as hole-filling, morphological processing, and moment computing, are based on the OpenCV (https://opencv.org/). The recognition system described so far provides the key surrounding information including obstacle category, location, and orientation, which will improve the perception ability of VIP while walking in an unfamiliar environment.





3.3. Human–Machine Interaction


The HMI is critical for good user experience. As the survey about user interface preferences in design a navigation aid [51] shows that the subjects prefer audio as the output media for navigation, and the survey made in [52] shows that the blind participants prefer tactile input, we design an audio feedback for delivering the guidance and semantic information, and a tactile input for starting the navigation and recognition system.



3.3.1. Operational Mode


The operational mode of the proposed HMI is depicted in Figure 9. The ellipses represent audio announcements or alerts, and the shaded command shapes represent user inputs. The HMI has three operational modes: idle mode (outer rectangle), navigation mode (inner red rectangle) and perception mode (inner blue rectangle). The area between outer and inner rectangle represents the application being worked in all modes.



After the system initialization and localization, the system enters the idle mode. In this mode, the user can input navigation command, query his/her location and query surrounding information. The alerts include location alerts to announce the user’s location and exception alerts (e.g., the power is below a threshold, the camera is not connected). To enter navigation mode, the user just needs to determine a destination and taps the smartphone screen once.



In navigation mode, a global cognitive waypoint path (how many turns to the destination) is provided and then a general description of this path is announced to the user, including the turning direction and moving distance. While encountering obstacles, the user is notified by the obstacle alerts. When the destination is approached, the arrival announcement works for informing the user, and the system stops the navigation of this time and enters the idle mode.



Whenever the user wants to know his/her surrounding information and whatever the system mode is, he/she just double-taps the smartphone screen and the system will enter perception mode. In perception mode, a general description of the object is announced to the user, including the object’s category, location, and orientation. When the object announcement is over, the system will return to its previous mode (idle or navigation mode).




3.3.2. Speech and Audio HMI


The system uses the TTS (https://developer.android.com/reference/android/speech/tts/TextToSpeech?hl=en) to deliver system feedback such as location awareness information, object information, system exceptions, waypoint guidance, arrival alerts, and other system instructions. Furthermore, a SpeechRecognizer (https://developer.android.com/reference/android/speech/SpeechRecognizer?hl=en) is implemented for user input, such as the navigation destination and query information. The related feedback and command information is listed in Table 2.



To decrease the cognitive load for the user, a message and command dispatcher is designed to convey the messages according to the message priority. Consequently, the system allows higher-priority messages to be played out in time to replace the current announcing message. Moreover, due to the guiding instructions having a high update frequency, we use a beeping sound instead of speech to provide the navigation information. If the walkable direction γ searched in Section 3.1.3 is not straight, i.e., the user encounters obstacles, the system will keep beeping until the user finds the right direction. In that case, the system does not directly inform the user of the walkable direction but allows the user to actively turn left or right to find the right direction. Once the beeping sound stops, the user can continue to move forward. In order to ensure the user‘s safety, we set the obstacle alert (i.e., the beeping sound) to the highest priority.






4. Experimental Results and Discussions


The proposed system is evaluated in both indoor and outdoor environments. We first test the ground segmentation performance since it plays an important role in the whole system. Then, 20 VIPs (ten of them totally blind and the others partially sighted) are recruited to test the navigation and recognition system performance in real-world scenarios, and are asked some questions to qualitatively analyze the system. We follow the protocol approved by the Bejing Fangshan District Disabled Persons’ Federation for recruitment and experiments. All the people who participated in this experiment approve that the results (including data, images, and videos) can be published with anonymity. Finally, the computational cost is measured to test the real-time performance.



4.1. Experiments on Ground Segmentation


To evaluate the proposed ground segmentation method quantitatively, we have manually labeled a representative sample of 2000 images (1000 images in indoor and outdoor, respectively) to get the ground truth. The images are captured under different light conditions in indoor environment and different weather conditions in outdoor environment, as shown in Figure 10.



We use the Intersection Over Union (IOU) (see Equation (14)) metric, which is widely used in object-detection area, to evaluate the performance of the proposed ground segmentation method.


IOU=Ndetected∩NgroundtruthNdetected∪Ngroundtruth,



(14)




where Ndetected is the number of detected ground pixels, and Ngroundtruth is the number of ground truth pixels.



As shown in Figure 11, we compare the proposed method with the traditional RANSAC algorithm in different measuring distance and different IOU percentages, and the results show that the proposed method has a higher precision than RANSAC algorithm in both indoor and outdoor scenarios. In outdoor environments, the RANSAC algorithm achieves comparable precision with our proposed method. However, in indoor environments, the proposed method outperforms the RANSAC algorithm. This is because the indoor environment is more complicated than the outdoor environment, such as the interferences of the other planes (e.g., sofa and table) as shown in Figure 12. The proposed method, leveraging the ground height continuity among adjacent frames, is more robust to other plane interferences. However, due to the measuring errors of the RGB-D camera that increase with depth, the precision of ground segmentation, on the whole, decreases as distance increase. In addition, due to the inherent limitations of distance-measuring principle, the depth measurement is prone to errors in overexposure outdoors, and ground reflections indoors. As a result, some ground areas are missed or detected with mistakes as shown in Figure 13. In the future, we will combine the RGB image to solve this problem.




4.2. Experiments on Real-World Scenarios


We select three paths respectively in indoor and outdoor environments to evaluate the navigation system and recognition system. As shown in Figure 14, we choose an office area as the indoor testing scenarios, and simulate the scenarios that a VIP usually encounters in outdoor scenarios, such as going to a market, going to a bank, and going to a bus station. In the indoor environment, we put a fixed number of obstacles on the three paths, whereas in the outdoor environment, we cannot set up the number of obstacles but count the number of obstacles that the participants encountered when they are testing. The obstacles include static (e.g., chair, desk, and tree) and moving objects (e.g., pedestrian, car, and bicycle). Before the test, the 20 participants are trained for about 10 minutes to know how to use our system. Then they are asked to navigate following these paths with the help of either a white cane or our system. In order to compare our system with the white cane fairly, when they navigate by using the white cane, we tell them where they should go at the key locations (e.g., corners and crossroads), which serves as the global path-planning module. Then we count the average walking time and the number of collisions to evaluate the performance of our system, and the results are shown in Table 3.



From Table 3, we can see that the participants using our proposed system spend less walking time than using the white cane in both indoor and outdoor environments, demonstrating that the proposed system is able to navigate the users efficiently when they are in unfamiliar environments. Furthermore, the participants have more collisions when using the white cane, as the objects hanging in mid-air are hard to detect for the white cane (see Figure 15); whereas with our system, the participants can avoid such collisions. However, in the Path P3 of indoor environment and in the Path P2 of outdoor environment, the participants with our system still have a few collisions. This is because the small-size objects have depth values approximating to the depth of the ground, and it is hard for the proposed system to distinguish them by only relying on the depth information. Although the participants collide with these objects, such a small object does no harm to the participants. Therefore, the proposed system is verified to be secure for navigation.



To test the effect of object recognition on the blind navigation, we design some more complicated scenarios, such as the scenario where the way is blocked by two chairs (see Figure 16) and crowded with other obstacles. With only the proposed navigation system, the user cannot follow the original shortest global path to arrive the destination, but to turn back and plan a new path to the destination (the red path in Figure 16). However, if he activates the object recognition and perceives more information about surroundings, he can move the chair and find the moving direction as shown in Figure 17. As a result, the user can continue to follow the original shortest path to the destination instead of taking more detours. This shows that object recognition can promote navigation, especially in some complicated scenarios.




4.3. Qualitative Analysis


After the real-world test, 10 participants were asked four simple questions including whether the device was easy to wear, whether the system provided assistance to move in unfamiliar scenarios, whether the feedback is timely, and where do you think the system can be improved. The questionnaire is shown in Table 4, where all users answered that the system is useful and could guide them to the destination and help them perceive semantic surrounding information.



Regarding their detailed feelings, User 2 thinks the device is useful for avoiding the hanging obstacles, and believes that a detailed tutorial will be helpful to better use this device. User 3 thinks that the beeping sound may cause an uncomfortable feeling if using this device for a long time, and suggests using tactile feedback, such as vibration. User 4 thinks that the pair of glasses seems a little too heavy for her nose, and advises that the device is integrated in a backpack. User 6 thinks that the object recognition is very useful, and if face recognition is added, he could greet with his friends actively. User 7 thinks that the device is useful for her daily traveling, but it is still not satisfactory when she wants to move across different floors. She strongly suggests designing feedback regarding staircases. User 9 thinks that the navigation system is acceptable, which is very useful in navigating to an unfamiliar place, and the recognition capability can become more powerful, such as recognizing characters, cash, and traffic signals.




4.4. Computational Cost


All algorithms are implemented on a smartphone with Qualcomm Snapdragon 820 CPU 2.0 GHz and RAM of 4 GB. We counted the total time that each module takes to process 1000 frames and then computed the average processing time of these modules as shown in Table 5. The data acquisition, ground segmentation, moving direction search, global path planning, and object detection cost about 38.06 ms, 13.53 ms, 7.19 ms, 18.22 ms, and 114.13 ms, respectively. The indoor and outdoor localization takes about 45.36 ms and 13.06 ms, respectively. As global path-planning does not work while guiding the VIP, object detection is only activated when the user wants to know the surrounding information, and the localization runs in parallel with obstacle avoidance; the proposed system achieves a real-time performance (approximate 20 fps) on a smartphone.





5. Conclusions


Most literature on blind assistance focuses on navigation or obstacle avoidance, and some also consider object detection. However, the works that integrate both guidance and recognition capabilities into a single device still have some limitations, such as complex computation, and indoor-only application. Therefore, this paper presents a wearable device which provides real-time navigation and object-recognition assistance for VIPs in both indoor and outdoor environments.



Based on our previous work [10,11], we expand the navigation capability to realize outdoor applications by fusing GPS and IMU information. Furthermore, we use the RGB-D camera that can work in both indoor and outdoor environments to perceive the surroundings. We also propose a depth-based ground segmentation method that leverages the ground height continuity between two adjacent frames to detect the ground adaptively and robustly. On the basis of the detected ground, we search an optimal moving direction to guide the user to the desired destination. Moreover, we design a lightweight CNN-based object-recognition system to increase the environmental perception ability of the VIP, and promote the navigation system. Through a comprehensive set of experiments, the proposed system is demonstrated to be an efficient assistance for navigating VIPs.



In the future, we aim to improve the obstacle-avoidance algorithm. Specifically, the RGB image will be incorporated to detect small-size obstacles. In addition, we will continuously enhance the object-recognition capability, especially staircase detection as the participants suggested, and add tactile feedback. Moreover, it is necessary to run a larger study with VIPs to test the proposed system in different indoor (e.g., supermarket and home) and outdoor (e.g., park, community, and campus) scenarios.
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	World Health Organization



	VIP
	Visually Impaired Person



	RGB-D
	Red, Green, Blue and Depth



	IMU
	Inertial Measurement Unit



	CNN
	Convolutional Neural Network



	RANSAC
	RANdom SAmple Consensus



	GPU
	Graphics Processing Unit



	GPR
	Gaussian Process Regressors



	ICP
	Iterative Closest Point



	GMM
	Gaussian Mixture Model



	TTS
	Text-to-Speech



	POI
	Points of Interest



	RCNN
	Recursive Convolutional Neural Network



	HMI
	Human–Machine Interaction



	VSLAM
	Visual Simultaneous Localization and Mapping



	IOU
	Intersection Over Union
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Figure 1. The prototype of the proposed wearable assistive device. 
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Figure 2. System overview: PerMsg-perception message, NavMsg-navigation message. 
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Figure 3. Examples of planned path: (a) A global path from bar to room3311 is represented by the red arrow. (b) A global path from an office building to a 7-eleven is depicted by the dashed line. 
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Figure 4. Coordinate system transformation. 
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Figure 5. Ground fitting. 






Figure 5. Ground fitting.



[image: Electronics 08 00697 g005]







[image: Electronics 08 00697 g006 550]





Figure 6. Point cloud that projects on the plane XwOZw. 
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Figure 7. Example of CNN-based object detection. 
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Figure 8. 2.5-D object detection (the yellow region (i.e., C in Equation (12))). 
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Figure 9. HMI operational mode. 
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Figure 10. Labeled samples of the ground in indoor and outdoor environment. (a) RGB image, (b) depth image, (c) ground truth of ground segmentation (the yellow region is the ground truth of the ground). (i–iii) indoor environment, (iv–viii) outdoor environment. (i) floor with reflections of sunlight, (ii) floor under normal light, (iii) floor with reflections of light, (iv) ground under normal sunlight, (v) ground under strong sunlight, (vi) ground after raining, (vii) ground before sunset, (viii) ground at night. 






Figure 10. Labeled samples of the ground in indoor and outdoor environment. (a) RGB image, (b) depth image, (c) ground truth of ground segmentation (the yellow region is the ground truth of the ground). (i–iii) indoor environment, (iv–viii) outdoor environment. (i) floor with reflections of sunlight, (ii) floor under normal light, (iii) floor with reflections of light, (iv) ground under normal sunlight, (v) ground under strong sunlight, (vi) ground after raining, (vii) ground before sunset, (viii) ground at night.
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Figure 11. Precision of ground segmentation in different measuring distance and different IOU. 
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Figure 12. Samples of ground segmentation in the indoor environment. (a) RGB image, (b) the ground (the yellow region) detected by RANSAC algorithm, (c) the ground (the yellow region) detected by the proposed algorithm, (d) the ground truth (the yellow region). 
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Figure 13. Errors of ground segmentation. (a) RGB image, (b) depth image, (c) the ground (the yellow region) detected by the proposed algorithm. The images of the first row show the outdoor scenario of overexposure where the proposed ground segmentation method failed to detect the ground. The images in the second row show the indoor scenario with ground reflection, where some areas are missed by the proposed method. 
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Figure 14. Test paths. 
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Figure 15. Collisions when the VIP use a white cane. 
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Figure 16. Test scenario of object recognition to improve the navigation. 
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Figure 17. Example of object recognition to promote the navigation. 
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Table 1. Summary of vision-based assistive systems for VIP.
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Works

	
Year

	
Sensors

	
Feedback

	
Indoor/outdoor

	
Weight

	
Cost

	
Capabilities

	
Limitations




	
Localization

	
Obstacle Avoidance

	
Object Detection/Recognition






	
Söveny et al. [12]

	
2014

	
Two RGB cameras

	
Audio

	
Both

	
Light

	
Low

	
-

	
Yes

	
Yes

	
Ground texture changes or other large plane such as wall in indoor scenarios may cause errors of free path detection.




	
Kanwal et al. [13]

	
2015

	
RGB-D camera

	
Audio

	
Both

	
Bulky

	
Low

	
-

	
Yes

	
-

	
The system has no recognition capability and the obstacle detection performance degrades severely under strong sunlight.




	
Kang et al. [14,15]

	
2015, 2017

	
RGB camera

	
Stereophonic

	
Both

	
Light

	
High

	
-

	
Yes

	
-

	
The system cannot detect obstacles that are closed to non-textured regions such as a door or a wall.




	
Yang et al. [16,17]

	
2016, 2018

	
RGB-D camera

	
Stereophonic

	
Both

	
Light

	
High

	
-

	
Yes

	
Yes

	
The system needs GPU to accelerate the semantic segmentation and detects obstacles only in a short range.




	
Mekhalfi et al. [2]

	
2016

	
RGB-D camera, IMU and laser sensor

	
Speech

	
Indoor

	
Bulky

	
High

	
-

	
Yes

	
Yes

	
The system requires the prior information about indoor environment to train the GPR, which limits its universal application in other scenarios.




	
Aladrén et al. [9]

	
2016

	
RGB-D camera

	
Speech and stereo beeps

	
Indoor

	
Light

	
High

	
-

	
Yes

	
-

	
The algorithm is complicated and only operates in indoor environment.




	
Ye et al. [18,19,20]

	
2016, 2017

	
RGB and IR camera

	
Speech

	
Indoor

	
Bulky

	
High

	
Yes

	
Yes

	
Yes

	
The navigation and recognition systems perform separately.




	
Tepelea et al. [21]

	
2017

	
RGB camera, MEMS and ultrasonic sensors

	
Audio

	
Both

	
Light

	
Low

	
Yes

	
Yes

	
-

	
The system is not tested in buildings and outdoor environment to find the optimum obstacle detection distance.




	
Vera et al. [22]

	
2017

	
RGB camera and ultrasonic sensors

	
Audio

	
Both

	
Bulky

	
Low

	
-

	
Yes

	
Yes

	
The system can only works in the scene with internet access and the recognition works well only with good light conditions.




	
Wang et al. [23]

	
2017

	
Depth camera

	
Vibration

	
Indoor

	
Light

	
Low

	
-

	
Yes

	
Yes

	
The system applies to only indoor environment and recognizes only some common objects in engineered indoor scenes, such as tables, chairs, and loungers.




	
Mancini et al. [24]

	
2018

	
RGB camera

	
Vibration

	
Outdoor

	
Light

	
High

	
-

	
-

	
Yes

	
The system is not suitable in crowded scenarios due to its weak obstacle-avoidance capability.




	
Eckert et al. [25]

	
2018

	
RGB-D camera and IMU sensors

	
Audio

	
Indoor

	
Light

	
High

	
-

	
-

	
Yes

	
The system has low recognition accuracies on small objects and needs network connection to provide the recognition service, which limits its mobility.




	
Long et al. [26]

	
2019

	
RGB-D camera and MMW radar

	
Stereophonic

	
Both

	
Bulky

	
High

	
-

	
Yes

	
-

	
The prototype still runs on a PC, which is not portable for navigation application.




	
Li et al. [27]

	
2019

	
RGB-D camera

	
Audio

	
Indoor

	
Light

	
High

	
Yes

	
Yes

	
-

	
The semantic map needs annotation functionality of adding POI, which is not easily accessible for VIP.




	
Our previous works [10,11]

	
2017, 2018

	
RGB camera and ultrasonic sensors

	
Audio

	
Indoor

	
Light

	
Low

	
Yes

	
Yes

	
-

	
The system has no recognition capability and only works in indoor environment.
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