
electronics

Article

Heavy-Ion Induced Single Event Upsets in Advanced
65 nm Radiation Hardened FPGAs

Chang Cai 1,3 , Xue Fan 2,* , Jie Liu 1, Dongqing Li 1,3, Tianqi Liu 1,3,* , Lingyun Ke 1,3,
Peixiong Zhao 1,3 and Ze He 1,3

1 Institute of Modern Physics, Chinese Academy of Sciences, Lanzhou 730000, China;
caichang@impcas.ac.cn (C.C.); j.liu@impcas.ac.cn (J.L.); lidongqing@impcas.ac.cn (D.L.);
kelingyun@impcas.ac.cn (L.K.); zhaopeix16@impcas.ac.cn (P.Z.); heze17@mails.ucas.ac.cn (Z.H.)

2 Chengdu Technological University, Chengdu 611730, China
3 University of Chinese Academy of Sciences, Beijing 100049, China
* Correspondence: x_fan@foxmail.com (X.F.); liutianqi@impcas.ac.cn (T.L.)

Received: 14 January 2019; Accepted: 12 March 2019; Published: 14 March 2019
����������
�������

Abstract: The 65 nm Static Random Access Memory (SRAM) based Field Programmable Gate Array
(FPGA) was designed and manufactured, which employed tradeoff radiation hardening techniques in
Configuration RAMs (CRAMs), Embedded RAMs (EBRAMs) and flip-flops. This radiation hardened
circuits include large-spacing interlock CRAM cells, area saving debugging logics, the redundant
flip-flops cells, and error mitigated 6-T EBRAMs. Heavy ion irradiation test result indicates that
the hardened CRAMs had a high linear energy transfer threshold of upset ∼18 MeV/(mg/cm2)
with an extremely low saturation cross-section of 6.5 × 10−13 cm2/bit, and 71% of the upsets were
single-bit upsets. The combinational use of triple modular redundancy and check code could decline
∼86.5% upset errors. Creme tools were used to predict the CRAM upset rate, which was merely
8.46 × 10−15/bit/day for the worst radiation environment. The effectiveness of radiation tolerance
has been verified by the irradiation and prediction results.

Keywords: FPGA; radiation hardening; single event upsets; heavy ions; error rates

1. Introduction

Static Random Access Memory (SRAM) based Field Programmable Gate Array (FPGA) possesses
plenty of flexible configuration switches and logics to implement million-gate circuits with a very
short development time [1,2], which makes it a valuable Integrated Circuit (IC) for an electronic
system. However, the Complementary Metal Oxide Semiconductor (CMOS) based architectures
in SRAM-FPGA are very sensitive to radiation effects, which reduces the on-orbit safety and
reliability [3–9]. Therefore, it is necessary to evaluate and mitigate the Single Event Effects (SEEs)
of SRAM-based FPGAs for potential space applications. Although there have been some radiation
hardened SRAM-based FPGAs such as XQVR300 (220 nm) and XQR4VSX55 (90 nm) employed for
space mission, a fast system scrubbing is still required to reduce the on-orbit risks [7].

There are several radiation hardening techniques such as Error Correct Code (ECC), Triple Modular
Redundancy (TMR) and Dual Interlocked storage Cell (DICE) that can be used in FPGAs, but they are
area or power consuming and less effective when the Multiple Bit Upset (MBU) phenomenon occurs
frequently [2]. Besides, different circuit blocks in an FPGA have different functions and importance.
Hence, hardening technique selection is a tradeoff strategy among function, performance, area and
radiation tolerance. For example, errors occurring in Configuration RAMs (CRAMs), which control the
routing, the switches and the logic state of an FPGA, have the most critical impact on the FPGA function,
and so that the radiation tolerance of CRAMs has to be high, although it costs non-negligible area and
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power [8–11]. Other resources, e.g. Embedded RAMs (EBRAMs) and registers, can be hardened with a
proper combination of several soft error mitigation methods which cost less area and power.

For planar bulk Si CMOS technologies, the operation voltages decrease and frequencies increase
with the feature size scaling down, which make CMOS logic circuits, including FPGAs, more sensitive to
SEU [12,13] and contribute more complex and diverse upsets phenomenon happening in cosmic rays and
solar flare environments [8,10,11]. In most cases, the complexity of SEUs also affect the effectiveness of
hardening designs, especially in million-gate deep submicron FPGA. For commercial FPGAs, in [11–13],
the significant SEU sensitivities appear, even under low Linear Energy Transfer (LET) heavy-ion radiation.
Therefore, more hardening techniques are applied in the deep submicron FPGAs than the submicron
hardened FPGAs. As reported in [8], three reasonable radiation hardened 90 nm Xilinx FPGAs using
several radiation hardening techniques presented superior performances and radiation tolerance, which
are very representative products for space application. Thus, the implementation of reasonable hardening
strategies for advanced FPGAs as well as the calculation of FPGAs’ convincible error rates in space are
extremely necessary and feasible [11,14].

In this paper, a radiation-hardened SRAM-based FPGA was designed and manufactured on a
65 nm CMOS process as the Device Under Test (DUT). This device employed a preferable tradeoff
radiation hardening strategy by realizing an effective combination of direct layout reinforcement
and error mitigation oriented bitstream configuration design. The basic information about the
DUTs is introduced in Section 2. SEE experiments under heavy-ion irradiation were implemented,
and experimental details and results are described in Section 3. In Section 4, an effective forecast of the
space upset rates is calculated thoroughly. Finally, a deep discussion based on the design purposes
and further prediction analysis is explicated.

2. DUT Introduction

2.1. DUT Parameters

The DUT (die area: 1.8 cm × 1.3 cm) was fabricated with a 65 nm bulk silicon epitaxial CMOS
process (as the classical 65 nm commercial foundry) with ten metal layers. It was flip-chip packaged in
a Ball Grid Array (BGA) type. The ∼700 µm silicon substrate was thinned down to 40 µm, which is
less than the range of each experimental heavy ion.

The picture of the developed device in the 8-inch wafer is shown in Figure 1a and the whole view
of chip’s layout is shown in Figure 1b. The DUT contained 600 programmable I/O blocks located in
banks. The ∼20 Mbit CRAM were used to control the routes and switch boxes. The ∼8 Mbit embedded
block memories were organized and distributed in DUT. Besides, The ∼170 Kbit Debugging Logics
(DLs) in circuits were also included to test the actual function of devices by capturing read back signals.
Apart from the different architecture and resource distributions, the most essential improvement in the
DUT is the combined usage of 8-T and DICE structures in the layout design (programmable modules in
Figure 1b).

Figure 1. The developed device: (a) the 8-inch wafer of designed DUT; and (b) the layout and
architecture of DUT.
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2.2. Radiation Hardening Design

Three kinds of layout hardness techniques were designed in CRAMs, DLs and D flip-flops (DFFs)
and the configuration hardness methods were mainly added to EBRAM by Prosice (a self-developed
FPGA configuration software). Each DFF was reinforced by double redundant cells. For CRAM,
it occupied majority of chip area, and all of them were reinforced by DICE structure (as shown in
Figure 2) with large spacing to insulate single-ion charge sharing effect, although the DICE hardened
cell had ∼2 times area and power cost. Another 8-T structure (as shown in Figure 3) was designed in
DL cells to keep the accuracy of read back signals by adding two more anti-disturbance transistors.
8-T cell, which was used to replace the standard 6-T cell, consumed less area.

Figure 2. Layout comparison of the DICE hardened cell and standard 6-T cell.

Figure 3. Layout of the 8-T hardened DL.

Configuration hardness techniques such as TMR and ECC created by hardware description language
can be employed to verify the effectiveness of error mitigation methods in EBRAM. Thus, four EBRAM
modules (Figure 4a) occupying ∼100% resources were configured by FPGA bitstreams and tested
synchronously. The key method for TMR is the voter design. For each data line, three AND gates and
two OR gates, which are generated by FPGA configuration resources, are the TMR circuits (as shown in
Figure 4b). For each bit of the data, there is a TMR module to check. To analyze the worst condition in
basic 6-T structure, the adjacent RAM resources were included in the TMR test, which means that an
event may disturb more than one cell and make the voter invalid. The ECC logics employ hamming codes
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with five more bits for data check [15]. Hence, the ECC encode and decode circuits shown in Figure 4c,d
were created. The 8-bit data became 13-bit data due to the 5-bit redundancy check bits. Eventually, the
output data could be reconstructed by the ECC decode design to reveal the error information.

Configuration hardness techniques such as TMR and ECC created by Hardware Description
Language (HDL) in Prosice can be employed to verify the effectiveness of error mitigation methods in
EBRAM. The special bitstreams, including the initialization and configuration of block memory and
logical resources, were generated by Prosice with detailed reports for routing and timing conditions.
Both the HDL and the tool command languages are supported in Prosice. The resources of device,
the HDL input and the constrained conditions are required for each configuration. A compiled visual
control and operation interface can be used to control the SEE testing system and it is compatible
for Prosice to achieve a series of operation from the FPGA configuration, bitstream selection, and a
real-time debugging. Thus, four EBRAM modules (Figure 4a) occupying ∼100% resources were
configured by Prosice and tested synchronously. The key method for TMR is the voter design. For each
data line, three AND gates and two OR gates, which are generated by FPGA configuration resources,
are the TMR circuits (as shown in Figure 4b). For each bit of the data, there is a TMR module to check.
To analyze the worst condition in basic 6-T structure, the adjacent RAM resources were included in
the TMR test, which means that an event may disturb more than one cell and make the voter invalid.
The ECC logics employ hamming codes with five more bits for data check [15]. Hence, the ECC encode
and decode circuits shown in Figure 4c,d were created. The 8-bit data became 13-bit data due to the
5-bit redundancy check bits. Eventually, the output data can be reconstructed by the ECC decode
design to reveal the error information.

Figure 4. Cont.
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Figure 4. Configured EBRAM: (a) the four types of EBRAM; (b) the generated 8-channel TMR circuits;
(c) the generated ECC encode circuits in FPGA; and (d) the generated ECC decode circuits in FPGA.

3. Heavy-Ion Test

3.1. Experimental Setup

Heavy ion tests were completed at Heavy Ion Research Facility in Lanzhou (HIRFL) in the Institute
of Modern Physics, Chinese Academy of Sciences, and HI-13 Tandem accelerator, China Institute of
Atomic Energy. At HIRFL, the tests were carried out in air; and at HI-13 Tandem accelerator, the DUT
was located in a vacuum chamber. The type of heavy ions applied for the tests are detailed in Figure 5.
To realize a superior accuracy control in LET, for each type of ion, only one energy in high energy
region was selected (in the right side of Bragg peak). For each type of heavy ion, its initial energy
in DUT surface and the energy in the active layer of DUT (after passing through the thick silicon
substrate) are marked in Figure 5. In this study, the LET values in data analysis were all calculated
using the ion energy in the active layer.
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Figure 5. Experimental heavy-ion types and energies.
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The DUT was installed on a daughterboard and controlled by a FPGA-based motherboard via
digital I/O interface (as shown in Figure 6). The tested resources in DUT, the data configuration, the
error data distinction and the communication with Personal Computer (PC) were all completed by
the FPGA in the motherboard. During heavy ion irradiation, the upsets (errors) in EBRAM, CRAM,
DL and DFF were analyzed automatically by configured FPGA logic and then the error information
including the detail of address were recorded and presented on the screen of PC. Besides, the currents
in the testing system were monitored and recorded to judge whether there was a latch-up.

Figure 6. Block diagram of the testing system.

The static mode was employed in tests. The static mode can exclude the influence of the internal
address counter SEUs and SET perturbation in peripheral decoding circuit. Considering that the
data patterns may influence the SEU cross sections, the checkboard data with “0” and “1” balanced
were used in the experiment. For DFFs and EBRAMs, it is easy to design the special bitstream with
checkboard data in initialization and then be configured into DUT. However, for configuration modules,
plenty of resources have to be used for the whole DUT function, which means the CRAMs cannot be
measured at one time. Thus, the CRAMs were divided into ten blocks, with one block for each test to
guarantee the function of the DUT.

3.2. Experimental Results

Heavy ion evaluation was focused on the layout hardening and configuration hardening
effectiveness. Layout hardening including DICE hardened CRAM, 8-T hardened DL, and double
redundant DFF aimed at reducing the SEU sensitivity and system errors, while the configuration
hardening was more flexible and applicable to secondarily significant parts such as 6-T EBRAM.

3.2.1. Effectiveness of Layout Hardening

Based on the heavy ion measured upset data, the SEU cross sections could be fitted by Weibull
function

σSEU =

σsat

{
1− exp[−( LET−LETth

w )s]
}

, LET ≥ LETth

0, LET ≤ LETth

(1)

where σSEU (cm2/bit) indicates the SEU cross-section, σsat (cm2/bit) indicates the saturation upset
cross-section, LETth represents the threshold of LET to observe upset errors, s means a dimensionless
exponent, and w is a width parameter, as shown in Figure 7. Weibull function is widely used to
describe the direct ionization caused by heavy ions, providing great agreement in fitting cross-section
thresholds, plateau or limit values. The saturated cross section in EBRAM, DFF, CRAM and DL
were 6.2 × 10−8 (cm2/bit), 8.3 × 10−8 (cm2/bit), 6.5 × 10−13 (cm2/bit), and 8.9 × 10−11 (cm2/bit),
respectively, for the diverse layout hardening.
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DFFs are radiation sensitive resources in FPGA logical blocks. The cross section results of
redundant hardened DFF chains are shown in Figure 7. The tested cross sections were still high (8.3
× 10−8 (cm2/bit)). SET may affect sensitive parts in peripheral circuits such as the buffers with error
transient creation to disturb the initial data in DFF chains. Besides, the checkboard data were used as
the input signals of DFF cells in experiments; therefore, one error of the clock path may cause more
than one output error of the DFFs, which can increase the cross sections.

The DL module was distinguished from CRAMs that were used in routing and controlling
functions. For the DLs, a superior SEU cross section (8.9 × 10−11 (cm2/bit)) indicates that the 8-T
structure with the transient interference excision by two additional transistors (Figure 3) guaranteed
its radiation hardening performance. Apparently, the 8-T structure improved its upset threshold and
saturated cross section significantly when compared with redundant cell in DFF. More interestingly,
the full-DICE protected structure improved CRAM’s upset threshold to ∼18 MeV/(mg/cm2).
An extremely low SEU saturated cross section at 6.5 × 10−13 (cm2/bit) was tested by 181Ta irradiation
because of the successfully isolated sensitive volumes in CRAM.
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Figure 7. SEU cross section in CRAM, DFF and DL vs. LET.

Additionally, layout hardening declined the Multiple Bits Upset (MBU) significantly. As shown in
Figure 8a, Single Bit Upset (SBU) takes high proportion in DICE hardened CRAM. Three-bit or more
upsets did not appear during the whole irradiation test. However, in 6-T cell, MBU accounted for a
large proportion (54.5%) and four-bit or even five-bit upsets in the unhardened cells were more than
10% (Figure 8b).
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Figure 8. Proportion of SBU and MBU in: (a) DICE hardened structure; and (b) 6-T structure.
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3.2.2. Effectiveness of Configuration Hardening

For the advanced 65 nm CMOS-based EBRAM cells, SEU critical charge declined significantly
when compared with sub-micron devices, making the unhardened unit more sensitive to heavy ion
irradiation [9,10]. In addition, the carriers created by ionized ions could deposit enough energy in
more than one drain regions of off-state MOSFETs in the vicinity, leading to a large MBU rate and high
SEU cross section.

Three hardening techniques, namely 8 + 5 ECC codes, TMR and ECC codes plus TMR, were used
to evaluate the effectiveness of soft error mitigation. As shown in Figure 9,the ECC codes plus TMR
had the lowest upset rates. Even in 181Ta irradiation, the cross section was just 8.5 × 10−9 (cm2/bit),
declined ∼86.3% when compared with the unhardened one. Merely ECC or TMR method in EBRAM
played a minor role in upset error correction, although they were area and resources consuming. The
results matched the high MBU rates in basic 6-T cells presented in Figure 8, leading the separated fault
tolerance method (ECC or TMR) becoming invalid.

BASIC ECC TMR ECC+TMR
10-10

10-9

10-8

10-7

Linear energy transfer ( MeV/(mg/cm2) )

SE
U

 c
ro

ss
 se

ct
io

n 
(c

m
2 /b

it)

 Kr
 Ta

Figure 9. SEU cross section in four kinds of configured EBRAM vs. LET.

4. SEU Rates Prediction

In near-Earth interplanetary or GEO orbit, heavy ions in cosmic ray and solar ray dominate the
total SEU rates by direct ionization to produce carriers in the vicinity of transistors’ sensitive regions
and then lead to SEU phenomenon. The SEU rates induced by heavy-ion direct ionization in space
can be calculated by Creme 96 HUP tool [16]. The flux vs. kinetic energy curves of variety of particles
under four different radiation environments in GEO were achieved, as shown in Figure 10, through
the Creme 96 HUP tool. Then, we obtained the flux distribution vs. LET (Figure 11) with 3 mm
aluminum shielding, which is normal for space application. For the calculation of SEU probability
(PSEU (/bit/day)), we used P (Eth/MeV) to characterize the probability. If the deposited ionization
energy of a particle through the track was higher than the energy threshold (Eth/MeV) of upset, then an
upset was considered to have occurred. For an incident ion, the probability to get an upset is [14,16,17]:

PSEU =
1
φ0

dφ

d(LET)
(LET)×P(Eth) (2)

Bradford et al. contributed by expressing the total SEU rates (N) by LET and length, which could
also be extended to a statistical result of particle events [18]. Thus, the effective LET spectrum can be
integrated with the σSEU and σsat. If the surface area S (cm2) of sensitive volume was determined, a
simple formula can be transformed to [14,16,17,19]:

N =
s

4×σsat

∫ LETmax

LETmin

dφ

d(LET)
|e f f σSEU ·d(LET) (3)
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where dφ

d(LET) is a differential LET spectrum and the LET_max as the maximal LET value of the incident

particles is 105 MeV/(mg/cm2), as shown in Figure 11.

Figure 10. Creme results in GEO: (a) cosmic ray min; (b) cosmic ray max; (c) worst week;
and (d) worst day.
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Figure 11. Integral flux behind 3 mm of aluminum in GEO environment.

The SEU rates were calculated and normalized to per bit per day by Creme tools. As shown
in Figure 12, CRAM had strong radiation tolerance (8.46 × 10−15/day/bit) in worst week, even in
extremely cruel radiation environments. EBRAM and DFF had upset rates of∼10−8/bit/day in cosmic
ray minimum and maximum periods. Although the rate was many orders of magnitude higher than
CRAM, it was still a quite low rate when compared with the results in [7,8]. The calculation results
reveal that, even in worst-week radiation condition, only several errors occurred per day per device
for EBRAM and lower errors in DFF.
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Figure 12. Creme results: SEU rates in isotropic GEO environment behind 3 mm aluminum shielding.

5. Discussion

The special radiation hardening designed circuits in our SRAM-based FPGAs including CRAMs,
DLs, EBRAMs and DFFs were manufactured and evaluated. The radiation-hardened DUT and the
testing details were all developed to realize the convincible SEU evaluation in large circuit system. All
of the hardening information is presented and compared in the previous sections. Next, more details
about the purposes of design and the relations between the effectiveness of tradeoff strategy and the
actual requirements in space are discussed.

5.1. Radiation Hardening Design

According to the importance on FPGA function, several different hardening techniques are
employed in different modules in DUT. The most important part of the FPGA is CRAMs. The upsets
in CRAMs contribute the most serious influence to the FPGA system work because routing and logical
resources existing in CRAMs are key to FPGA system functions; besides, CRAMs are irradiation
sensitive and may cause serious consequent system errors. The errors in CRAMs can be classified
into logic block errors and switch box errors. For logic blocks, errors may disturb or change the
combinational functions, the multiplexer results, the polarity of reset signal or clock path for DFFs [20].
In switch resources, the open circuit, short circuit or short/open circuit errors may lead to permanent
effects with single, multiple or even consequent system errors until the rewritten operation can be
carried out. Therefore, the DICE circuit, which costs two times area and power of unhardened CRAM
cell, was employed to harden the CRAMs. As shown in Figure 7, the hardened CRAMs had SEU
saturation cross section at 6.5 × 10−13 (cm2/bit). For similar 65 nm space grade SRAM-based FPGA
reported in [21], the saturated SEU cross section is ∼3 × 10−8 (cm2/bit) for the hardened RAMs.
In [7,8], the SEU saturation cross section is only ∼6 × 10−8 (cm2/bit) for the configuration cells in 90
nm space grade SRAM-based FPGAs. This means that the SEU data of hardened CRAMs in DUT is
5 orders of magnitude lower than the state-of-the-art space grade SRAM-based FPGAs employing
similar CMOS technologies.

Compared with CRAMs, the upset in DFF seems not so critical [8]. For DFFs, not only the heavy
ion irradiation but also the CRAM errors or transient pulses can cause upsets. Double redundancy
technique was applied for DFF cells and reset control signal ports. The hardened DFFs in DUT had
saturation cross section at 8.3 × 10−8 (cm2/bit), which was almost one order lower than the saturated
values at 7.5 × 10−7 (cm2/bit) and 6.1 × 10−7 (cm2/bit) of 90 nm radiation hardened FPGAs in [8].

Errors in EBRAM can be mitigated with various methods, which are not suitable for CRAMs and
DFFs. EBRAMs are similar to commercial SRAMs, storing the information from users. Thus, some soft
error mitigation methods used in general SRAMs such as ECC code and TMR structure with dynamic



Electronics 2019, 8, 323 11 of 13

scrubbing can be replicated in the case of EBRAM. Besides, some soft error mitigation IPs are provided
by Electronic Design Automation (EDA) memory generator tools in FPGA configuration procedure
having ECC function with Hamming code in a constrained bit width, which can be used easily to
decline upsets in EBRAM. These methods are suitable to be used in memory modules to mitigate
upset-induced soft errors, making the additional time and area consuming design in layout seems
unnecessary.

Besides, the designed 65 nm SRAM-based FPGA had more sufficient resources than other reported
devices. The∼8 Mbit EBRAMs in DUT were larger than the same module (<∼6.2 Mbi) for FPGAs in [7],
which provides more flexible usages and more sufficient data redundancy. The ∼20 Mbit CRAMs in
DUT had very high radiation resistance (1.69 × 10−7 upset/device/day in worst-week condition in
GEO), while the error rate for similar 90 nm hardened FPGA under typical solar conditions in GEO
is only ∼4 upset/device/day [7]. Although higher radiation tolerances were expected, the overall
hardened strategies should depend on the device’s importance, upset mechanism, area overhead,
performance and the actual radiation tolerant needs in on-orbit missions.

5.2. Convincible Prediction and Perspectives

The drains of the off-state transistors were considered to be the sensitive volumes of memory
cells [22]. The spacing of sensitive volume was referred to drain to drain distance in the layout of
FPGA in order to get credible results. Based on the accurate curve-fitting results in LET thresholds and
saturation cross section, the upset rates we predicted are convincible.

The on-orbit SEU rates can affect the operation security in aircraft and spacecraft systems, although
high-speed scrubbing is an essential mitigation technique. However, scrubbing is a time and power
consuming method and its frequency must depend on the dynamic changed particle flux and the upset
cross-section of device, and the particle flux mainly comprised by the continuous changed cosmic-ray
and solar wind was hard to ascertain. After the successful use of radiation hardened techniques in DUT,
an extremely low event rate under continuous working conditions was obtained, which was more
serious than actual intermittent working modes, indicating an excellent hardening result. Furthermore,
the reasonable and effective radiation hardened method used in DUT can be further guided to 28 nm
or smaller radiation hardened integrated circuit to enrich the family of urgently needed space-grade
devices.

6. Conclusions

In this paper, we present a proper utilization of radiation hardened techniques for SRAM-based
FPGA with 65 nm CMOS process. The hardening results are characterized by SEUs of CRAMs, DFFs,
DLs and EBRAMs. Both layout hardening techniques including DICE, 8-T, double redundancy,
and configuration hardening techniques including ECC and TMR are employed for this FPGA.
The heavy-ion results indicate satisfying radiation tolerance, especially for the DICE CRAMs. The
convincible low SEU rates for each part of DUT in GEO orbit reported above reveal a good result even
without further additional reinforcement. Besides, the heavy ion evaluation results will be also useful
for the related CMOS-based integrated circuits.
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