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Abstract: Electronic Health Records (EHR) are a rich repository of valuable clinical information that
exist in primary and secondary care databases. In order to utilize EHRs for medical observational
research a range of algorithms for automatically identifying individuals with a specific phenotype
have been developed. This review summarizes and offers a critical evaluation of the literature
relating to studies conducted into the development of EHR phenotyping systems. This review
describes phenotyping systems and techniques based on structured and unstructured EHR data.
Articles published on PubMed and Google scholar between 2013 and 2017 have been reviewed,
using search terms derived from Medical Subject Headings (MeSH). The popularity of using Natural
Language Processing (NLP) techniques in extracting features from narrative text has increased.
This increased attention is due to the availability of open source NLP algorithms, combined with
accuracy improvement. In this review, Concept extraction is the most popular NLP technique
since it has been used by more than 50% of the reviewed papers to extract features from EHR.
High-throughput phenotyping systems using unsupervised machine learning techniques have gained
more popularity due to their ability to efficiently and automatically extract a phenotype with minimal
human effort.

Keywords: electronic health records; phenotyping; natural language processing; machine learning;
rule-based

1. Introduction

Electronic health records (EHR) are a rich repository of valuable clinical information that exist
in primary and secondary care databases [1]. EHRs are mainly designed to serve patient care.
However, with the improvement and development in information technology, increasingly these
records are adopted for secondary uses such as quality and safety measurement, clinical decision
support, genome-wide association studies (GWAS), and clinical research [1,2]. It has been suggested
that such secondary uses of EHR data may be used to improve the quality of health care and reduce
medical errors [3]. EHRs comprise of data on a vast range of diseases and health outcomes which
enable investigators to conduct high-resolution interventional and observational clinical research.
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EHRs contain various types of data that can be categorized into structured and unstructured
format. Structured data, such as diagnoses, medication and laboratory results, record patient
information using codes and controlled vocabulary. On the other hand, unstructured data, such
as radiology reports, pathology reports, discharge summaries and progress notes, are available as
narrative text.

In order to leverage EHRs for secondary uses, a range of processes need to be applied on
EHR data to transform them into meaningful variables. Phenotyping is one of the most significant
processes required to prepare EHR data for research investigations. In this context, phenotyping
means identifying a group of patients (cohort) who share a common diagnosis or specific chosen
characteristics [4]. Many automatic EHR-based phenotype algorithms were developed retrospectively
using rule-based or machine learning techniques [5]. In order to decide if an individual fulfills
the phenotype description, an algorithm using features from the EHR needs to be employed [4].
Some phenotype algorithms extract features only from the structured data. However, using these data
alone is not always sufficient in developing an accurate phenotyping system. For example, diseases in
the field of clinical allergy and immunology lack accurate disease-specific coding which leads to low
levels of accuracy [6]. On the other hand, there is an increasing number of phenotyping approaches
adopting Natural Language Processing (NLP) algorithms that can extract features from narrative text.
These algorithms depend on repeating consecutive steps and finding unobserved relationships within
EHR data. Combined features that have been extracted from codified fields and narrative text may
increase the sensitivity of the targeted phenotype and improve the overall accuracy of phenotyping
systems.

In order to identify the recent articles about developing phenotyping systems from EHR, we
followed the NIH Health Care Systems Research Collaboratory [7] and previously published work
guidelines [5]. Searches were conducted for articles published between 2013 and 2017 on PubMed and
Google scholar, using search terms derived from Medical Subject Headings (MeSH): “phenotype” OR
“phenotyping” OR “phenomic” AND “EHR” (OR alternate terms). We included works (including
conference proceedings) published in English that met all of the following criteria: 1) Characterizing
patients or cohorts with a specific disease or clinical condition, 2) Utilizing EHR data or any clinical
reports, 3) Developing or evaluating automatic phenotyping systems. We excluded works that used
only manual methods or were not concerned with identifying patient cohorts.

After conducting a comprehensive search, we found that the latest review in the field was in
2014 [5]. In that paper, the authors reviewed studies published between 2010 and 2012 and they
focused on the tools and techniques used to build phenotyping systems. Research works since 2013
started focusing more on adopting standardized terminologies in concept extraction and on developing
phenotyping systems using unsupervised machine learning and deep learning methods. Another
recent closely related study that covers case detection was conducted in 2016 [8]. In that work, Ford
et al. present a systematic summary of approaches that used information extraction techniques to
improve case-detection. Other works were dedicated to review and evaluate available software tools
for authoring EHR-driven phenotyping algorithms [9]. However, the aim of this review is to: 1) provide
a summary of the studies that focus on developing or evaluating informatics phenotyping systems
based on EHRs, 2) cover the most recent and up-to-date published research papers since 2013, 3)
examine the benefits of using many sources of EHR data for developing a phenotyping system, and 4)
explore the potential opportunities for future research.

EHRs can support and accelerate observational and interventional clinical research by developing
a precise and rapid phenotype definition mechanism [10]. Generally, phenotyping systems follow a
sequence of steps in order to identify individuals with a specific disease. Different techniques can be
applied in each step based on the dataset structure of the given institution. To help in the structuring
and evaluation of the relevant literature, we illustrate the typical structure of a phenotyping system
model in Figure 1.
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Figure 1. General model of automatic phenotyping algorithms.

The proposed general phenotyping system starts with identifying an EHRs warehouse, as
discussed in Section 2. Then, pre-processing is performed in order to identify a “data mart", as
discussed in Section 3. Pre-processing is followed by feature extraction where the discriminative
features from structured and unstructured fields are extracted, as described in Section 4. The extracted
features are injected into a classification system as a third step. Classification methods adopt machine
learning techniques or rule-based systems to ascertain individuals with a particular condition (disease),
as discussed in Section 5. Finally, the resulting classes are commonly validated against a gold standard
and evaluated using different criteria such as sensitivity and positive predictive value, as described in
Section 6. Finally, our conclusion is drawn in Section 7.

2. EHR Warehouse

An EHR Warehouse shares data from different health care systems, academic medical centers,
and other health-related sources. These warehouses allow research to be embedded within routine
care delivery. Since EHRs are mainly designed to serve patient care, the available information does
not translate directly to appropriate support for clinical investigators. However, developments in
information technology facilitate the use of these records for secondary purposes.

An EHR contains different data types which can be found in a structured or unstructured format.
Structured data are easy to analyse and summarize, facilitating storage and enabling sharing of
data. However, clinicians find structured data insufficient to describe the patient case precisely [11].
In contrast, narrative text gives physicians the flexibility to write much richer details, observations
and concepts about patients’ health [11,12]. However, there are many challenges to extracting the
buried information from these clinical texts and making it computable and accessible for improving
healthcare. Extracting this valuable information from EHR is time-consuming, expensive and labour
intensive when it is undertaken manually [13].

Phenotyping systems developed using multiple data sources including both structured and
unstructured data have been shown to outperform systems using a single data source [14–18]. Out of
the reviewed studies, more than 83% used multiple data sources. We noticed that diagnosis codes,
laboratory testing, and medications were still commonly used together. A few studies in the literature
have used a single data source which is narrative text. More than 36% have used diagnosis codes along
with clinical notes, while 26% have used medication codes in addition to diagnosis codes and clinical
notes.

In the context of developing phenotyping algorithms, many impediments are encountered when
using EHRs:

1. EHRs contain highly sensitive personal medical data and are subject to strong protection
regulations [19,20] which make access to this data difficult.

2. A large number of clinical studies have developed phenotyping algorithms for specific institutions
and it is difficult to generalize these algorithms across other institutions.

3. Building an EHR-based phenotyping algorithm requires participation from clinical experts to
review subsets within a patient’s record to label it as a case (healthy) or a control (affected) and to
validate the algorithm output; these efforts take a considerable amount of time [21].

4. EHRs contain noisy data due to missing or incomplete information. Moreover, temporal
information may be conflicting or incompatible [22].
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5. EHR data are highly relational and multi-modal. The information in EHRs is stored in a complex
relational structure, and the information of a single record is spread across multiple tables.
Restructuring an EHR database to a more simple structure by performing flattening techniques,
such as a “join” operation, may result to loss of information [23].

Some institutions collaborate to build a large EHR warehouses that enable researchers to conduct
standardized studies. These studies can support large-scale clinical trials across various health systems
while ensuring reproducibility and reliability. For instance, Electronic Medical Records and Genomics
(eMERGE) Network [24], Strategic Health IT Advanced Research Project (SHARP) [25], and the
National Patient-Centered Clinical Research Network (PCORnet) [26] are examples of collaboration
aimed at enhancing research using EHRs across multiple institutions. The Phenotype Knowledge
Base (PheKB) [27] is a project started in 2012 by the eMERGE Network, to support sharing and
developing phenotyping algorithms for research purposes. Ten studies on the reviewed systems
obtained data from the Partners Healthcare Research Patient, five studies from Vanderbilt University
and five studies from the Veteran Health Administration. The remaining studies received data from
other EHR resources.

3. Pre-Processing

The first step in developing a phenotyping system is to identify a group of instances that have any
probability of being connected to a specific disease. The selected subset records are called a “data mart”
which form the database of the phenotyping system. Usually a data mart is identified by including
patients with at least one diagnostic code for a targeted disease [28,29]. Alternatively, a data mart may
include patients who have the disease keyword mentioned in their record [16,30] while other studies
use a dataset that has been extracted by a previous phenotyping system as a data mart [14,31–34].
Extra rules may apply on the selected records, for example, a certain age range [18,35] or the period of
time over which the patient attended the clinic [36].

Developing a phenotyping system in most cases requires labelled datasets. Labelling patients’
records as a ‘case ’ or ‘control’ is usually conducted manually by domain experts. While the labelling
method is expensive and time-consuming, it is usually conducted over a subset of the data mart.
The selected subset of the data mart needs to maintain generalizability and avoid selection biases. Out
of the reviewed articles, 94% selected the subset randomly. The labelling method is undertaken again
to create a gold standard which is used in the validation stage. Further discussion on this can be found
in Section 6.

4. Feature Extraction

Feature extraction is one of the main steps in analysing clinical data and a primary key to success
in any rule-based or machine learning phenotyping approach. Feature extraction can be defined
as identifying a vector set that represents efficiently the content of information for a cohort while
reducing the dimensionality space. Phenotyping systems extract discriminating features to distinguish
individuals with a specific condition (disease). Feature extraction can be simple and straightforward,
such as when using code frequency as a feature [37]. Additional features can be extracted by applying
some rules on the structured data fields, such as abnormal laboratory lipid levels or the number of
visits [38]. However, in case the previous techniques fail to increase the accuracy of the prediction
systems, NLP is usually applied to extract more features from narrative text. A summary of feature
extraction methods is presented at the end of this section.

4.1. Structured Feature Extraction

Many EHR structured fields are stored in coded format. These fields vary across different
institutions’ datasets. ‘Diagnoses’, ‘medication’, and ‘procedure’ fields are the most common types of
data represented in code. To represent diagnoses, the International Classification of Diseases Ninth
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Revision (ICD-9) is usually used. In representing procedures, the Current Procedural Terminology
(CPT) is mainly used while RxNorm is utilized to code medication. Feature extraction using coded
data is available and easy to access and is usually conducted by selecting the code that most likely
identifies a cohort with a particular disease. However, since coding in EHRs is usually for billing
purposes, it is not always sufficient to support clinical research [39].

The accuracy of code extraction within an EHR depends on whether the code reflects the physician’
opinion and whether the physician was able to make a diagnosis correctly [40]. In both cases, often
the code fields cannot be fully trusted [41]. Recently, extracting features from coded fields alone is
rarely used, and some additional rules on other structured fields are needed. Additional features can
be extracted by setting a logical constraint on the structured field data to derive informative features
describing phenotype status. These features may take different datatypes such as real numbers,
true/false or enumerated categories. For example, the number of clinical visits [38], the number
of prescriptions [28] and frequency of ICD-9 code [37] can be counted and stored as real numbers.
The existence of some values, such as medication code, prescription code and hospital admission,
can be stored as Boolean values (0, 1) [33]. The enumerated categories data field can be divided into
different subcategories such as (low, median, and high) for laboratory results, (normal, and abnormal)
for blood pressure, or classify patients into certain groups based on age [42]. However, in some
cases, using structured data alone results in poor predictability in capturing disease cases, making it
necessary to look for more features in unstructured fields.

4.2. Unstructured Feature Extraction

While structured data are available and easy to access, there are limitations in using these data to
describe patients’ phenotypes. Not all diagnoses and symptoms are coded and, therefore, they may
offer a weak clue to the patient’s status. Unstructured, or free text EHRs, contain valuable information
such as patient history and clinical opinion of this history. An analysis of these clinical notes could offer
better information and description of the patient’s status; however, the manual review of these notes
for large-scale projects is costly and highly time-consuming [43]. To unlock and extract the hidden
information from the narrative text efficiently and accurately, NLP techniques are usually applied.
NLP is a field of computer-based methods allowing computers to understand and process human
(natural) language [44]. The ability to extract critical components from these data and convert them
into a structured format could provide great value for clinical research [45]. Narrative text has been
utilized to supplement structured data in recognizing particular phenotypes of patients [8,46].

Recent developments in NLP techniques have shown an increasing promise in recognizing and
extracting meaningful pieces of information from clinical narrative text [47]. NLP techniques automate
the processes required to access the large amount of embedded information in EHRs and consolidate the
processes into a coherent structure [48]. From an Information Extraction (IE) perspective, it is essential
to pre-process the clinical text by some NLP techniques, such as tokenization, sentence detection,
word sense disambiguation, part of speech tagging (POS) and parsing. Higher-level NLP techniques,
such as negation, temporality, and entity relations, are crucial for the precise interpretation of the
extracted information [13]. Adoption of the previously mentioned techniques varies between reviewed
systems and some of these components can be or are omitted. For the task of EHR phenotyping, NLP is
commonly applied in three different manners: bag of words, keywords search and concept extraction.
Further details on these techniques are given in the following sections.

4.2.1. Bag of Words (BoW)

The Bag of Words model is a simplifying representation used in NLP and information retrieval.
In this model the document is represented as a collection of its words, disregarding grammar and
words order. In phenotyping systems, the frequency (count) of each word in a document is utilized
in feature extraction for classification purposes. This model has been used in a number of studies
e.g. [42,49–51] to extract features from EHR documents.
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In the BoW model the free text is usually converted to lower case and tokenized into individual
words (unigrams). These individual words are treated as features for use within a classification model.
Afzal et al. [30] used BoW to represent features when classifying asthma patients. They applied the
assertion filter initially, where any words after negations (e.g., ‘not’, ‘no’) or speculation (e.g., ‘might’,
‘probable’) keywords were discarded. Then, all remaining individual words in the patient’s record
were treated as features. The same model has been adopted in Afzal et al. [50], with an extra stop
words removal step. In Wright et al. [49], the frequency of words are treated as feature vectors for use
within a classification model. They built a dictionary of frequently occurring words and the number
of times each unique word was used was counted. Any words that occurred more than a threshold
number of times was included as a feature in their model. An equal weighting was given for all the
words that exceed the threshold. In order to classify patients’ records, feature vectors were constructed
by using a value of 1 if a lexicon word was present, or 0 if it was not.

A simple improvement on using unigrams was presented in [42] by splitting text to bigrams.
This study ignored very high frequency unigrams and bigrams to decrease the number of features.
A comparison between unigram, bigram and drug name techniques have been conducted in [52] with
the best accuracy being achieved by a combination of them all. However, the BoW model produces a
very high number of features which increases classification complexity and decreases the predictive
accuracy of the classifier, and which makes performing feature selection, after applying the BoW
model, mandatory.

Out of the reviewed papers, it is clearly stated that the BoW model is easy to understand and
implement. Moreover, the proposed methods offer high flexibility for customization on a specific
dataset. However, the BoW technique produces a huge vector space that severely impacts the sparsity
of the document representations [52]. Additionally, the BoW technique ignores the order of words,
which highly affects the context since meaning and context can improve the sensitivity of the extraction
model [50].

4.2.2. Keywords Search

Some studies identified specific keywords for a given disease to detect phenotyping status [5,29].
Such keyword identification was usually conducted through clinical knowledge or medical domain
experts. It is essential to conduct a wide enough search to generate a set of keywords that represent the
phenotype of interest. However, using an insufficient keywords set in a searching process could lead
to some relevant records being ignored. Generating an inclusive set of keywords that enable a search
process to detect all relevant documents, but specific enough to avoid including irrelevant documents,
is a challenging process. The keyword search method is especially effective when the word of interest
is rare and unique and is not frequently used in a negation form [53].

A lexicon is a group of user-defined keywords assembled in a dictionary. The lexicon can be
built based on manual review by relevant field experts or by inspecting domain knowledge. However,
developing task-specific dictionaries created by relevant field experts is very time-consuming. Building
a lexicon manually by an expert has been widely described in the literature [6,54]. Castro et al. [55]
validated the use of EHRs for diagnosing bipolar disorder and identifying control individuals.
They used the Health Information Text Extraction (HITEx) tool [56] to extract related concepts from
narrative notes. The concepts were identified by clinicians as either consistent or inconsistent with a
diagnosis of bipolar disorder. Bellows et al. [29] identified patients with binge eating disorder (BED),
using a list of keywords created by clinicians and health information management professionals.
ConText [57] was used to detect if BED terms are negated or given to someone other than the
patient. Ludvigsson et al. [58] developed an EMR-based algorithm to detect patients at high risk
of Celiac Disease (CD) and in need of CD screening. Their algorithm used keyword search methods to
extract exactly matched concepts from clinical notes according to the clinical experience of medical
practitioners. The developed system showed that a keyword search based method has higher sensitivity
than an algorithm based on ICD-9 codes to ascertain high-risk CD patients.
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Abhyankar et al. [16] adopted a similar strategy to the one described above, with the additional
step of expanding the keyword list by using synonyms obtained from exploring domain knowledge.
Gundlapalli et al. [59] obtained the keywords from catheter-associated urinary tract infection (CAUTI)
related published work, and a list of terms relevant to CAUTI from Centers for Disease Control and
Prevention. The resulting list has been expanded using words from domain experts. In the case
of Hanauer et al. [60], the authors extract the keywords from the list of terms that come with the
ICD-9 code.

The keyword list is efficient when it contains unique and rare words [53]. However, generating
the keyword list is very costly, time consuming and tedious task when it is created by field experts.
Moreover, misspelled words and ungrammatical sentences in the medical text can significantly decrease
the performance of extraction model [5]. In order to circumvent these limitations, automatic keyword
extraction become demanding particularly with appearance of huge medical data [61]

4.2.3. Concept Extraction

Information extraction is a common task in NLP and it is often used to extract associated
concepts and organize data from clinical documents. Concept extraction is a significant primary
step in extracting meaningful terms and mapping them to standardized coding systems for clinical
terminologies such as Systematized Nomenclature of Medicine - Clinical Terms (SNOMED-CT) [62],
RxNorm, and Unified Medical Language System (UMLS) [63]. Concept extraction automatically
identifies and assigns values to terms in the free text which represent concepts such as (disease,
symptoms, procedures, or medications). Concept extraction is usually followed by determining
negation and uncertainty, understanding temporal relations, and deducing family or social history
information. A summary of all studies that used this method to extract unstructured features is
presented at the end of this section in Table 1 and further details are discussed below. A large
number of tools and frameworks are currently available for clinical information extraction purposes,
such as clinical Text Analysis Knowledge Extraction System (cTAKES) [64], MetaMap [65], Medical
Language Extraction and Encoding (MedLEE) [66] and KonwledgeMap Concept Identifier (KMCI) [67].
Most frameworks employ a cumulative process pipeline, by moving from basic tasks, like tokenizing
words or paragraphs, into higher-level tasks that may depend on the outputs of upstream processes.
The cTAKES system, which was developed by the Mayo Clinic, is one of the most popular NLP
systems in the literature. This system parses the clinical free text in order to identify the types of
relevant clinical concepts in addition to qualifying elements such as (negated or non-negated, current
or history). The concept code is provided by mapping each class to a specific terminology domain,
which is responsible for handling language variations.

Most previous studies use the cTAKES software to extract the informative concepts from the
narrative text. An extended module of the cTAKES system, the “Document Time Relation” has been
described in [68]. This extended module can capture the temporal relation between medical events and
document creation time. The extracted features from this module were added to the concept unique
identifier (CUI)-coded from a customized dictionary, temporal signals, drug attributes, and section
parsing. These features were then used to identify patients with methotrexate-related liver toxicity
among a rheumatoid arthritis cohort. Xia et al. [28] built a customized dictionary to identify multiple
sclerosis patients based on clinician experiences. They used the cTAKES system to annotate the clinical
notes and extract narrative variables such as symptoms, signs, and medications. They utilized these
variables to refine the dictionary. The final list of terms was mapped to SNOMED-CT and RxNorm.
That work determined the features by the sum of positive and negative mentions of narrative variables
per patient. Ananthakrishnan et al. [15] used a combination of codified data and clinical notes to
identify patients with inflammatory bowel disease (IBD). The codified data were: a) the total number
of ICD-9 codes for Crohn’ disease and ulcerative colitis, and b) the related medication code of the given
diseases. Furthermore, the cTAKES tool was used to extract IBD-related concepts from narrative text
notes. The extracted concepts were defined by experts and assigned with SNOMED-CT terminologies.
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They deduced that incorporating narrative concepts from EHRs in the developed system allows the
identification of more patients than using codified data alone.

Table 1. Summary of studies using concept extraction method.

Disease Software Terminology Extracted Features Ref

Autism
Spectrum
Disorder

cTAKES UMLS (SNOMED-CT
and RxNORM) and
manual project-specific
code

A vector of concept unique identifiers (CUIs) [69]

Hypertensive KMCI UMLS (SNOMED-CT) Count the appearance of the concept in the note [70]

Inflammatory
Bowel

cTAKES UMLS Customized list of narrative concepts [71]

Rheumatoid
Arthritis

NILE UMLS Count the appearance of the concept in the note [37]

Influenza Topaz,
MedLEE

UMLS Assign a single value of ‘present’, ‘absent’, or ‘missing’
(not mentioned) to each influenza-related findings

[72]

Rheumatoid
Arthritis

cTAKES UMLS (SNOMED-CT
and RxNORM)

A vector of frequency of concept unique identifiers (CUIs) [68]

Lymphoma UMLS Relations among a flexible number of medical concepts
sentence subgraph features

[73]

Crohn’s Disease
and Ulcerative
Colitis

cTAKES SNOMED-CT and
RxNORM

The number of times the terms were mentioned in the
narrative notes and the number of times the terms were
mentioned in the clinical text for each subject

[15]

Venous
Thromboembolism

KMCI UMLS Sentence contains concepts [74]

Multiple
Sclerosis

cTAKES SNOMED-CT and
RxNORM

The sum of positive and negative mentioned concepts per
patient.

[28]

Rheumatoid
Arthritis

cTAKES UMLS A vector of concept unique identifiers [51]

Blunt facial
trauma victims

MedLEE UMLS Certainty and temporal status modifiers [75]

Peripheral
Arterial Disease

MedTaggerMedLex Count the appearance of the concept in the note [31]

Crohn’s Disease,
Multiple
Sclerosis,
Rheumatoid
Arthritis and
Ulcerative
Colitis

cTAKES,
HITex

UMLS (SNOMED-CT
and RxNORM)

Number of mentions of the concept [76]

Influenza Topaz UMLS A vector of concept unique identifiers [77]

Other NLP tools for concept extraction have been used in different studies. For example,
Hinz et al. [74] designed a NLP algorithm to capture acute and historical cases of venous
thromboembolic disease (VTD) in de-identified EHRs. Initially, they identified the patients using
the ICD-9 code while the problem list was used to identify the patients who do not have the ICD-9
code. Then, they employed NegEx [78] to detect classical negation of clinical notes. After that, the
KMCI system was utilized to derive a list of concepts from UMLS knowledge resources. Finally, a
second round of negation detection was undertaken in order to increase the system overall accuracy.
The authors concluded that the use of ICD-9 codes as a precursor for VTD identification is more
effective than using NLP techniques alone. Another study was performed on prior diagnostic imaging
for blunt facial trauma victims [75]. That study aimed to classify imaging reports of computed
tomography from an emergency department. The MedLEE tool was used to extract medical terms and
modifiers for certainty and temporal status from reports. This system showed some promising results
in automating the outcome classification from free clinical data. Ye et al. [72] compared the Topaz [79]
and MedLEE tools for identifying influenza-related findings, and they found that Topaz performed
better than MedLEE in terms of accuracy. Yu et al. [37] collected comprehensive medical concepts and
grouped drugs concepts based on their relationship in the UMLS. They used the NILE tool [80] to parse
clinical notes and identify occurrences of the UMLS concepts. After that, heuristic rules were used to
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remove uninformative or highly nonspecific concepts. Finally, the number of positive mentions for
each concept, from all notes of each patient, were counted and used in model building. Afzal et al. [31]
ascertained peripheral arterial disease (PAD) status using NLP and rule-based methods. The authors
utilized the MedTagger tool [81] to process clinical text and annotate clinical concepts. They detected
PAD named entities according to a PAD-specific dictionary. The developed dictionary was built by
medical experts and then expanded to synonyms by MedLex [82] to discover PAD related concepts.
This approach was shown to attain high sensitivity and specificity in identifying PAD cases.

Luo et al. [73] developed an automated interpretable lymphoma classification system, based
on unsupervised extraction of relations among medical concepts. This work used narrative clinical
sentences in pathology reports to create a sentence subgraph mining model for capturing relations
between medical concepts and then generate features. Their phenotyping system used the UMLS
metathesaurus to map token subsequences to concepts and, in turn, sentence graph nodes, aiming to
ensure meaningful interpretations over the sentence graphs.

By assigning numbers to the clinical symptoms and conditions, the concept extraction technique
provides standardization. This technique eliminates the confusion that may result from the use
of regional terms. Moreover, the numerical representation of the terms facilitates the exchange of
clinical information among different institutions. However, providing comprehensive terminology
that includes all clinical terms still a challenging process [83].

4.2.4. Feature Selection

The previously described methods for extracting features from unstructured fields could produce
a vast amount of terms which generate a huge feature space. A small subset of features has a strong
correlation among each other and with the class label. Therefore, various techniques for feature
selection have been successfully applied to reduce the feature space [51,84–88]. It is worth mentioning
that chi-square [89] is the most popular feature selection method in the reviewed literature. Extracting
features from both structured and unstructured data improves phenotype identification. Moreover,
using NLP methods to extract features from narrative text has demonstrated success in the reviewed
studies, with concept extraction being the most commonly NLP technique adopted, that has improved
standardization in the field due to using standardized terminologies. However, the improvement in
the NLP techniques such as co-reference resolution and assertion classification has not been invested
adequately in the field of phenotyping systems. A summary of feature extraction methods is presented
at the end of this section in Table 2.

Table 2. Categorise of feature extraction techniques.

Feature Extraction Method Papers

Structured only [18,35,38,90–96]

BoW only [30,49]

Keyword search only [29,54,97]

Concept extraction only [31,59,69,72,73,75,98]

Structured + BoW [42,50,52,99]

Structured + Keyword
search

[6,16,17,32,55,58,60]

Structured + Concept
extraction

[15,28,36,37,48,68,70,71,74,100]

5. Classification

Classification is the process of identifying a group of patients who share a common diagnosis or
specific chosen characteristics. This process is usually conducted via a rule-based or machine learning
approach. In a rule-based system, a set of rules needs to be developed on the extracted features as
a condition that should exist in order to identify patients’ records. These rules are either set by a
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group of experts in the given field or derived from an organization. By comparison, machine learning
techniques aim to develop computer programs that are able to learn by themselves, detect patterns in
data, and alter program actions according to new data. Hybrid systems that merge both approaches
have been used in some studies [50,93].

5.1. Rule-Based

In the phenotyping context, a rule-based system is a set of logical constraints and rules that
can be applied to EHR data to derive the phenotype status of the patients. Rule-based approaches
perform well when a task comprises a specific subdomain or a limited number of named entities [101].
Rule-based phenotyping algorithms range from matching a simple pattern to more complicated
symbolic approaches. Rule-based systems may comprise multiple logical steps and merge diverse
operations such as Boolean (AND, OR and NOT), Comparative (threshold a variable) and Aggregative
functions (COUNT, FIRST) [99,102,103]. This technique has the advantage of being easy to construct,
accurate when using small datasets, and reliable since it uses human-interpretable strategy. Moreover,
it needs only a small number of charts/patients records to be reviewed for training/validating the
process. However, developing this technique is time and effort consuming due to the requirement for
clinical and informatics knowledge. In this review, we have focused on the way that the rules were
generated to build rule-based phenotyping systems. A summary of systems that applied rule-based
classification methods is presented in Table 3.

Table 3. List of studies using Rule-based systems as a classification technique.

Criteria Year Phenotype Se Sp F1 PPV NPV AUC

2017 [12] Systemic Lupus Erythematosus 40 - 0.56 91 - -
2016 [6] Aspirin-exacerbated Respiratory Disease - - - 81 - -

Expert

2016 [71] Non-Response to Treatment - - - - - 0.91

2016 [32] Diabetic Retinopathy - - - 75 100 -
2016 [31] Peripheral Arterial Disease 96 98 - 92 99 -
2016 [59] Indwelling Urinary Catheter 72 - - 98 - -
2016 [98] Carotid Stenosis 88 84 - 70 95 -
2015 [104] Pancreatic Cyst 99 98 - - - -
2014 [105] Prostate Biopsy 99 99 - 99 99 -
2014 [36] Incident Antidepressant Medication - - - 90 98 -
2014 [47] Heart Failure 93 - 0.93 92 - -
2014 [29] Binge Eating Disorder 96 - - - - -
2014 [16] Dialysis 100 98 - 78 - -
2013 [74] Venous Thromboembolism 90 - 0.89 84 - -

2013 [15]
Crohn’s Disease 69 97 - 98 - 0.95

Ulcerative Colitis 79 97 - 97 - 0.94

2013 [58] Celiac 72 82 0.78 - - -

Healthcare
Guidelines

2017 [92] Dyslipidemia 94 - - - 79 0.97

2016 [94] Liver Injury 80 100 - - - 0.95

2016 [106]
CA-MRSA (Case) 94-100 - - 68-100 - -
CA-MRSA (Control) 75-100 - - 96-100 - -

2016 [107] Familial Hypercholesterolemia - - - 94 97 -

Where Se is sensitivity, Sp is specificity, F1 is F1-score, PPV is Positive Predictive Value (Precision) , NPV is Negative Predictive Value

and AUC is Area Under the Curve.
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5.1.1. Rules Based on Clinical Judgment

Most developed systems employed clinical referees (e.g., physicians or other expert opinions) to
formulate logical rules. This technique starts with developing an algorithm based on rules that are
generated from some expert’s view of the targeted domain. Rules are then iteratively improved by
experts through chart review and validation by EHR data.

Rule-based phenotyping approaches can be simple and straightforward such as categorizing
samples based on keyword matching. For example, Hanauer et al. [60] developed an algorithm to
detect patients with disorders of sex development. The potential cases were defined as the patients
who had at least one of the keywords which had been specified by clinical experts. Otherwise, clinical
rules are offered to guide phenotyping algorithm development. For instance, Michalik et al. [38]
developed and validated a computable phenotyping algorithm that identified cohorts with sickle
cell disease. The developed algorithm utilized administrative claims data (ICD-9 codes, number of
visits, and hospital admissions) to detect cases. The algorithm showed that EHR data can be harnessed
to identify patients with sickle cell disease accurately. Restrepo et al. [32] developed an algorithm
to identify a diabetic retinopathy cohort among type-2 diabetic African Americans. The algorithm
incorporated a combination of diagnostic codes and CPT billing codes to identify cases. In addition,
medications and text matching were used to ascertain controls.

5.1.2. Rules Based on Healthcare Guidelines

A few studies use guidelines and recommendations from health institutions to derive rules
for specific diagnoses. Oake et al. [92] developed a phenotyping algorithm for identifying patients
with dyslipidemia. The rules were built using the ICD-9 code for the given disease and abnormal
laboratory lipid levels, which were determined according to Canadian guidelines for the diagnosis
and management of dyslipidaemias. The authors used this algorithm as a gold standard to assess and
validate their algorithm in later work [35]. Based on the Centers for Disease Control and Prevention
(CDC) definition, Jackson et al. [106] developed and validated a Community associated-methicillin
resistant Staphylococcus aureus (CA-MRSA) phenotyping algorithm. Some studies have used
predefined criteria to build their phenotype models. For example, Safarova et al. [107] developed an
automatic phenotyping algorithm to detect patients who met the Dutch Lipid Clinic Network (DLCN)
criteria. By comparison, internationally agreed consensus of the importance of biochemical criteria
was used in [94] and classification criteria for interstitial pneumonia with autoimmune features was
used in [108].

5.2. Machine Learning

With access to clinical data, machine learning (ML) and statistical model-based phenotyping
algorithms have been adopted more frequently. These techniques allow programs to deduce patterns
from a dataset during the learning phase, which in turn, allows it to generalize predictions about
a different dataset. During the training phase, multiple iterative processes are used to optimize
numerical parameters that describe a given algorithm’s underlying framework. Using ML methods
in phenotyping algorithms can reduce the effort needed from clinical domain experts, since there is
no need to set rules. In this context, ML approaches are used to enable correct predictions for target
diagnoses, based on given observed features from corresponding samples. Different phenotyping
systems based on learning algorithms are presented and discussed in this section.

ML approaches can be classified into supervised or unsupervised. In supervised learning, the
input data are labelled and the system must learn a pattern from these data to predict the desired
output [109]. However, this approach depends on annotated resources which are expensive, difficult,
and time consuming to generate in the medical field. In unsupervised learning, the data are not
labelled and the system tries automatically to recognize a pattern within input data, such as data
clustering [109]. With the availability of huge amounts of unannotated data, recently this technique
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has gain increased popularity. However, using unsupervised methods could produce various clusters
of EHR that may not be related to the targeted phenotypes, since there are no training examples to
guide the clustering process [110].

5.2.1. Supervised Learning

Supervised learning aims to construct predictors that distinguish individuals with a specific
disease (case) from unaffected ones (control). The main pitfall in supervised methods is the possibility
of over-fitting: the model tends to fit the learning samples data perfectly but does not predict well
for unseen data. Over-fitting happens when the model learns the random noise in the learning phase
instead of learning only from desired features. The risk of over-fitting can be avoided by applying a
cross-validation technique which helps to provide a more objective evaluation of the performance in
unseen cases. The most popular supervised techniques that were used in the literature are Support
Vector Machine (SVM), Decision Tree, and multiple logistic regression methods [111,112]. Table 4
presents the classification algorithms and evaluation metrics for studies that used supervised learning
as a classification technique.

Wright et al. [49] used the SVM-based approach for classifying EHR progress notes about diabetes.
The developed model showed an ability to generalise as it was able to perform properly over different
institutional datasets. Experiments over a range of ML algorithms and features were conducted
in [51]. The best performing algorithm was linear kernel SVM with AUC 0.83%. Cohen et al. [52]
compared the Naive Bayes classifier and SVM to classify potential candidates for surgical intervention
for drug-resistant pediatric epilepsy, with 10-fold cross-validation. The authors concluded that SVM
achieved better performance than the Naive Bayes classifier with an F1-score of 0.77 for Naive Bayes
and 0.82 for SVM.

Various decision tree algorithms have been used in previous studies. For example, Yadav et al. [75]
used CART decision tree modelling as a classification technique on de-identified computed tomography
reports, after the dataset was randomly divided into training and testing sets. Zhou et al. [95] used
the C5.0 decision tree, which is an improved version of C4.5, to identify patients with rheumatoid
arthritis from primary care EHRs. The authors deduced that ML methods can be utilized to create
reliable disease phenotypes in EHRs. Wu et al. [97] developed an automated algorithm for asthma
ascertainment from EHRs. The C4.5 decision tree algorithm with 10-fold cross-validation was used to
classify patients and detect asthma status. The system showed that the ML algorithm is better than the
rule-based method in terms of the F1-score which increased from 0.82 to 0.86.

Logistic regression has been used in different studies. For example, Fan et al. [91] constructed
and validated an algorithm to identify peripheral arterial disease (PAD) status using administrative
data. The training set was used to estimate an integer for billing codes score by applied multiple
logistic regression methods, and these codes were tested in the validation set. The developed system
demonstrated reasonable accuracy in identifying PAD cases. Castro et al. [55] and Xia et al. [28] have
applied LASSO penalized logistic regression models with Bayesian Information Criterion in order to
select the informative variables and build a predictive model successfully.

Afzal et al. [30] used four ML approaches (C4.5, SVM, RIPPER, MyC) to build an automatic case
identification system for hepatobiliary disease and acute renal failure. This study focused on improving
the sensitivity of classifiers, so it used sampling and cost-sensitive learning techniques to deal with the
imbalance between positive and negative examples. The authors utilized 5-fold cross-validation to
train and test the classifiers and they found no clear differences in their system accuracy after applying
various ML techniques. Garg et al. [42] undertook a comparison between different ML techniques. In
their comparative study the best method was ensemble classification with the highest average F1-score
of 0.98. Pineda et al. [77] compared the diagnostic capabilities of seven ML classifiers for influenza
detection against an expert-built influenza Bayesian classifier. They used different techniques to handle
the missing data from the clinical reports in order to increase the predictive accuracy. This study
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showed that all machine learning classifiers have an area under curve (AUC) ranging from 0.88 to 0.93,
and performed significantly better than the expert-built model.

Deep learning is another ML technique that has been used to identify patterns for phenotyping
purposes. The main difference between ML and deep learning methods is that deep learning can learn
features from big data, rather than applying feature selection techniques. Deep learning methods
have the advantage of automatically learning form huge feature space such as EHR. Lasko et al. [113]
introduced a deep learning method for phenotype discovery in clinical data. Their approach couples
dirty clinical data with a deep learning architecture via longitudinal probability densities inferred using
Gaussian process regression, achieving an AUC of 0.97. Lipton et al. [114] applied Recurrent Neural
Networks (RNNs) to identify 128 diagnosis, their system outperforming multilayer perceptrons.
A comparison of rule-based and convolutional neural networks (CNNs) approaches for patient
phenotyping has been conducted in [115]. They concluded that deep learning is an effective approach
to build a phenotyping system based on clinical notes. Deep learning has also been applied in [116]
using autoencoder.

Table 4. List of studies using supervised learning as a classification technique.

Paper name Phenotype ML Method Se Sp F1 PPV NPV AUC

2016 [42] Cardiac Amyloidosis K-NN, SVM, decision tree, Random
Forests, AdaBoost, and Naïve Bayes

- - 0.98 - - -

2016 [70] Hypertensive Random Forests 90 - - 95 - 0.97

2016 [52] Epilepsy SVM, Naive Bayes - - 0.78 - - 0.83

2016 [95] Rheumatoid Arthritis C5.0 decision tree 93 99 - 90 - -
2016 [96] Type 2 Diabetes Multivariate Logistic Regression and a

Random-Forests Probabilistic Model
80 74 - 40 94 0.84

Inflammatory Bowel Disease
(Crohn’s Disease)

72 - - 98 - -

2015 [76]

Inflammatory Bowel Disease
(Ulcerative Colitis)

Logistic Regression

73 - - 97 - -

Multiple Sclerosis 78 - - 95 - -
Rheumatoid Arthritis 63 - - 94 - -

2015 [37]
Rheumatoid Arthritis

Penalized Logistic Regression
- - 0.77 70 - 0.95

Coronary Artery Disease - - 0.82 84 - 0.92

2015 [117] Gout Flares SVM 82 92 0.87 77 93 -
2014 [72] Influenza Bayesian Network - - - - - 0.73

2013 [75] Blunt Facial Trauma Victims CART Decision Tree 93 97 0.97 81 99 -
2013 [91] Peripheral Arterial Disease Logistic Regression 68 87 - 75 83 0.91

2013 [49] Diabetes SVM 92 - 0.93 95 - 0.94

2013 [97] Asthma C4.5 Decision Tree 84 96 0.86 88 95 -
2013 [51] Rheumatoid Arthritis Logistic Regression , Naive Bayes, Multilayer

perceptron , SVM
- - - - - 0.83

2013 [28] Multiple Sclerosis LASSO Penalized Logistic Regression
Models with Bayesian Information
Criterion

83 95 - 92 89 0.95

2013 [33] Type 2 Diabetes Mellitus Association Rule Mining, DT, Logistic
Regression, SVM

96 - 0.91 86 - -

2013 [30]
Hepatobiliary Disease

C4.5, SVM, RIPPER, MyC
95 56 - - - -

Acute Renal Failure 86 77 - - - -

Where Se is sensitivity, Sp is specificity, F1 is F1-score , PPV is Positive Predictive Value (Precision) ,

NPV is Negative Predictive Value and AUC is Area Under the Curve.

In spite of the significant usefulness of applying ML in the previously mentioned studies, there
is some work that casts doubt on the superiority of ML over rule-based approaches. For example,
Lingren et al. [69] developed an automated algorithm for determining an Autism Spectrum Disorder
patient cohort from EHRs. They compared the expert-rule-based system and SVM-learning system,
concluding that the rule-based algorithm produced a better Positive predictive value (PPV) compared
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with ML. Likewise, the rule-based system in [47] outperformed the ML method. We believe that this
discrepancy in results comes from the diversity of the EHRs dataset structure and content.

5.2.2. Unsupervised Learning

Unsupervised learning offers methods to cluster EHR records into patient groups regarding
phenotypes or subtypes. Unsupervised learning methods can identify patterns that, collectively, form
a compact and meaningful representation of the original data, with no need for expert input or labelled
examples. However, result validation for phenotypic groups with this approach is challenging, due to
the lack of given ground truth on these groups. Unsupervised learning methods can process very large
volumes of data and do not require manual labelling, so it is an approach often used when building
high-throughput phenotyping systems. Various unsupervised learning methods have been developed
and applied to EHRs [118–122]

Tensor factorization is an unsupervised learning technique that has been applied widely to EHRs.
Ho et al. [123] developed a non-negative tensor factorization model to derive phenotype candidates
without supervision. They investigated the interaction of diagnoses and medications among patients.
This study used heart failure as a case study to demonstrate the capability of the model. The system
has shown the robustness, stability, and the conciseness in generating high-throughput phenotyping.
Ho et al. [124] also developed a non-negative sparse tensor factorization model. The observed tensor
was decomposed into two terms, an interaction tensor and a bias tensor. The bias tensor denotes the
baseline characteristics that are common amongst the overall population and the interaction tensor
defines the phenotypes. The same technique has been employed again in Wang et al. [125], who present
pairwise constraints in the formulation to guarantee separate phenotypes. The proposed method
handled noisy and missing information in EHR tensors carefully. Another unsupervised technique
is Generalized Low Rank Modeling (GLRM) which was used by Schuler et al. [126]. They used two
datasets with different characteristics to overcome EHR phenotyping barriers such as missing data,
sparsity, and data heterogeneity.

5.2.3. Combined Approaches

Combined systems usually merge both rule-based and machine learning techniques to increase
the overall sensitivity of the system. In some cases, the developers intended to utilize ML algorithms,
but they found no clear distinct separation between some subclasses. For example, Afzal et al. [50]
generated a three-level classification model (two ML classifiers, and one rule-based system). The first
classifier classifies definite asthma cases from all other cases, and the second classifier classifies probable
and doubtful asthma cases from non-asthma cases. The third level of classification distinguishes
between probable and doubtful cases. In this level, rules-based techniques were implemented because
the ML failed to distinguish between the remaining cases. Moreover, Nguyen and Patrick [127]
built an automated system to classify reportable and non-reportable cancer cases from radiology
reports. The developed system combined SVM classifier and rule-based methods to improve the
overall performance.

Another combined approach case exists when ML is used to enhance a rule-based classifier.
For example, Kagawa et al. [93] employed expert-rules to clearly separate control patients and improve
accuracy by using ML to classify complicated cases.

Previous works have shown success in detecting phenotypes from EHR data. However, using
supervised ML techniques requires manually labeled cases and controls derived from domain experts
review. The required human effort limits the number of patients records that are used in the training
phase. As a result, the systems miss the opportunity to learn sufficiently. Moreover, these efforts
focus on one or two phenotypes. On the other hand, in order to minimize domain experts effort and
potentially increase phenotyping accuracy, building high-throughput phenotypes using unsupervised
machine learning techniques is a promising approach, since these techniques can be applied to the
whole dataset, decrease human effort and detect various phenotypes at the same time.
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6. Validation and Evaluation

Validation usually implies a comparison of definitions against a gold standard. A gold standard
is one of the main prerequisites for proper validation of phenotyping systems. It is the most rigorous
classification technique for estimating the validity of phenotyping algorithms by correctly detecting
individuals with and without the targeted disease [4]. Most studies presented in this review compared
the results of developed systems against a gold standard to assess their phenotyping frameworks.
Preparation of a gold standard is a resource-intensive operation that needs a careful manual review of
clinical data. Developing high-quality gold standard annotation requires a multiple process to label
instances with the true state of disease: (i) define a representative context dataset, such as clinical
notes, (ii) create standard annotation guidelines and schemes, (iii) annotate patients’ records manually
by pairs of clinical reviewers, where the annotating process is conducted independently, (iv) require
expert clinicians to review any cases where disagreement between the reviewers in the previous stage
occurred, and (v) express the reliability of annotations using the Cohen’s kappa coefficient agreement
which is a statistical method to measure inter-agreement and track the quality of the gold standard [39].

The complication of defining a gold standard technique is related to the quality of EHRs data.
While in some mental disorders, a sufficient representation of the patient case comes from an expert
clinician, other diseases need a wide range of clinical data sources to determine actual phenotype status.

The performance of automated phenotype algorithms is commonly measured using various
information retrieval metrics, such as sensitivity, specificity, positive predictive value, F1-score and
Area Under the Curve(AUC), as presented in Table 5.

Table 5. List of evaluation metrics commonly used by phenotyping system.

Performance metrics Definition Equation

Sensitivity (Recall) (Se) The proportion of all actually positive samples that are
correctly detected.

Se =
TP

TP + FN
· 100

Specificity (Sp) The proportion of all actually negative samples that are
correctly detected.

Sp =
TN

TN + FP
· 100

Positive Predictive Value
(precision) (PPV)

The proportion of positively detected samples that are
true positive.

PPV =
TP

TP + FP
· 100

Negative Predictive
Value (NPV)

The proportion of negatively detected samples that are
true negative.

NPV =
TN

TN + FN
· 100

F1-score (F1) The weighted harmonic mean of precision and recall.
F1 = 2 · Pre · Re

Pre + Re

Area under the ROC
(AUROC)

ROC is the graph that represent the trade-off between
sensitivity and specificity and area under the curve is
equal the probability that a predictor will rank a randomly
chosen positive sample higher than a randomly chosen
negative one

Furthermore, for evaluation purposes, most of the studies (78%) select the training and testing
subsets randomly. The training subset is used to train the system while the test subset is used to
evaluate the final system and report the results. Some studies (20%) utilize cross-validation techniques
as an alternative approach to reporting results. K-fold cross validation is the classical approach that
randomly partitions the dataset into K subsets. In each case the classifier uses one subset as the testing
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subset and the remaining K-1 subsets to train the classifier. The 10-fold and 5-fold cross-validation are
the most commonly used methods in phenotyping studies.

7. Conclusions

This review summarizes and offers a critical evaluation of the literature related to studies
conducted for the development of EHR phenotyping systems. Using multiple EHR data sources
that include both structured and unstructured data has significantly improved phenotypes detection.
Fifty-one articles describing phenotyping systems were identified and reviewed. For feature extraction,
12 used structured data, 16 used unstructured data, and 23 used both data types. For classification,
22 used rule-based techniques, 22 used machine learning techniques, while the rest used both
techniques to classify individuals. Most of the reviewed studies (83%) used a combination of multiple
EHR data sources. NLP techniques have been increasingly used for extracting embedded information
from narrative text in order to improve the overall accuracy of the phenotyping systems. Throughout
the time period covered by this review, concept extraction was the most popular NLP technique, which
has been used by more than 50% of the reviewed papers to extract features from EHR. High-throughput
phenotyping systems using unsupervised machine learning techniques have gained more popularity
due to their ability to efficiently and automatically extract phenotypes with minimal human efforts.
Furthermore, most reviewed models adopted standardization in the reporting of systems performance.
Approximately 80% of these models reported sensitivity (recall) and PPV (precision), making the
studies more compatible and comparable. The application of NLP in general text has been accelerating
over the past several years. However, this growth has not been reflected sufficiently on the medical
field, due to some challenges that exist in the clinical notes. For instance, limited access to a shared
dataset, difficulties in annotating medical notes and, shortage of annotation standards [128]. Future
works should pay more attention to addressing these issues by facilitating access to a common database
to improve comparability. Moreover, encourage collaboration and developing NLP standards.
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