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Abstract: Due to multiple reasons, emergency wards can become overloaded with patients, some of
which can be in critical health conditions. To improve the emergency service and avoid deaths
and serious adverse events that could be potentially prevented, it is mandatory to do a continuous
monitoring of patients physiological parameters. This is a good fit for Internet of Things (IoT)
technology, but the scenario imposes hard constraints on autonomy, connectivity, interoperability,
and delay. In this paper, we propose a full Internet-based architecture using open protocols from
the wearable sensors up to the monitoring system. Particularly, we use low-cost and low-power
WiFi-enabled wearable physiological sensors that connect directly to the Internet infrastructure and
run open communication protocols, namely, oneM2M. At the upper end, our architecture relies on
openEHR for data semantics, storage, and monitoring. Overall, we show the feasibility of our open
IoT architecture exhibiting 20–50 ms end-to-end latency and 30–50 h sensor autonomy at a fraction of
the cost of current non-interoperable vertical solutions.

Keywords: e-health; Internet of Things (IoT); Machine-to-Machine (M2M) communications;
system performance; Wi-Fi

1. Introduction

The Internet of Things (IoT) has established itself as the medium for global connectivity among
all sorts of devices, with 20.4 billion estimated connected devices worldwide by 2020 [1]. The IoT relies
on Internet protocols, such as Machine-to-Machine (M2M) communications, to achieve interoperability
and cater for the needs of domains such as e-health, smart grids, or smart cities [2–4]. In the particular
case of e-health, patients can be monitored using networked sensors that collect personal data and send
it to medical or processing centers for tracking chronic conditions or for prophylactic reasons [5,6].

Continuous patient monitoring for quick response is also common in intensive care units.
However, it can also be similarly important in emergency wards, where deaths and serious adverse
events can occur if a prompt response is not enforced [7–9]. This is particularly critical during overloads
caused by catastrophic events, extreme weather or periods of high propensity, raising the awareness to
the importance of continuous patient monitoring in emergency wards [7,10,11].

Currently, monitoring physiological parameters in wards can be done with existing wearable
devices, like wristbands or smartwatches, that collect heart beat frequency and variability,
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blood pressure, oxygen saturation level, and body and room temperatures. However, current devices
rely on short-range communication protocols, typically Bluetooth, requiring a gateway (GW) for
sustained Internet connection [12–16]. GWs can be implemented using smartphones given their
usability and enhanced connectivity, but this comes at a price. The GW functionality increases
the power consumption of the smartphone severely reducing its autonomy, it also increases the
communication delay due to relaying, and it increases the cost of the monitoring system [12,17,18].
In the work by the authors of [18], considerable depletion of smartphones’ battery was observed when
using them as GWs for BT wearable devices, in an IoT e-health scenario with online remote monitoring,
mainly due to network accesses. Moreover, there is currently a range of disparate non-interoperable
e-health systems that use specific vertical solutions for communications and monitoring [19,20],
contributing to a global high system cost.

In this paper we propose an open IoT architecture to track the physiological parameters of
patients, fully integrated with the Internet from the wearable sensors up to the monitoring system.
For this purpose we leverage an interoperable framework [21] that relies on two de facto standards.
oneM2M [22] is a technical standard for interoperability concerning architecture, API specifications,
and security for M2M/IoT technologies based on requirements contributed by a global partnership.
openEHR [23] is an open standard specification for data semantics, storage, and making health data
available to the medical personnel in electronic health records (EHRs).

Then, we make use of low-cost and low-power WiFi-enabled sensor devices based on ESP8266
modules [24] and embedded in wristbands with a 1000 mAh battery for continuous patient ambulatory
monitoring. These devices connect directly to an existing Internet infrastructure, avoiding GWs
and potentially reducing cost and communication latency, while improving usability. However, it is
a significant challenge to control the power of the Wi-Fi devices to achieve sufficient autonomy
while keeping enough computing capacity to execute sensor processing functions and Internet
communication protocols.

Therefore, we carry out a feasibility study of the proposed open IoT architecture, showing the
configuration and implementation of the services, the use protocol of the wristbands, the device’s
consumption and autonomy in different module sleep modes, the end-to-end services latency, and the
impact of the WiFi network configuration. We believe that integrating WiFi-enabled wearable sensors
in e-health systems is novel and has the potential to provide a low-cost solution for continued tracking
of patients physiological parameters as needed in emergency wards.

The rest of the paper is structured as follows. The next section presents a storyboard that we
use as the motivating use case scenario. It is followed by the architecture and implementation of the
framework in Section 3. In Sections 4 and 5 we provide, respectively, a qualitative comparison and
quantitative performance analysis of the modules’ performance in terms of the power requirements
as well as the end-to-end latency using normal and energy-saving modes. We analyze the impact of
different WiFi network configurations on the modules power consumption in Section 6 and conclude
the paper in Section 7.

2. The Emergency Ward Scenario

We envision a use case scenario in hospitals emergency departments where wristbands,
containing not only a colored paper indicating the priority of patients’ treatments based on the
severity of their condition [25,26], but also an optical (photoplethysmography (PPG)) sensor that
tracks heart rate and pulse oxymetry [27], are given to patients at the initial triage, allowing medical
personnel or services to follow patients’ vital signs.

First, the medical personnel responsible for the triage accesses the patient’s EHR and registers
the identification of the wristband that will be given to the patient. This triggers the collection and
transmission of data by the wristband while a subscription is done to this data in a publish–subscribe
communication model (see next section). Then, the EHR service is set up to start receiving the data from
the wristband, updating the patient’s EHR history accordingly, allowing online remote monitoring
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while the wristband is connected. During this time, the wristband continuously uploads the sensor
data with a frequency that is configurable, using the Wi-Fi hospital infrastructure, until the patient
leaves the hospital, at which moment the medical personnel signals the stopping of the data collection
and collects the wristband from the patient. If the wristband loses Wi-Fi connectivity temporarily,
it can buffer the information for later upload.

The data sent by the wristband is also formatted at the end according to the semantics
required for the correct interpretation by the EHR interface service that runs in the healthcare unit.
Medical personnel can analyze the patient’s information anytime, or anywhere with Wi-Fi coverage,
accessing the EHR which is responsible for storing and making the data available. The EHR itself
can also be configured to trigger alarms whenever the sensor values cross predefined thresholds.
The scenario is shown in Figure 1. Communications are based on the publish–subscribe model, using a
message broker as intermediary.

Figure 1. Application scenario. Heart rate (HR) information is collected by wristbands from patients
inside the ward and forwarded to an openEHR service (center), where it is available to medical
personnel (right) and can trigger alarms.

3. OneM2M-Based E-Health Framework

Among the diversity of IoT communications middleware available, we picked oneM2M to
enable our interoperable framework for its suitable performance to support e-health real-time
applications [28–30]. OneM2M supports two communication models, namely, publish–subscribe
and request–response. In this work, we focus on the former only, as it is more efficient for sensing and
remote monitoring, while also providing more flexibility and scalability [31].

Figure 2 shows how the elements of our system are mapped onto a oneM2M standard-based
ecosystem. As referred before, current wearable wristbands do not possess M2M capabilities nor do
they use standardized interfaces, and thus the need for the use of GWs that act as proxies on their
behalf. However, by enabling the wristbands with such capabilities, we can surpass the use of GWs.

In the proposed oneM2M-based architecture, the wristbands are Application Dedicated Nodes
(ADN) in the field domain, containing at least one Application Entity (AE). As defined in the
standard, the AE is an entity in the application layer that implements an M2M application service
logic. The infrastructure domain contains central architectural elements for information management,
namely, Infrastructure Nodes (IN) containing Common Service Entities (CSE). According to the
standard, a CSE is an instance of a set of “common service functions” that are exposed to other
entities through defined reference points, namely, Mca and Mcc. The Mca reference point is
the communications interface between a CSE and an AE, whereas the Mcc reference point is the
communications interface between two CSEs. In our scenario, the AE in the ADN communicates with
a CSE in the IN using the Mca reference point.
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oneM2M uses “resources” to represent information, according to the RESTful architecture
style [32]. Resources can change over time and use unique addresses called Universal Resource
Identifiers (URI). The resources are hosted in a hierarchical tree structure within the IN-CSE,
where information is maintained. The subscriptions are resources in the resource tree, where they can
be dynamically handled.

The ADN-AE manages the wristband internal sensor and its data and runs in the ESP8266 module.
It can decide when it should transmit, periodically or aperiodically, to control the battery lifetime of
the wristband, or it can receive remote actuation commands for such. For such, the ADN-AE supports
the use of buffers, which can also be used for temporary connectivity losses. The data is sent to the
IN-CSE that acts as a broker in the communication model.

Figure 2. System architecture using standardized oneM2M entities. The oneM2M system is divided
in two domains: Field and Infrastructure. The Application Dedicated Node (ADN) contains an
Application Entity (AE) that implements the service logic. The Infrastructure Node (IN) holds
a Common Service Entity (CSE). The IN-AE is an AE that is registered with the CSE in the IN.
Both ADN-AE and IN-AE communicate over the Mca reference point with the IN-CSE. Red arrows
represent user data flow.

The IN-AE is an AE that is registered with the CSE in the IN, and communicates with the
IN-CSE through the Mca reference point. In our scenario, the IN-AE is the openEHR service instance
enabled with M2M capabilities. Every time a patient’s wristband is assigned to the patient’s EHR,
the IN-AE makes a subscription to the respective resource in the IN-CSE. Then, the IN-AE starts
receiving notifications of the data published by the device, i.e., the ADN-AE. Note that the device
starts transmitting after receiving a command, only, for efficiency reasons. Access control is verified
in every resource access by the IN-CSE. TLS or DTLS can be used to ensure privacy and security.
Reliability and fault tolerance of the system can be handled by the communications’ protocols or by
the service entities themselves.

The openEHR standard is non-proprietary and aims at providing interoperability and openness
in e-health concerning data, models, and application programming interfaces, for both systems and
components. It offers a standardized EHR architecture based on a multilevel modeling approach that
separates information from knowledge. The specifications define a reference model and archetypes
for health information together with a query language [23]. The archetypes define how to capture
the health information and are typically associated to a single clinical concept. The IN-AE receives
physiological data such as heart rate and oxymetry from the wristbands and converts it to a form
suitable for interpretation and storage in the EHR.

Figure 3 shows a normal message sequence among the entities during the start of operation of
a wristband, from the moment it is turned on until the patient puts it on at the triage. When the
wristband is switched on, the corresponding ADN-AE registers itself at the IN-CSE (at /∼/in-cse/dartes
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in the figure) and creates the heart rate (HR) container inside a content instance resource to store
the corresponding data that will be shared by means of publications. The ADN-AE also creates
a subscription under a specific container (“Actuation” in the figure) to receive remote commands
published by the IN-AE. The IN-AE subscribes at the IN-CSE to the HR container from the patient’s
ADN-AE, mapping the specific patient’s wristband to the patient’s EHR.

Figure 4 shows the messages exchanged to stop the remote monitoring when the patient leaves
the ward. The medical personnel collects the wristband from the patient and signals the openEHR to
request the dissociation. For this purpose, the IN-AE sends a command to the ADN-AE, via IN-CSE,
causing it to stop publishing, and then it deletes its subscription from the IN-CSE.

ADN-AE IN-CSE

Create /~/in-cse/dartes/ESP8266

Create /~/in-cse/dartes/ESP8266/HR

IN-AE

Subscribe /~/in-cse/dartes/ESP8266/HR

Publish /~/in-cse/dartes/ESP8266/HR

Publish /~/in-cse/dartes/ESP8266/HR

Publish /~/in-cse/dartes/ESP8266/HR

Notify 

Create /~/in-cse/dartes/EHRmonitor

Notify 

Notify 

Subscribe /~/in-cse/dartes/ESP8266/Actuation

Create /~/in-cse/dartes/ESP8266/Actuation

Notify 

Publish /~/in-cse/dartes/ESP8266/Actuation

Turn wristband on

Asssociate patient's 
wristband to its EHR

Idle/Sleep

On

Patient puts 
wristband on

Patient arrives to triage

Figure 3. Messages exchanged from the moment the wristband is turned on until the wristband is
assigned to a patient and starts publishing data.
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ADN-AE IN-CSE IN-AE

Delete Subscription /~/in-cse/dartes/ESP8266/HR

Notify 

Publish /~/in-cse/dartes/ESP8266/Actuation

Patient takes 
wristband off

Dissociate patient's
wristband to its EHR

Patient leaves

Idle/Sleep

Figure 4. Messages exchanged when the patient takes the wristband off and leaves the ward.

4. Qualitative Assessment

This section shows a qualitative comparison between wristbands that use Bluetooth relying on
smartphones as GWs and those that connect directly to WiFi and the M2M system, based on the
ESP8266 modules. This comparison also assesses the feasibility of the Wi-Fi wristbands as M2M
devices. We consider four important qualitative dimensions: capabilities, performance, ease of use,
and cost. Table 1 summarizes the qualitative analysis for each approach.

Table 1. Qualitative comparison of wearable wristbands using smartphones as GWs or ESP8266 modules.

Capabilities Performance Ease of Use Cost

Smartphone-GW Numerous Some limitations Extra device HighM2M-able Possibly reconfigured

ESP8266-based Limited N/A No extra device Very LowM2M-able No configuration

4.1. Capabilities

IoT applications frequently exploit the growing number of smartphone users. Smartphones have
acquired well-known powerful capabilities in terms of connectivity, memory and processing, which
surpass that of most constrained devices.

On the other hand, ESP8266 modules alone have very limited capabilities; however, they are
highly integrated. They bear a 32-bit processor @ 80 MHz (160 MHz maximum), 36 KB of on-chip
SRAM, and can support up to 16 MB of external SPI Flash memory [24]. Only 20% of its MIPS are
occupied by the Wi-Fi stack, therefore the rest can all be used for user application programming and
development. Therefore, storage and transmission scheduling can still be optimized when using these
modules. The WiFi interface is compliant with IEEE 802.11b/g/n/e/i (including transmission power
and receiver sensitivity), it is tightly integrated with a full TCP/IP stack, and supports WPA and
WPA2 security. These modules offer multiple sleep modes that grant the ultra-low-power feature,
allowing different trade-offs between time to wake-up and energy consumption, with all modes
maintaining a clock running for wake-up control. Thus, despite its lower capabilities, it is expected that
the ESP8266 module can run M2M middleware with very low energy demands. Finally, these modules
still offer a reasonable computing capacity, allowing them to perform actions such as preprocessing
the PPG sensor data, detection of critical conditions and sending alarms. This is particularly suited to
mission-critical IoT applications that require low latency, integrating well with recent paradigms like
Fog Computing [33].
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4.2. Performance—Latency and Power Requirements

Few studies have benchmarked the performance of devices in M2M middleware, as performance
evaluations of reference middleware implementations and protocols are only now becoming
available [28–30,34].

Smartphones’ ubiquity is mainly powered by the use of cellular networks, which are known to
have long and inefficient transitions between the different states of the network interface [28,35,36].
This fact becomes crucial as latency between GWs and broker plays an important role in the fulfillment
of time requirements [28]. Moreover, additional delay can be introduced by the GW functionality,
protocol conversion, etc.

M2M communications can be the middleware that glues together the IoT, but the interoperability
and standardization usually comes with the cost of additional overhead in communications.
This means an increased amount of information will be transmitted in each transmission and on
the additional time the transmissions take. Currently, smartphones are mainly used for other purposes
such as Web browsing, instant messaging, phone calls, etc, and the use of smartphones as M2M GWs
can have a considerable impact on the smartphones’ usability, introducing undesired battery depletion
due to continued network accesses [12,17,18]. The additional use of external BT wearables can lead
to considerable depletion of smartphones’ battery, easily reducing the battery life to less than 6 h for
transmissions every second [18].

Conversely, the performance of the ESP8266 modules for IoT communications is still unknown,
despite the claimed ultra-low-power consumption. The next section shows a quantitative analysis
focused on power requirements and latency performance of these modules in a test scenario.

4.3. Ease of Use

Ease of use is an important requirement for a wearable monitoring system. The use of smartphones
as GWs requires one additional device besides the wristband and can lead to extra configurations
required for the communications. The standalone use of the wristband clearly has advantage in terms
of ease of use, reducing the human interaction to the minimum.

4.4. Cost

The current costs of ESP8266 and BT modules range from 0.10 to 1.00 USD in regular component
suppliers, e.g., Alibaba (www.alibaba.com). ESP8266 modules have a very low retail price, and thus
the main cost comes from integrating the battery and the PPG sensor to produce the wristbands.
The final cost of these wristbands is expected to be similar to that of BT-based counter parts. However,
the BT solution, for online remote monitoring, also needs to consider the cost of a personal gateway,
such as a smartphone, of which the average selling price, according to a market statistics service
(www.statista.com), is currently in the range of 200 USD.

5. Performance of the ESP8266 Modules

This section shows a quantitative characterization of the energy consumption and latency
achievable with the ESP8266 modules when integrated in the M2M architecture shown in Section 3
and as a function of multiple sleep and message configurations. The energy consumption of the PPG
sensor (MAX86150), is negligible compared to the processor module.

5.1. Test Set-Up

We carried out several experiments in our department, using a oneM2M broker (IN-CSE) running
on a dedicated server and an openEHR subscriber client (IN-AE) running on another computer.
The server had an Intel(R) Core(TM) i5-2500 CPU, clocked at 3.3 GHz, 8 GB of RAM, and running
the CentOS 6.9 OS, whereas the client had an Intel(R) Core(TM) i7-4700HQ CPU, clocked at 2.4 GHz,

www.alibaba.com
www.statista.com
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8 GB of RAM, and running the Ubuntu 16.04 LTS OS. These two machines were connected through a
Fast Ehernet network (100 Mb/s).

The ESP8266 publisher client (ADN-AE) connects to the broker via WiFi through an ASUS
RT-AC87U dual-band AC2400 [37] access point (AP) using the default 802.11 protocol with a typical
beacon interval of 100 ms and DTIM of 3. The ESP8266 software framework is provided by Espressif
Systems, v1.2 [38], running on FreeRTOS. The specific module hardware version we used is powered
by a Tensilica 32-bit CPU clocked at 80 MHz, featuring 36 KB of on-chip SRAM and 4 MB of external SPI
Flash memory. The wireless AP is connected to the broker through the referred Fast Ethernet network.

The OM2M broker [39] was used as reference implementation for the oneM2M standard.
The CoAP protocol over UDP with nonconfirmable messages was used between the publisher and the
broker to reduce publishing overhead.

Between the broker and the subscriber, we used the HTTP protocol over TCP for high reliability.
We use the POST method for publications and notifications, and we added a short token to every
message for access control.

We implemented the ESP8266 publisher client in C and the openEHR subscriber client in
Java. The communication between the broker and both the publisher and subscriber clients was
accomplished through the Mca reference point.

5.2. Methodology

We first assessed the ESP8266 modules power requirements, measuring the current consumed by
the modules through a USB connection using the Monsoon power monitor [40]. The sampling rate is
5000 Hz, and our trace contains two fields: time and current. For the sake of completeness, we measured
the current in different modes of operation: Normal mode, which is the default configuration in which
the module’s CPU and Wi-Fi circuit remain always on; Modem-sleep mode, in which the module’s
Wi-Fi circuit is shut off when idle for a certain time, but without breaking Wi-Fi connectivity;
the Light-sleep mode, which differs from the Modem-sleep in that the module’s CPU also becomes
pending, shutting down the crystal oscillator-based system clock, keeping a less precise RTC clock; and,
finally, the Deep-sleep mode, where the whole module is shut down, breaking the Wi-Fi connectivity.

For measuring the end-to-end latency, synchronization is required between publisher and
subscriber as they are not located in the same machine. For that, we use the Network Time Protocol
(NTP) for clock synchronization over the network [41], selecting for that the same server on both ends,
residing on the machine running the OM2M broker. NTP time updates were set with a period of 20
s in the publisher. For the case of the Deep-sleep mode, as the module erases several counters and
memory related elements, we perform an NTP update every time the Wi-Fi connection to the access
point is reestablished. We acquire timestamps at application-level, and consider the end-to-end latency
as the time difference between the arrival of the notifications at the subscriber and the corresponding
publication at the publisher.

We do not consider the current required to periodically collect data from the sensor, as this is
negligible compared to the module current (below 0.5 mA in operation and 1 µA when shut down,
for the MAX86150). We use just HR sensor data that is stored in memory so that accesses to the
flash memory are minimized. Each HR measurement is published by creating a new content instance
resource in an individual container resource already existing in the broker and representing a single
ESP8266 module. The content instance’s payload is marshaled in JSON format.

By default the publisher transmits data every 1s, but we also performed measurements for
transmissions every 10 s to measure the impact of the transmission frequency on the power
consumption. We kept the CoAP data goodput in both cases, though, transmitting one HR
measurement in the first case (85 B) and 10 HR measurements in the second (850 B). The exception is
the Deep-sleep mode, in which we only used transmissions at 10 s intervals, due to the time required
for reestablishing the Wi-Fi connection. All publish requests used one of these two payload sizes, only.
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To eliminate possible deviations in channel conditions during measurements, we performed
every measurement by setting the module approximately one meter away from the wireless access
point. This minimizes the possibility of random errors and other interference. The measurements
were sequential to avoid interference between different measurements. We do not consider the initial
message exchange (registration, creating containers, etc.) in the measurements. We measured every
scenario for an interval corresponding to 100 publications.

5.3. Results on Power Requirements

Figure 5 shows the distribution of the current measurements for each referred test scenario.
The Y-axis was truncated for better visualization. The average current consumed throughout the entire
measurement in the Normal mode was approximately 70.9 mA for transmissions every second and
70.8 mA for transmissions every 10 s. As the Wi-Fi circuit remains on, the module does not explore
energy-saving techniques and requires more current than in the other modes. Moreover, the figure
shows that in Modem-sleep, the average current consumption is considerably reduced when compared
to the Normal mode. The scenario that transmits every 1 s required an average current of 27.0 mA
(61.9% reduction w.r.t. Normal), and the scenario that transmits every 10 s required an average current
of 23.6 mA (66.7% reduction w.r.t. Normal). Further power efficiency can be obtained using the
Light-sleep modes with which we achieved an average current of 22.1 mA (18.2% reduction w.r.t.
Modem-sleep) when transmitting every 1 s and 15.3 mA (35.2% reduction w.r.t. Modem-sleep) when
transmitting every 10 s.

Figure 5. Module current measured in each test case.

The most energy-efficient mode for transmissions with a frequency of 0.1 Hz is Deep-sleep,
as expected. This mode required an average current of 9.8 mA (36.0% decrease w.r.t. Light-sleep). This
difference is essentially controlled by the time taken to reestablish the Wi-Fi connection, during which
the current consumption is high.

On the other hand, these results also show that there are substantial differences of power
requirements between the two transmitting frequencies and that there is a clear advantage in reducing
the transmission frequency. This difference is higher in Light-sleep (30.8% reduction), as more
components are idle/off.

Table 2 summarizes the average current consumption values and shows the respective estimated
battery lifetime defined as the time to reach 10% of battery capacity, assuming the module was powered
by a battery with a capacity of 1000 mAh and the battery depletion was linear. Using energy-saving
moves, the battery lifetime can easily surpass one day, thus allowing daily charging cycles.
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Table 2. Average current and expected battery lifetime for each test scenario.

Test Scenario Average Current (mA) Battery Lifetime (h)

1Hz85B Normal 70.9 12.7
0.1Hz850B Normal 70.8 12.7

1Hz85B Modem-sleep 27.0 33.4
0.1Hz850B Modem-sleep 23.6 38.2

1Hz85B Light-sleep 22.1 40.7
0.1Hz850B Light-sleep 15.3 58.7
0.1Hz850B Deep-sleep 9.8 92.3

5.4. Results on End-to-End Latency

Figure 6 shows the distribution of the end-to-end latency measurements for each test scenario.
Additionally, Figure 7 shows the detailed end-to-end latency measurements for transmissions every
1 s. It allows observing a strong clock drift in Light-sleep, caused by the low precision of the RC clock
that is used in this mode. Every 20 s, the clock drift is corrected by NTP. The average drift rate per
second is approximately 0.73%, and we used this value to correct the measurements in Figure 6.

Figure 6. End-to-end latency measured for each scenario.

Figure 7. End-to-end latency measured for publications of 85B CoAP data every second, showing clock
drift of the Light-sleep mode.
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The scenarios with a transmission frequency of 1Hz experienced an average end-to-end latency
of 23.1 ms, 27.4 ms, and 29.1 ms for the Normal, Modem-sleep, and Light-sleep modes, respectively.
The scenarios with a transmission frequency of 0.1 Hz experienced an average end-to-end latency
of 23.8 ms, 27.6 ms, and 33.0 ms for the Normal, Modem-sleep, and Light-sleep modes, respectively.
We can observe that transmissions when the module is on Normal mode experience a smaller average
end-to-end latency than on Modem-sleep. This is due to the time it takes to activate the Wi-Fi circuit
from the sleep mode. Although the precise characterization of this difference would require more
investigation, we observe that in our measurements it is approximately 4 ms, which is compatible with
the average time to activate the Wi-Fi interface referred in the module datasheet.

The latency values for transmissions every 1 s are similar to those of transmissions every 10 s
for the same operation mode, which shows that this size difference has a negligible impact on the
experienced end-to-end latency.

Finally, we obtained an average end-to-end latency of 1193 ms for the Deep-sleep scenario, due to
the time needed to reestablish the Wi-Fi connection. This long latency has to be taken into account
when assessing the adequacy of the Deep-sleep mode to each specific application scenario.

Taken together, these results show that the ESP8266 modules can support a working M2M
standardized framework. Nonetheless, careful planning of applications must be performed,
as different transmission frequencies and operation modes can provide very different quality of
service levels, in terms of expected battery lifetime, end-to-end latency, and synchronization, which
are conflicting goals.

6. Impact of WiFi Network Configuration

In the previous section, we used the ESP8266 modules within an infrastructured Wi-Fi network,
which uses beacons for synchronization and (Delivery) Traffic Indication Maps (TIM / DTIM) to allow
battery operated nodes to exploit sleep modes. All nodes wake up every beacon (or every x beacons)
to receive the TIM (DTIM) and see whether they have any traffic for them (or broadcast/multicast
traffic) pending in the AP and retrieve it. Thus, the beacon interval and the DTIM period (x) impact on
the modules power consumption. These parameters are configured in the AP, and thus we carried out
another set of experiments to assess their impact on the ESP8266 modules power consumption in our
M2M scenario.

In this case, we followed a different methodology and inhibited all module transmissions and NTP
updates, leaving it in an idle state in which it would respond to automatic infrastructure interactions
only, such as beacons. This approach allows observing the impact of the infrastructure configuration
without interference of the actual traffic pattern. In particular, we measured the current consumption
for various beacon intervals (100 ms, 300 ms, 500 ms, and 1000 ms) and DTIM periods (1, 3, and 5).
We also considered two different sleep modes only, namely, Modem-sleep and Light-sleep. We did not
consider Normal mode, because it keeps the Wi-Fi interface on all the time, or Deep-sleep, because
it ignores the AP beacons. The average and median current measured for each scenario are shown
in Table 3.

We observed that modules in the Modem-sleep mode show a small reduction of the average
current consumption as the beacon interval and DTIM period increase. The median values,
however, remain constant. Curiously, the experiments with Light-sleep show the opposite behavior,
with the average current slightly increasing with the beacon interval and the DTIM period. The median,
in turn, shows two very different values, with the smallest for combinations of short beacon interval
and low DTIM period. By performing a visual inspection of the current consumption profile for the
Light-sleep mode, we observed that the module transitions to a very low energy consumption state for
a certain time but then returns to a state that has similar consumption to that of Modem-sleep until the
next DTIM arrives. This behavior still requires further investigation.
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Nevertheless, these results already provide guidelines for the right AP configuration according to
the sleep mode used. Curiously, the most favorable configuration we found for Light-sleep mode is
with a beacon interval of 100ms and a DTIM of 3, which is a typical default WiFi network configuration.

Table 3. Average (and median) current (mA) for Modem- and Light-sleep modes for different beacon
intervals (ms) and DTIM periods.

DTIM 1 DTIM 3 DTIM 5

Modem-sleep

BInt 100 30.7 (21.3) 26.6 (21.3) 25.5 (21.2)
BInt 300 26.9 (21.3) 25.2 (21.3) 24.7 (21.3)
BInt 500 26.0 (21.3) 24.5 (21.3) 24.4 (21.3)
BInt 1000 24.9 (21.3) 24.2 (21.4) 25.4 (21.4)

Light-sleep

BInt 100 18.3 (4.1) 16.5 (4.2) 17.4 (20.5)
BInt 300 18.1 (4.2) 19.3 (20.5) 22.2 (20.6)
BInt 500 17.3 (20.5) 22.2 (20.6) 22.7 (20.6)
BInt 1000 19.4 (20.5) 22.6 (20.8) 22.0 (20.6)

7. Conclusions

Following the current trend towards e-health IoT applications, we focused on a potentially
high-impact use case, which is the tracking of patients vital signs in emergency wards. We proposed a
vertical IoT architecture based on open standards, fully integrated with the Internet. Our proposal
includes an e-health framework that settles in the use of the oneM2M and openEHR standards,
thus allowing interoperability between different devices and software, from the wearable sensors to
the databases.

A critical element in this architecture is the design of efficient M2M-capable sensors. We showed
that such sensors can be designed resorting to new low-cost, ultra-low-power ESP8266 Wi-Fi
modules that can be integrated in wristbands and connect directly to the Internet, using M2M
standardized protocols.

We then carried out a feasibility study, assessing the performance of the ESP8266 modules in
terms of power requirements and end-to-end latency. Using sleep states allowed extending the lifetime
of a 1000 mAh battery between 1 and 2 days with end-to-end latency in the range of 20–40 ms.
Longer lifetime could be achieved with a deep-sleep mode which, however, caused a jump to over 1 s
in the latency, due to the time taken to reestablish Wi-Fi connection. We also carried out experiments to
provide guidelines for the WiFi network configuration concerning beacon interval and DTIM period.

We conclude that emerging Wi-Fi nodes, such as the ESP8266, are indeed adequate to develop
IoT-enabled wearables that can be integrated in open, interoperable e-health frameworks, thus playing
a key role in the rise and adoption of low-cost solutions. Nevertheless, further work is underway
to characterize the modules operation in more situations, particularly with different transmitting
powers and modulations as well as under loaded wireless media. Future work will also address time
guarantees or availability for scenarios where different quality of service might be required, focusing
on deployment in a real-life scenario. Due to their enhanced processing capacities and reduced battery
consumption, these modules could also be used to explore forms of edge computing concerning
patients’ data.
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