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Abstract: Oil is the primary source of energy, therefore, oil consumption forecasting is essential for the
necessary economic and social plans. This paper presents an alternative time series prediction method
for oil consumption based on a modified Adaptive Neuro-Fuzzy Inference System (ANFIS) model
using the Multi-verse Optimizer algorithm (MVO). MVO is applied to find the optimal parameters of
the ANFIS. Then, the hybrid method, namely MVO-ANFIS, is employed to forecast oil consumption.
To evaluate the performance of the MVO-ANFIS model, a dataset of two different countries was used
and compared with several forecasting models. The evaluation results show the superiority of the
MVO-ANFIS model over other models. Moreover, the proposed method constitutes an accurate tool
that effectively improved the solution of time series prediction problems.
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1. Introduction

In the past three decades, energy consumption in developing countries has increased more
than fourfold and, as expected, it may increase rapidly in the upcoming years. The rapid growth
of population and continuous economic development are the main reasons for increasing energy
consumption in developing countries. The population is expected to increase by 15% by 2040 [1] in the
developing countries, in which the energy consumption will increase rapidly.

According to the Organization of the Petroleum Exporting Countries (OPEC), oil is still the
main energy resource. The recent statistics show that oil consumption is estimated to increase from
86.5 mobe/d (million barrel of oil equivalent per day) to 92.3 mobe/d in 2020. It is estimated to increase
to 97.9 mobe/d and 100.7 mobe/d in 2030 and 2040, respectively. Coal consumption in 2015, 2020, 2030,
and 2040 are expected be 87.8 mobe/d, 80.7 mobe/d, 85.8 mobe/d, and 86.2 mobe/d, respectively. Gas
consumption in 2015, 2020, 2030, and 2040 are expected to be 59.2 mobe/d, 65.2 mobe/d, 79.9 mobe/d
and 93.2 mobe/d, respectively. Thus, oil can be considered as the main energy resource in the world.
Therefore, it is very critical to forecast a country’s oil consumption to fomulate the necessary strategies
for the major economic and social problems. From 2015 to 2040, the global population is estimated to
increase by 1.8 billion people (from 7.3 billion in 2015 to 9.2 billion in 2040). This increased population
will mainly come from developing countries, specifically from Middle East countries, African countries,
and India [1].
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Oil consumption is a strategic problem because it is not only related to the issue of economic
strategies and plans, but the the environmental impact is also a critical issue. It plays a vital role in
environmental issues such as air pollution problems and green energy solutions. Many studies have
been presented to estimate oil consumption in different countries. Yu et al. [2] presented an online big
data driven model to forecast oil consumption by using the power of Google trend. The proposed
model contains two steps: the relationship investigation and the prediction improvement. They also
used the Granger causality analysis to test the power of Google trend. They concluded that Google
trend improves forecasting results. Azadeh et al. [3] presented a Fuzzy regression model for forecasting
oil consumption in the US, Japan, Australia, and Canada. They used the analysis of variance method to
select the conventional regression or fuzzy regression to estimate the future demand. Their proposed
method achieved the minimum absolute percentage error. Li et al. [4] used a combination of artificial
intelligence algorithms to predict oil consumption in China. They concluded that the combination
model outperforms traditional forecasting models in terms of performance and forecasting results.

Moreover, the Adaptive Neuro-Fuzzy Inference System (ANFIS) has received more attention since
it is a universal model and a hybrid intelligent system, which combines the learning and modeling
power of the fuzzy inference system (FIS), and neural networks into an adaptive inference system.
Furthermore, ANFIS outperforms nonlinear mathematical prediction models, such as those in [5,6].
Therefore, ANFIS can be applied to more advanced applications such as recommender systems [7]
and image segmentation [8]. Moreover, ANFIS has been successfully applied to several time series
prediction applications such as water consumption prediction [9], used cars price prediction [10],
water treatment [11], forecasting the success of tourism services [12], and wind power forecasting [13].
Yurdusev et al. [9] used several predicting methods including ANFIS to forecast water consumption.
Wu et al. [10] proposed an ANFIS forecasting model for used cars prices. The proposed model
was compared to a neural network model and the evaluation results showed that ANFIS had more
possibilities to predict used car prices. Mandal et al. [11] presented an ANFIS based forecasting
method for the removal of Hexavalent chromium and arsenite from water. The proposed method
achieved good accuracy with small average absolute relative percentage error. Atsalakis et al. [12]
presented an ANFIS model to forecast the success of tourism services. They collected data through
a questionnaire related to tourism services development. The evaluation results show that ANFIS
provided an intelligent way to find the relationships of input and output variables that improved
forecasting results. Liu et al. [13] proposed a combination model of ANFIS and neural network to
forecast wind power in China. The evaluation showed that the combination model outperforms
traditional forecasting models.

However, ANFIS is influenced by the approaches that are used to learn its parameters.
The consequent and premise parameters are the two sets of ANFIS adjustable parameters. Some
methods have been employed to determine the optimal parameter values of ANFIS such as the least
square method (LSM). However, LSM can get stuck at a local optimal point. Thus, a hybrid between
LSM and back-propagation (BP) is presented [14].

Recently, meta-heuristics (MH) algorithms have been used to train ANFIS parameters such as
Particle Swarm Optimization (PSO) [15], Genetic Algorithm (GA) [16], and Sine–Cosine Algorithm
(SCA) [17].

In [15], a PSO model is adopted to train ANFIS to forecast the biochar yield. However, the main
drawback of PSO is its sensitivity to neighborhood topology. In [16], a modified GA is used to optimize
the modeling parameters for membership functions and fuzzy rules in ANFIS. However, GA suffers
from its slow convergence speed.

In [17], an SCA method is presented to train the ANFIS model to build an oil consumption
prediction model. Although SCA outperforms GA and PSO, it has some drawbacks such as its
exploration ability is higher than its exploitation in the search domain. Moreover, the No Free Lunch
(NFL) theorem [18] assumes that no optimization approach can be applied to solve different problems
with the same accuracy. In the same context, the Multi-verse Optimizer (MVO) is an MH algorithm [19].



Electronics 2019, 8, 1071 3 of 12

Three basic concepts inspired MVO: white hole, black hole, and wormhole. These three concepts are
improved to enhance exploration, exploitation, and local search, respectively. As described in [19],
MOV outperformed several optimization algorithms in five real engineering problems. Therefore,
MVO has been successfully applied in different applications. Faris et al. [20] employed MVO to select
the optimal features and to optimize the parameters of the Support Vector Machine (SVM) algorithm.
They found that, by applying MVO, the number of features is reduced but the prediction is still high.
Wang et al. [21] also applied MVO to optimize the parameters of SVM to build a prediction model for
energy consumption in China. In this paper, we present an oil consumption forecasting model, namely
MVO-ANFIS. The proposed method leverages the power of ANFIS to make the prediction and the
power of MVO to select the accurate parameters. MVO is employed for optimizing ANFIS parameters
to improve ANFIS prediction performance. The MVO-ANFIS method was evaluated by forecasting
oil consumption in two countries: Korea and Italy. Moreover, MVO-ANFIS was compared to other
modified ANFIS models, such as SCA-ANFIS, PSO-ANFIS, GA-ANFIS, and Whale Optimization
Algorithm (WOA-ANFIS).

The main contribution of this study can be summarized as follows:

• We present a novel time series prediction model, namely MVO-ANFIS. To the best of our
knowledge, this is the first study that applies MVO for optimizing ANFIS.

• The proposed model was employed to forecast oil consumption in two countries and achieved a
robust prediction result.

• We compared the proposed method with other modified ANFIS models, and the proposed
method outperformed them in prediction result and speed.

The paper is organized as follows. Section 2 presents the basic structure of the MVO-ANFIS
algorithm. Section 3 describes the dataset and experiments. The evaluated results and the conclusion
are described in Sections 4 and 5, respectively.

2. Preliminaries

2.1. Adaptive Neuro-Fuzzy Inference System

The Adaptive Neuro-Fuzzy Inference System (ANFIS) model is introduced in [22] as a
modification of traditional neural networks (NN) by combining it with fuzzy logic. Additionally,
this model produces a nonlinear map between the input and output using the fuzzy IF-THEN rules.
Basic ANFIS model is given in Figure 1, in which there are two inputs x and y and the output is out.
The ANFIS model has five layers, each with a specific task. The first layer receives the x and y and
computes the output of each node (O1i) using the generalized Gaussian membership functions (µ)
as follows:

O1i = µAi (x), i = 1, 2, O1i = µBi−2(y), i = 3, 4 (1)

µ(x) = e−(
x−ρi

αi
)2

, (2)

In Equation (1), the two parameters ρi and αi are the premise parameters set. Ai and Bi are the
membership values of µ. The next process in ANFIS is to compute the output of each node in the
second layer (the firing strength of a rule) using Equation (3):

O2i = µAi (x)× µBi−2(y) (3)

Thereafter, the node in the third layer (normalized firing strength) computes its output using
Equation (4):

O3i = wi =
ωi

∑2
(i=1) ωi

, (4)
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The adaptive nodes in the fourth layer compute their output depending on the O3i as:

O4,i = wi fi = wi(pix + qiy + ri) (5)

In Equation (5), the parameters ri, qi, and pi are the consequent parameters of the ith node.
The output of the ANFIS out is calculated as:

Out = ∑
i

wi fi (6)

Figure 1. The structure of the Adaptive Neuro-Fuzzy Inference System (ANFIS) model.

2.2. Multi-Verse Optimizer Algorithm

In [19], the Multi-verse Optimizer (MVO) is introduced as a meta-heuristic algorithm inspired
by the multi-verses theory in physics. The MVO algorithm simulates the theory’s depiction of the
interplay among universes depending on the concept of moving objects between them through white
holes, black holes and wormholes. The mathematical model of the MVO algorithm can be defined by
considering N universes and the jth object of the ith universe (xj

i , i = 1, 2, ..., N) can be updated as [19]:

xj
i =

{
xj

k i f r1 < NF(xi)

xj
i otherwise

(7)

where xj
k is the jth object of the kth universe, which is selected using the roulette wheel mechanism;

r1 ∈ [0, 1] is a random value; and NF(xi) represents the normalized fitness value of the ith universe.
According to the wormholes, the objects of each universe can be updated as defined in Equation (8):

xj
i=

{
Y j

i r2 < WEP

xj
i r2 ≥WEP

(8)

where

Y j
i =

xb
j + TDR× ((ubj − lbj)× r4 + lbj) r3<0.5

xb
j − TDR× ((ubj − lbj)× r4 + lbj) r3≥0.5

(9)

with xb
j the best solution at the jth object, and lbj the lower bound and ubj the upper bound of at

the dimension j. The parameters r2, r3,, and r4 represent random numbers. Meanwhile, TDR is the
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coefficient of the traveling distance rate to allow objects to move to xb through a wormhole and it is
defined as:

TDR = 1− iter1/p

max_iter1/p (10)

where iter is the current iteration, maxiter is the total number of iterations, and the parameter p = 6,
which is used to control the exploitation ability.

Meanwhile, WEP is the wormhole existence probability, which is increased linearly over
repetitions and defined as:

WEP = WEPmin + iter×
(

WEPmax −WEPmin
maxiter

)
(11)

where WEPmin and WEPmax represent constant values set to 0.2 and 1, respectively. The steps of MVO
algorithm are illustrated in Algorithm 1.

Algorithm 1 Multi-verse Optimizer (MVO) algorithm

1: Input: the population size (N)and the maximum number of iterations ( max_iter).

2: Set the initial value for WEP, TDR, and iter.

3: Generate a random universes X and save its sorted value in SU.

4: repeat
5: Calculate the fitness of each xi.

6: Compute the normalization of the fitness values of the universes (NI).

7: Determine the best solution xb which has the best fitness value.

8: for i = 1 : N do
9: Update WEP and TDR using Equations (11) and (10), respectively.

10: Black_hole_index = i;

11: for j = 1 : Dim do
12: generate random value r1 from the interval [0, 1];

13: if r1 < NI(xi) then
14: White_hole_index = RouletteWheelSelection(−NI);

15: xj
Black_hole_index = SU j

White_hole_index

16: end if

17: generate random value r2, r3 and r4 from the interval [0, 1];

18: Update xj
i using Equation (8) based on the value of r2, r3 and r4.

19: end for

20: end for

21: iter = iter + 1.

22: until iter < maxiter

23: Return: Xb.

3. The Proposed Method

The proposed oil consumption forecasting model based on the modified ANFIS model using
MVO is introduced in this section. The proposed MVO-ANFIS approach aims to find the set of ANFIS’s
parameters using MVO that leads to minimizing the RMSE between the target and its prediction.
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The structure of MVO-ANFIS is similar to the traditional ANFIS model, which contains five layers, as
discussed in Section 2.1. The first layer aims to receive the historical consumption of the oil then its
output to the second layer. The nodes in the second layer compute their output using Equation (3) and
the fuzzy logic rules at the third layer compute the output of this layer using Equation (4). Meanwhile,
the Takagi–Sugeno–Kang model is used in the fourth layer by using the consequent parameters.
The last layer computes the prediction of oil consumption using Equation (5). The MVO-ANFIS model
starts by preprocessing the historical oil consumption by using the auto-correlation function (ACF)
to determine the suitable features for using them during the forecasting process. The next step is
to randomly split the dataset into training and testing, which represent 70% and 30% of the dataset,
respectively. Then, MVO-ANFIS, using the fuzzy c-mean, selects the suitable number of membership
functions by clustering the dataset into different groups. Thereafter, MVO (as discussed in Section 2.2)
is used to find the two types of ANFIS parameters through considering a set of solutions, each of them
representing a different ANFIS model. To evaluate the quality of each solution, the Root Mean Square
Error (RMSE) is used, as defined in the following equation:

Fiti =

√
∑N

i=1(Ti − Pi)2

N
(12)

where T and P represent the actual training oil consumption and its prediction value, respectively.
Thereafter, the best solution is determined, which has the smallest fitness value (Fitb). This best solution
represents the optimal ANFIS model at the current iteration. Then, other solutions are updated based
on this solution and this process is repeated until reaching the maximum number of iterations, which
represents the stop condition. The next step in MVO-ANFIS is to test the quality of the best ANFIS
model by applying the testing set and evaluate the prediction value using a set of measures. The last
step in MVO-ANFIS is to predict oil consumption (forecasting process) for the next month. The stages
of the proposed model are given in Figure 2.

Input historical oil 
consumption data

Compute the input variables 
by ACF

Divide data into train and test 
sets

Train set

Determine number of 
membership using FCM

Set the input parameter of 
membership function

Using MVO to determine 
ANFIS parameters 

Compute MVO-ANFIS 
performance

Test set

Forecast the oil consumption

Define the parameters of MVO

Compute objective function

Update the solutions using the 
operators of the MVO

Max 
Iteration?

Best solution

Start

End

MVO

Figure 2. The forecasting MVO-ANFIS approach.
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4. Experiment

The proposed method MVO-ANFIS was evaluated by forecasting oil consumption in two
countries: Korea and Italy. The description of the dataset and the setting of all experiments are
given. In addition, the results of MVO-ANFIS were compared with original ANFIS, PSO-ANFIS,
GA-ANFIS, WOA-ANFIS, and SCA-ANFIS. In addition, Wilcoxon’s test was applied.

4.1. Dataset Description

The dataset contains real data of oil consumption in Korea and Italy. The dataset was retrieved
from The U.S. Energy Information Administration, which records monthly the number of oil barrels
consumed by those countries (in thousands) during the 10 years from September 2007 to August 2017.
Figures 3 and 4 illustrate these data over months.

Korea oil consumption varied from 1982 to 2842 thousand barrels, whereas in Italy the
consumption varied between 1107 and 1797 thousand barrels.
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Figure 3. Oil consumption of Korea from September 2007 to August 2017.

Month
10 20 30 40 50 60 70 80 90 100 110 120

Ba
rre

ls 
co

ns
um

pt
ion

 (t
ho

us
an

ds
)

1200

1300

1400

1500

1600

1700

Figure 4. Oil consumption of Italy from September 2007 to August 2017.

4.2. Performance Measures

The performance of the proposed method was evaluated by four measures: Mean Absolute Error
(MAE), Root Mean Square Error (RMSE), Root Mean Squared Relative Error (RMSRE), and Mean
Absolute Percentage Error (MAPE). The definitions of these measures are given in Table 1. In these
measures, the lowest value is the best value.
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Table 1. The formula of the performance measures.

Measure Formula

Root Mean Square Error RMSE =
√

1
Ns

∑Ns
i=1(Pi − Ti)2

Mean Absolute Error MAE = 1
Ns

∑Ns
i=1 |Pi − Ti|

Mean Absolute Percentage Error MAPE = 1
Ns

∑Ns
i=1 |

Pi−Ti
Pi
|

Root Mean Squared Relative Error RMSRE =
√

1
Ns

∑Ns
i=1(

Pi−Ti
Pi

)2

In Table 1, P is the predicted value, T denotes the target value, and Ns defines the size of the sample.

4.3. Parameter Settings

The experimental setting of all algorithms’ parameters is presented in Table 2.

Table 2. Parameters setting of the algorithms.

Algorithm Values

MVO-ANFIS WEPmin = 0.2, WEPmax = 1
ANFIS Max. epoch = 100, Err. goal = 0,

Initial step = 0.01, Decrease rate = 0.9,
Increase rate = 1.1

GA-ANFIS Crossover type = 1,
crossover prob. = 1,
mutation prob. = 0.01

PSO-ANFIS C1 = 2, C2 = 2, wMin = 0.2, wMax = 0.9
SCA-ANFIS a = 2
WOA-ANFIS a = 2, l = 1

The global parameters setting were set to 25 for the population size, 100 for iterations number,
and −5 and 5 for the upper and the lower limits, respectively. The algorithms were evaluated during
20 independent runs and the average was taken. These values were chosen based on their good
performance in previous studies (e.g., [17,23–27]).

4.4. Results and Discussion

The forecasting results of the oil consumption of Korea and Italy are listed in Table 3 in terms of
MAE, RMSE, MAPE, and RMSRE, while the forecasted values for 12 months are shown in Table 4.

Table 3 shows that the results of the proposed method MVO-ANFIS in forecasting Korea’s
oil consumption outperformed the other methods in all measures. GA-ANFIS ranked second
followed by PSO-ANFIS, WOA-ANFIS, and SCA-ANFIS, respectively, while ANFIS came in last.
For Italy’s oil consumption, Table 3 shows the superiority of MVO-ANFIS, which ranked first in all
measures. In terms of RMSE and RMSRE, SCA-ANFIS is ranked second followed by PSO-ANFIS,
GA-ANFIS, and WOA-ANFIS, respectively, while the original ANFIS ranked last. In terms of MAE
and MAPE, GA-ANFIS is ranked second followed by SCA-ANFIS, PSO-ANFIS, WOA-ANFIS, and
ANFIS, respectively.

In general, MVO-ANFIS improved the original ANFIS 14% and 25% in Korea and Italy,
respectively, based on the results of RMSE measure. Figure 5 illustrates the forecasting RMSE values of
all algorithms in Korea and Italy.
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Table 3. Forecasting results of all method for Italy’s oil consumption and Korea’s oil consumption.

Korea RMSE MAE MAPE RMSRE

Anfis 131.41 99.61 3.822 0.0493
PSO 112.63 78.62 2.983 0.0426
GA 113.15 76.57 2.872 0.0423
WOA 114.76 78.92 3.128 0.0458
SCA 122.3 86.7 3.396 0.0479
MVO 112.44 73.11 2.867 0.0422

Italy RMSE MAE MAPE RMSRE

Anfis 82.48 63.49 5.037 0.064
PSO 67.33 48.81 3.824 0.053
GA 67.68 44.94 3.530 0.057
WOA 72.45 54.45 4.209 0.057
SCA 62.1 45.6 3.614 0.050
MVO 61.72 44.60 3.455 0.049

Figure 5. RMSE results of forecasting oil consumption for Korea and Italy.

The results of MVO-ANFIS for Korea and Italy in forecasting the new consumption for the
12 months from September 2017 to August 2018 are listed in Table 4. In this table, we can notice that
the forecasted values seem to be similar to the observation values, which can be trusted. Moreover,
Figures 6 and 7 illustrate the real consumption values and the forecasted values of MVO-ANFIS for
Korea and Italy, respectively. In these figures, the last 12 values show the forecasted curve of oil
consumption.
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Figure 6. Real and forecasting data of Korea’s oil consumptions.
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Figure 7. Real and forecasting data of Italy’s oil consumptions.

Table 4. MVO-ANFIS forecasting values of Korean and Italian oil consumption for 12 months
(thousand barrels).

Month/Year Korea Italy

September 2017 2280.11 1445.96
October 2017 2280.11 1273.87
November 2017 2280.11 1363.20
December 2017 2285.86 1445.96
January 2018 2333.02 1445.96
February 2018 2338.67 1360.79
March 2018 2338.67 1428.12
April 2018 2367.22 1445.96
May 2018 2367.22 1416.62
June 2018 2355.22 1445.96
July 2018 2367.22 1445.96
August 2018 2367.50 1412.74

4.5. Statistical Analysis

To evaluate the performance of MVO-ANFIS, Wilcoxon’s test was applied to test if there was a
significant difference between MVO-ANFIS and the other methods. Since it does not suppose the
normality of the dataset, when the parametric test (such as t-test) is not suitable, Wilcoxon’s test can be
used. However, to use Wilcoxon’s test, three assumptions must be checked. In the first assumption, the
dependent variable must be measured at a continuous (or ordinal) level. Moreover, the independent
variable must contain two categories (i.e., “matched pairs” or “related groups”). In this study, related
groups were used, which refers to the same cases being used in the two groups. The third assumption
supposes that the distribution of the differences between the two related groups is symmetrical.
This test was calculated using RMSE and MAPE measures with a significant threshold equal to 0.05;
therefore, there is a significant difference if p-value < 0.05 and MVO-ANFIS improved ANFIS more
than other methods. Table 5 shows the results of the test. These results indicate that, in terms of Korean
data, MVO-ANFIS has significant differences with ANFIS, PSO-ANFIS, WOA-ANFIS, and SCA-ANFIS,
whereas, there are no significant differences with GA-ANFIS. In terms of Italian data, MVO-ANFIS has
significant differences with all methods except for PSO-ANFIS. In general, MVO-ANFIS was able to
effectively forecast the oil consumption for both countries.

Table 5. Wilcoxon’s test results between MVO-ANFIS and the other algorithms.

Country ANFIS PSO-ANFIS GA-ANFIS WOA-ANFIS SCA-ANFIS

Korea 0.000 0.508 0.011 0.000 0.001
Italy 0.000 0.078 0.033 0.000 0.049
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5. Conclusion and Future Work

This paper proposes an alternative forecasting approach for time series of oil consumption.
The proposed method depends on a modified version of the Adaptive Neuro-Fuzzy Inference System
(ANFIS) using the Multi-verse Optimizer algorithm (MVO). The proposed MVO-ANFIS combines
the main advantages of the ANFIS model as a regression model and MVO as global optimization
meta-heuristic algorithm. The main aim of using MVO is to search about the suitable parameters
of the ANFIS using a set of training historical oil consumption, and then applying the best model,
which has the smallest fitness function (i.e., RMSE), to the testing set. To assess the quality of the
proposed forecasting MVO-ANFIS, the dataset of oil consumption from two different countries was
used. Moreover, the results of MVO-ANFIS were compared with ANFIS, PSO-ANFIS, GA-ANFIS,
WOA-ANFIS, and SCA-ANFIS. From the experiment results and statistical analysis, the high quality of
MVO-ANFIS over other methods can be observed. From the promising accuracy of the MVO-ANFIS
method for predicting the historical oil consumptions, it can be used in many other fields, for example:
(1) quantity structure adaptive regression (QSAR) model; (2) yield production/consumption; and (3)
solar radiation.
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