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Abstract: In order to effectively extract the frequency characteristics of an underwater acoustic signal
under sensor measurement, a fusion frequency feature extraction method for an underwater acoustic
signal is presented based on variational mode decomposition (VMD), duffing chaotic oscillator (DCO)
and a kind of permutation entropy (PE). Firstly, VMD decomposes the complex multi-component
underwater acoustic signal into a set of intrinsic mode functions (IMFs), so as to extract the estimated
center frequency of each IMF. Secondly, the frequency of the line spectrum can be obtained by using
DCO and a kind of PE (KPE). DCO is used to detect the actual frequency of the line spectrum for
each IMF and KPE can determine the accurate frequency when the phase space track is in the great
periodic state. Finally, the frequency characteristic parameters acted as the input of the support vector
machine (SVM) to distinguish different types of underwater acoustic signals. By comparing with
the other three traditional methods for simulation signal and different kinds of underwater acoustic
signals, the results show that the proposed method can accurately extract the frequency characteristics
and effectively realize the classification and recognition for the underwater acoustic signal.

Keywords: variational mode decomposition (VMD); duffing chaotic oscillator (DCO);
permutation entropy (PE); feature extraction; frequency characteristic; underwater acoustic signal;
ship-radiated noise

1. Introduction

Underwater acoustic signal processing is one of the hot topics in the field of marine science.
The denoising, feature extraction and classification of underwater acoustic signals are of great
significance to the research of underwater acoustic signals, which can provide convenience and
basis for the detection and tracking of underwater acoustic signals [1–4]. Feature extraction methods
for underwater acoustic signals mainly include frequency feature extraction, energy feature extraction
and complexity feature extraction [5]. The frequency feature extraction method usually consists of
three steps: (1) signal processing, (2) feature extraction and (3) classification, among which the first
two steps have a great impact on feature extraction. Therefore, we face two challenges: how to select
the right signal processing method and how to extract features accurately [6,7].
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Traditional time-frequency analysis methods include short-time Fourier transform (STFT),
Wigner-Ville distribution (WVD), wavelet transform (WT) and empirical mode decomposition
(EMD) [8,9]. However, these methods have certain limitations. For example, the WT need to select
wavelet basis functions and wavelet decomposition levels, and EMD has the problem of mode
mixing [10]. In recent years, several improved EMD methods have been proposed to suppress
mode mixing, which are ensemble EMD (EEMD) [11–14] and complete EEMD with adaptive noise
(CEEMDAN) [15–17]. However, EMD and improved EMD methods are all empirical decomposition
algorithms, which lack the strict mathematical theory for support [18,19].

Variational mode decomposition (VMD) is a time-frequency analysis method after EMD and
improved EMD methods [20]. Compared with EMD and improved EMD methods, VMD decomposes
a complex signal into a set of intrinsic mode functions (IMFs) based on a foundation of mature
mathematical theories and methods, which are wiener filtering, Hilbert transform, analytic signal and
heterodyne demodulation. The sensitivity of VMD to noise is lower than that of EMD and improved
EMD methods [21]. VMD has been used in many fields, such as fault diagnosis, clinical medicine
and underwater acoustics. In Reference [22], a hybrid fault feature extraction method using VMD
combined with multipoint kurtosis was proposed. In Reference [23], focusing on high voltage circuit
breakers, a fault diagnosis method using VMD and multi-layer classifier was proposed to improve
the accuracy of fault diagnosis. In Reference [24], a new detection method for atrial fibrillation using
electrocardiogram signal was proposed, sample entropy and center frequency were extracted from
IMFs by VMD, which can effectively distinguish the normal sinus rhythm and atrial fibrillation.

Because the chaotic system is sensitive to a weak signal and immune to noise, it has a wide range
of applications in weak signal detection. Duffing system is a kind of common nonlinear system which
produces chaotic phenomena. Therefore, duffing chaotic oscillator (DCO) can detect weak signals of
low-frequency components. We can detect weak signals in strong background noise by changing the
phase space tracks of DCO [25]. Detection of weak signals using DCO has been implemented [26].
In Reference [27], a new weak signal detection method was proposed based on the scale transformation
of DCO, which can detect any harmonic signal using a set of determined parameters. In Reference [28],
an effective weak signal detection method for underwater acoustic signal was put forward based on
DCO and Hilbert transform, which can improve the signal-to-noise ratio greater than the traditional
DCO method. The above methods have proved the validity of DCO for weak signal detection.

Permutation entropy (PE) is a method to measure the complexity of time series, which is used
in many fields [29,30]. A kind of PE (KPE) was proposed by Bandt in April 2017. KPE, as a novel PE,
has better performance than PE in terms of the stability of time series with different lengths [31,32].
Many studies have shown that KPE is superior to PE in medical diagnosis and underwater acoustics.

There are many methods for feature extraction of underwater acoustic signals [33]. Among
these methods, the feature extraction methods based on mode decomposition is one of the hot issues
of research for underwater acoustic signals. In terms of energy feature extraction of underwater
acoustic signals, two methods were put forward using EMD combined with energy entropy and energy
spectrum [34,35]. In terms of the complexity of feature extraction of underwater acoustic signals,
PE and multi-scale PE (MPE) of IMFs were extracted as new features, where IMFs were obtained by
EMD and VMD respectively. Focusing on the frequency feature extraction of underwater acoustic
signals, center frequency feature extraction methods were presented using EEMD and VMD. However,
these frequency characteristics were not accurate enough.

In the paper, we proposed a new frequency feature extraction method for underwater acoustic
signals to effectively extract the frequency characteristics. The proposed method is based on VMD,
DCO and KPE. We use VMD to decompose underwater acoustic signals into IMFs. According to the
estimated frequency, DCO can detect the frequency of each IMF. When the phase space track is in the
great periodic state, we can use KPE to determine the accurate frequency. DCO and KPE are first used
to the frequency of IMF for underwater acoustic signals.
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The next section is the theory of VMD, DCO and KPE; the novel frequency feature extraction
method for underwater acoustic signals is presented in Section 3; the proposed frequency feature
extraction method is used to simulate signals and underwater acoustic signals in Sections 4 and 5;
and, finally, the concluding remarks are made in the last section.

2. Theory

2.1. VMD

The VMD theory consists of two parts: the constrained variational problem and specific steps to
solve. VMD defines the amplitude-modulated-frequency-modulated signal as IMF, which is shown in
Equation (1).

uk(t) = Ak(t) cos(φk(t)) (1)

where uk(t) is the k-th IMF by VMD, Ak(t) and φk(t) are the envelope and phase of the k-th IMF. Each
IMF has estimated frequency and limited bandwidth. The constrained variational problem is shown in
Equation (2). 

min
{uk},{wk}

{
K
∑

k=1

∥∥∥∂t[(δ(t) + j
πt ) ∗ uk(t)]e−jwkt

∥∥∥2

2

}
s.t.

K
∑

k=1
uk =x(t)

(2)

where x(t) represents the un-decomposed complex signal, K and wk represent the number of uk(t)
and estimated frequency for the k-th IMF. The solved non-constrained variational problem is shown in
Equation (3).

L({uk}, {wk}, λ) = α
K
∑

k=1

∥∥∥∂t[(δ(t) + j
πt ) ∗ uk(t)]e−jwkt

∥∥∥2

2
+

∥∥∥∥x(t)−
K
∑

k=1
uk(t)

∥∥∥∥2

2
+

〈
λ(t), x(t)−

K
∑

k=1
uk(t)

〉
(3)

where L is the augmented Lagrangian method, α and λ are the penalty factor and Lagrange multiplier.
We use the alternating direction multiplier method to get saddle points and update ûn+1

k , wn+1
k and

λ̂n+1. These updated formulas are shown in Equation (4).

ûn+1
k (w) =

x̂(w)− ∑
i<k

ûin(w)− ∑
i>k

ûin(w)+ λ̂n(w)
2

1+2α(w−wn
k )

2

wn+1
k =

∫ ∞
0 w|ûn+1

k |
2
dw∫ ∞

0 |ûn+1
k |

2
dw

λ̂n+1(w) = λ̂n(w) + τ

(
x̂(w)−∑

k
ûn+1

n (w)

) (4)

where w represents the frequency domain. The flow diagram of VMD is given in Figure 1.
More detailed explanations about VMD can be found [20,21].
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Figure 1. The flow diagram of VMD. 

2.2. DCO 
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Figure 1. The flow diagram of VMD.

2.2. DCO

The normal form of a duffing chaotic oscillator (DCO) equation is shown in Equation (5).

d2x
dt2 + k

dx
dt
− x(t) + x3(t) = F(t) (5)

where k is the damping ratio, −x(t) + x3(t) and F(t) represent the nonlinear resilience item and the
driving force. When F(t) equals γ cos(ωt), DCO equation can be expressed in Equation (6).

d2x
dt2 + k

dx
dt
− x(t) + x3(t) = γ cos(ωt) (6)

γ and ω represent the angular frequency and amplitude of the driving force. Due to the existence of
the nonlinear resilience item, the DCO equation is rich in nonlinear dynamic characteristics. We make
γ increase from 0 while fixing k, the system state changes from homoclinic orbits state to bifurcation
state, and then when the threshold γd is exceeded, the system state changes from chaos state to the
great periodic motion. The steps of periodic signal detection by DCO are as follows:

(1) Put periodic signal s(t) and noise signal n(t) into the system, DCO equation can be expressed in
Equation (7).

d2x
dt2 + k

dx
dt
− x(t) + x3(t) = γd cos(ωt) + s(t) + n(t) (7)

(2) Set k, x(0) and x′(0) to 0.5, 0 and 0. The Runge-Kutta of the fourth order is used for a solution of
DCO equation.

(3) We can determine whether the angular frequency of the periodic signal s(t) is close to ω according
to the system state. When the system state is the great periodic state, this means that the angular
frequency of the periodic signal s(t) is approximated as ω, and vice versa. More detailed
explanations about DCO can be found elsewhere [27,28].

2.3. KPE

In order to better understand KPE, we learn KPE by comparing with PE. Both PE and KPE can
represent the complexity of time series. However, they have the following differences:
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(1) KPE, as an improved PE, is defined as the distance between the time series and white Gaussian
noise. Therefore, KPE and PE have a totally opposite trend. For example, when the time series is
white Gaussian noise, PE and KPE are close to 1 and 0 respectively.

(2) The equations of KPE and PE are different. KPE and PE can be expressed as
HPE = −

K
∑

j=1
Pj ln Pj/ln(m!)

HKPE ==
K
∑

j=1
P2

j −
1

m!

(8)

where HKPE and HPE represent KPE and PE, K and m are the number of reconstructed vectors
and the embedded dimension, Pj represents j-th probability of symbol sequence.

(3) Compared with PE, KPE has better robustness for time series of different lengths.

More details of PE and KPE can be found elsewhere [29–32].

3. Frequency Feature Extraction Method for Underwater Acoustic Signal

This paper presents a fusion frequency feature extraction method for underwater acoustic signal
based on VMD, DCO and KPE. The flow chart of the feature extraction method is shown in Figure 2.
The experimental steps of this frequency feature extraction method are as follows:

Step 1: Signal decomposition.

(1) Collect underwater acoustic signals by sensors;
(2) Decompose underwater acoustic signals by EMD, M IMFs can be obtained;
(3) Set the decomposition layers of VMD to M;
(4) Decompose underwater acoustic signals by VMD.

Step 2: Feature extraction.

(1) Select the low-frequency IMF for the research, such as the last IMF;
(2) Obtain estimated frequency of selected IMF by VMD;
(3) Detect periodic signal of selected IMF using DCO;
(4) When the phase track of selected IMF is in great periodic, and the KPE of DCO system

output reaches the maximum, we can determine the accurate frequency of selected IMF.

Step 3: Classification recognition.

(1) Input frequency characteristics of different kinds of underwater acoustic signals
into SVM;

(2) Obtain classification results of different kinds of underwater acoustic signals.
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4. Frequency Feature Extraction for Simulation Signal

To prove the reliability of this fusion frequency feature extraction method, we extract the frequency
feature for the simulation signal. First, the simulation signal is decomposed by VMD. Secondly, the
periodic signal of IMFs can be detected by DCO, frequency characteristics of IMFs can be obtained by
KPE. Finally, we compared with three frequency feature extraction methods presented recently.

4.1. VMD of Simulation Signal

Line spectrums of ship-radiated noise can reflect an important frequency feature, and the line
spectrum corresponds to the periodic signal in the time domain. Therefore, the clear signal S consists
of three cosine signals with different amplitudes and frequencies, and the noisy signal Y consists of
both the clear signal and the standard Gaussian white noise N. The specific simulation signals are as
follows: 

S = 0.4 cos(20πt) + 0.5 cos(100πt) + 0.3 cos(200πt)
N = randn(t)
Y = S + N

(9)

The frequencies of three cosine signals are 10 Hz, 50 Hz and 100 Hz, respectively. The sampling
frequency is 1 kHz. The time-domain waveforms of both clear and noisy signal are shown in Figure 3.
According to the EMD result for noisy signals, we set the decomposition layers of VMD to 9, the VMD
result for noisy signals is shown in Figure 4. As seen in Figure 3, the clear signal is submerged in noise.
As seen in Figure 4, the order of IMFs by VMD is from high frequency to low frequency. Each IMF has
an estimated frequency, the frequency distribution of IMFs by VMD is listed in Table 1. As can be seen
in Table 1, IMF9, IMF8 and IMF7 correspond to the cosine signal with the frequency of 10 Hz, 50 Hz
and 100 Hz, respectively.
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Table 1. The frequency distribution of IMFs by VMD.

IMF1 IMF2 IMF3 IMF4 IMF5 IMF6 IMF7 IMF8 IMF9

442.23 Hz 392.59 Hz 321.89 Hz 264.65 Hz 227.73 Hz 168.37 Hz 99.47 Hz 50.12 Hz 10.14 Hz

4.2. Frequency Feature Extraction of IMF Using DCO and KPE

According to the estimated frequency of IMFs, the three periodic signals are in the last three
IMFs, and the other IMFs are noise IMFs without periodic signals. Therefore, we extract the frequency
features of the last three IMFs using DCO and KPE, respectively.

4.2.1. Frequency Feature Extraction of IMF9

The estimated frequency of IMF9 is 10.14 Hz. A DCO column is used to sweep through the
true frequency, and the driving force frequency is close to 10.14 Hz. A DCO column consists of
10 DCOs, frequency interval of each DCO is 0.01 KHz. The phase space tracks of different driving
force frequencies are shown in Figure 5. As seen in Figure 5, when the driving force frequencies are
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9.74 Hz and 10.24 Hz, the phase space tracks are in chaos state; when the driving force frequencies are
9.94 Hz and 10.04 Hz, the phase space tracks are in the great periodic state.
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Figure 5. The phase space tracks of different driving force frequencies for IMF9.

When the phase space track is in the great periodic state, we calculated the KPE of the DCO
system output under different driving force frequencies. The KPE distribution of IMF9 under different
driving force frequencies is listed in Table 2. As can be seen in Table 2, when the driving force frequency
is 9.98 Hz, the KPE reaches the maximum. Therefore, the frequency feature of IMF9 is 9.98 Hz using
the proposed frequency feature extraction method.

Table 2. The KPE distribution of IMF9 under different driving force frequencies.

9.95 Hz 9.96 Hz 9.97 Hz 9.98 Hz 9.99 Hz 10.00 Hz 10.01 Hz

0.313618 0.313618 0.313622 0.313630 0.313622 0.313618 0.313616

4.2.2. Frequency Feature Extraction of IMF8 and IMF7

The estimated frequencies of IMF8 and IMF7 are 50.12 Hz and 99.47 Hz. Two DCO columns
were used to sweep through the true frequency of IMF8 and IMF7 according to the estimated
frequencies. The phase space tracks of different driving force frequencies for IMF8 and IMF7 are
shown in Figures 6 and 7. As seen in Figure 6, when the driving force frequencies are 49.82 Hz and
50.22 Hz, the phase space tracks are in the chaos state, and when the driving force frequencies are
49.92 Hz and 50.12 Hz, the phase space tracks are in the great periodic state. As seen in Figure 7, when
the driving force frequencies are 99.47 Hz and 100.17 Hz, the phase space tracks are in the chaos state,
and when the driving force frequencies are 99.97 Hz and 100.07 Hz, the phase space tracks are in the
great periodic state.
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When the phase space tracks of IMF8 and IMF7 were in the great periodic state, we calculated the
KPE of the DCO system output under different driving force frequencies. The KPE distributions of
IMF8 and IMF7 under different driving force frequencies are listed in Tables 3 and 4. As can be seen
in Tables 3 and 4, when the driving force frequency of IMF8 and IMF7 are 49.99 Hz and 100.03 Hz,
the KPEs reach the maximum. Therefore, the frequency features of IMF8 and IMF7 are 49.99 Hz and
100.03 Hz.

Table 3. The KPE distribution of IMF8 under different driving force frequencies.

49.96 Hz 49.97 Hz 49.98 Hz 49.99 Hz 50.00 Hz 50.01 Hz 50.02 Hz

0.240762 0.240779 0.240813 0.240961 0.240884 0.240761 0.240753

Table 4. The KPE distribution of IMF7 under different driving force frequencies.

100.00 Hz 100.01 Hz 100.02 Hz 100.03 Hz 100.04 Hz 100.05 Hz 100.06 Hz

0.163238 0.163396 0.164079 0.164159 0.164076 0.164027 0.163390

4.3. Comparison of Different Frequency Feature Extraction Methods

In order to further prove the reliability of this fusion frequency feature extraction method,
we compare the results of four different frequency feature extraction methods. The frequency
feature extraction methods using different mode decomposition and center frequency are named
as EMD-CF, EEMD-CF and VMD-CF, and the proposed frequency feature extraction method is called
VMD-DCO-KPE. Frequency features are statistical center frequencies in EMD-CF, EEMD-CF and
VMD-CF, and frequency feature is line spectrum frequencies in VMD-DCO-KPE. The EMD and EEMD
results for noisy signals are shown in Figure 8. As seen in Figure 8, the number of IMFs are different
between EMD and EEMD. The frequency distributions of IMFs by EMD and EEMD are listed in
Tables 5 and 6. As can be seen in Tables 5 and 6, IMF6, IMF4 and IMF3 correspond to cosine signal
with the frequency of 10 Hz, 50 Hz and 100 Hz, respectively. Frequency features by different frequency
feature extraction methods are listed in Table 7. As can be seen in Table 7, the proposed VMD-DCO-KPE
method is the closest to the true frequency.
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Table 5. The frequency distribution of IMFs by EMD.

IMF1 IMF2 IMF3 IMF4 IMF5 IMF6 IMF7 IMF8 IMF9

319.2 Hz 147.13 Hz 68.94 Hz 43.66 Hz 19.54 Hz 9.68 Hz 6.32 Hz 3.02 Hz 1.97 Hz
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Table 6. The frequency distribution of IMFs by EEMD.

IMF1 IMF2 IMF3 IMF4 IMF5 IMF6 IMF7 IMF8

338.07 Hz 149.78 Hz 73.74 Hz 44.07 Hz 16.26 Hz 9.72 Hz 4.41 Hz 2.37 Hz

Table 7. Frequency features by different frequency feature extraction methods.

Methods 10 Hz 50 Hz 100 Hz

EMD-CF 9.68 Hz 43.66 Hz 68.94 Hz
EEMD-CF 9.72 Hz 44.07 Hz 73.74 Hz
VMD-CF 10.14 Hz 50.12 Hz 99.47 Hz

VMD-DCO-KPE 9.98 Hz 49.99 Hz 100.03 Hz

5. Application in Underwater Acoustic Signals

Firstly, three kinds of underwater acoustic signals were decomposed by VMD; then, the frequency
features were extracted using the VMD-DCO-KPE method; finally, the frequency feature and
classification results of the different methods were compared.

5.1. VMD of Ship-Radiated Noise Signal

Ship-radiated noise is an important part of underwater acoustic signals. In this paper, three kinds
of ship-radiated noise samples were selected for frequency feature extraction, namely ship 1, ship 2 and
ship 3. Their sampling frequency and sampling points were 44.1 kHz and 2000. Figure 9 depicts a 3D
underwater acoustic signal measurement. The depth of the measurement area was about 4 km, and the
topography of the seabed was fairly flat. In order to degrade the influence of ocean environmental
noise, we measured data at the level 1 sea state by using omnidirectional hydrophones. The research
ship carried hydrophones with a depth of 30 m and was not in service during the whole measurement
process. The distance between the research ship and the target ship (Ship 1, Ship 2 and Ship 3) was
about 2.5 km. When one of the target ships was running, the other ships remained out of work.
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Figure 9. 3D underwater acoustic signal measurement.

The normalized time-domain waveform for three kinds of ship-radiated noise samples is shown
in Figure 10. The VMD results of ship-radiated noise samples are shown in Figure 11. As seen in
Figure 11, the IMFs of three kinds of ship-radiated noise samples were recorded in descending order
of frequency, and the IMF of the lowest frequency is IMF8.
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5.2. Frequency Feature Extraction of Line Spectrum

The line spectrums of ship-radiated noise can reflect the important physical characteristics of
ships, and line spectrums usually exist in the low frequency of ships. In this paper, we selected the line
spectrum of IMF8 as the frequency feature of ship-radiated noise. The frequency distribution of IMF8
by VMD for three kinds of ship-radiated noise samples are listed in Table 8. According to the estimated
frequency by VMD, a DCO column is used to sweep through the true frequency. The great periodic
states of IMF8 for three kinds of ship-radiated noise samples are shown in Figure 12. When the phase
space track is in the great periodic state, we calculated the KPE and obtained the true frequency by
using the maximum value of KPE. The frequency distribution of IMF8 by VMD-DCO-KPE for three
kinds of ship-radiated noise samples is listed in Table 9.

Table 8. The frequency distribution of IMF8 by VMD for three kinds of ship-radiated noise samples.

Ship 1 Ship 2 Ship 3

15.59 Hz 66.18 Hz 26.11 Hz
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Table 9. The frequency distribution of IMF8 by VMD-DCO-KPE for three kinds of ship-radiated
noise samples.

Ship 1 Ship 2 Ship 3

11.82 Hz 44.29 Hz 29.85 Hz

5.3. Comparison of Different Frequency Feature Extraction Methods

We extracted the frequency features of 20 samples for each kind of ship. The frequency
distributions of VMD-DCO-KPE and VMD-CF are shown in Figure 13. In order to prove the
effectiveness of VMD-DCO-KPE, SVM with polynomial kernel function was used for the classification
of three kinds of ships. The number of training samples and test samples were 20 and 30, and the
classification results of different frequency feature extraction methods are listed in Table 10. As shown
in Table 10, the classification result of VMD-DCO-KPE was 100%, which is better than EMD-CF,
EEMD-CF and VMD-CF.
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6. Conclusions

A novel frequency feature extraction method for underwater acoustic signal is proposed in this
paper based on VMD, DCO and KPE. The main contributions of this work are as follows:

(1) DCO is first used to detect the frequency of IMF by VMD for underwater acoustic signals in
this paper.

(2) KPE is first used to determine the frequency of IMF combined with DCO for underwater acoustic
signals in this paper.

(3) VMD-DCO-PE is successfully applied to extract the frequency feature of a simulation signal.
Compared with EMD-CF, EEMD-CF and VMD-CF, VMD-DCO-KPE can be more accurate and
efficient to extract the frequency feature of a simulation signal.

(4) VMD-DCO-KPE is also applied to extract the frequency feature extraction of line spectrum for
underwater acoustic signal. VMD-DCO-KPE has better classification performance than EMD-CF,
EEMD-CF and VMD-CF.
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