electronics m\py

Article
Position Estimation of Automatic-Guided Vehicle
Based on MIMO Antenna Array

Zhimin Chen »*, Xinyi He %>*(), Zhenxin Cao 3, Yi Jin 4 and Jingchao Li !

1 School of Electronic and Information Engineering, Shanghai Dianji University, Shanghai 201306, China;

lijc@sdju.edu.cn

Science and Technology on Electromagnetic Scattering Laboratory, Shanghai 200438, China
State Key Laboratory of Millimeter Waves, School of Information Science and Engineering,
Southeast University, Nanjing 210096, China; caozx@seu.edu.cn

4 Xi’an Branch of China Academy of Space Technology, Xi’an 710000, China; john.0216@163.com
*  Correspondence: chenzm@sdju.edu.cn (Z.C.); hexinyiseu@126.com (X.H.)

Received: 5 August 2018; Accepted: 7 September 2018; Published: 11 September 2018

Abstract: The existing positioning methods for the automatic guided vehicle (AGV) in the port can not
achieve high location precision, Therefore, a novel multiple input multiple output (MIMO) antenna
radar positioning scheme is proposed in this paper. The positioning problem for AGV is considered,
and the joint estimation problem for direction of departure (DoD) and direction of arrival (DoA) is
addressed in the multiple-input multiple-output (MIMO) radar system. With the radar detect the
transponder and estimate the DoA /DoD, the relative location between the transponder and the AGV
can be obtained. The corresponding Cramér—-Rao lower bounds (CRLBs) for the target parameters
are also derived theoretically. Finally, we compare the positioning accuracy of the traditional global
position system (GPS) with the proposed MIMO radar system. Simulation results show that the
proposed method can achieve better performance than the traditional GPS.

Keywords: antenna array; automatic guided vehicle; DoA /DoD estimation; MIMO radar

1. Introduction

The automatic guided vehicle (AGV) is widely used in modern intelligent ports or other
industrial applications, which can safely moving materials to the rightful destination under the
control of local area network [1,2]. The navigation of AGV mainly using vision, magnets, or lasers.
Before the early 1980s, the embedded electromagnetic induction method was always the main guiding
technology of AGV. With the development of electronic technology, new guiding technologies are
constantly being researched and promoted. At present, the navigation of AGV including two types,
the fixed path method and the free path method. The fixed path method is represented by magnetic
navigation technology. Since the route is fixed, the path change and expansion is inconvenient.
The free path method mainly includes laser position, visual position, millimeter wave radar method,
inertial navigation system and global position system (GPS).

The laser position is based on the triangle localization method. By using some reflection sign,
the laser scan the surrounding area and obtain the location information of the sign. The laser position
has high precision, but is susceptible to weather and needs to install a large number of reflective signs.
The machine vision navigation provides guidance through visual image processing that suitable for
various scenes with high positioning accuracy. However, the cost of the systems is too high and the
performance is greatly affected by image sensors. The inertial navigation system (INS) is a relative
positioning method. A gyroscope is installed on the vehicle to accurately obtain the direction and
speed of the trolley. When the coordinates of the starting position is known, the data of the trolley
can be calculated. The system is simple and flexible with low cost and good real-time performance.
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The disadvantage is that the error accumulates due to various reasons, and long-term operation can
lead to loss of precision completely. The GPS is a wireless navigation system that is positioned by
navigation satellites. It can provide global, All-weather, continuous and real-time navigation and
positioning. However, ordinary users can only use the standard positioning service (SPS) provided
by GPS. The SPS accuracy is 10 m on the horizontal plane, and the accuracy of AGV positioning
requirement is 0.03 m~0.1 m. The millimeter wave radar (MMWR) is place a millimeter wave radar
on an AGYV, the radar rotates to find a beacon installed at a known position, then uses the relative
position information of the beacon to determine and continuously update the position of the AGV.
The navigation accuracy of the method can reach £0.1 m.

In this paper, the position of the AGV is addressed. Different from the above methods, a novel
positioning method based on multiple input multiple output (MIMO) antenna array is proposed,
where the direction of arrival (DoA) and direction of departure (DoD) is estimated to determine the
position of the AGV. Additionally, we theoretically derive the corresponding Cramér-Rao lower bounds
(CRLBs) for the target parameters. Then we compare the estimation performance of the traditional
global position system (GPS) with the proposed MIMO radar system.

The remainder of the manuscript is organized as follows. The description of the proposed system
is given in Section 2, and the system model is given in Section 3, the compressed sensing-based DoD
and DoA estimation method is proposed in Section 4, The CRLB is given in Section 5. The simulation
results are given in Section 6. Section 7 concludes the paper.

Notations: € {-} denotes the expectation operation, Ip denotes a P x P identity matrix, (-)T denotes
the matrix transposeand, (-)7 denotes the Hermitian transpose, CA (1, R) denotes the complex
Gaussian distribution with the mean being s and the variance matrix being R, || - |2, || - |[o, || - ||, ®,
vec {-} denote the ¢, norm, the ¢y norm, Frobenius norms, the Kronecker product, the vectorization of
a matrix, respectively.

2. System Description

Figure 1 shows the AGV with an antenna frame for track guidance. With the aid of the transponder
(L1) the deviation from the predetermined track is determined. With this information, an external
computer is able to determine the new direction required to return to the predetermined track as soon
as possible (the external computer is not part of the system). Rotary encoders enable changing the
direction of travel whenever necessary. Thus, it is possible to switch tracks at predetermined points.
Again, the AGV corrects its position independently upon reaching the next transponder.

When the antenna crosses a transponder, the transponder is supplied by a 128 KHz energy field
and transmits its code number back to the reading antenna at half frequency. The relative transponder
position rectangular to the direction of travel is measured. From this relative position it is not possible
to derive a world coordinate system without further effort due to the fact, that the transponder
field is rotationally symmetrical to the longitudinal axis of the transponder. The internal interpreter
decodes the transponder code. Each exceeding of the coordinate axes in direction of travel generates a
positioning impulse with adjustable duration. Due to the measuring principle different signal strengths
of transponders and altitude variations of the antenna have hardly any influence on the output signal.

In 3-dimensional (3-D) space, in order to obtain the position of the AGYV, three parameters
including the x coordinate, y coordinate and the z coordinate should be determined. Since the height
h between AGV and floor is a constant, We only need to estimate the x coordinate and y coordinate.
As the distance between the AGV and transponder is very close (about 30 cm), the positioning accuracy
can not be assured by measuring the distance or angles in the polar coordinates. Therefore, in this
paper, multi-antenna array is adopted to estimate the DoD/DoA for precise positioning.
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Figure 1. AGV with an antenna frame for track guiding.

3. System Model

Consider a collocated MIMO radar with M element ULA as the transmitter and N element ULA
as the receiver [3-7], as Figure 2 shows, the transmit element lined in the x-axis and the receive element
lined in the y-axis. The transmitter transmits M orthogonal waveforms, each through one antenna
which are separately extracted through matched filtering at the receiver. The transmitted waveform
for the m-th transmitting antenna is denoted as s, (t,p) (m = 0,1,..., M — 1) in the time domain,
where p denotes the pulse index (p =0, 1, ..., P — 1) and the number of pulses is P. Therefore, for the
transmitted waveforms, we have

0, m;ém’, )

H
./teTp st Py (1, p)dt = {1, m=m'
where T, denotes the pulse duration.

As the distance between the AGV and transponder is very close, the transponders can be
considered as near-field targets. Assuming that there are K near-field targets, the DoD and the
DoA for the k-th target (k = 0,1, ..., K — 1) of the n-th antenna are denoted as &} and B}, respectively.
In each target, we assume that the scattering coefficient is a type of Swelling II radar cross section
(RCS) [8] and follows the independent and identically distribution (i.i.d.) between pulses. Therefore,
during the p-th pulse, the scattering coefficient of the k-th target can be denoted as pi(p).

The received signals in the n-th antenna (n = 0,1,..., N — 1) can be expressed as

. d o o
Tn(t/ P) = ZkK;Ol Z%;()l Vk(P)Sm(t, p)e—]ZKX(nslnﬂk+m51n“k)

+wn(t, p),

@)

where d denotes the fundamental antenna spacing, A denotes the wavelength, wy(t, p) denotes
the additive white Gaussian noise (AWGN) in the n-th receiving antenna during the p-th pulse,
and wy(t, p) ~ CN(0,02).
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After the matched filter hyy, (, p) £ s}, (to — t, p) for the m-th transmitted waveform and sampling

at time tp, we can obtain the pulse compression result

Tnm(p) £ fteTp m(t, p)sy(t, p)dt

; nd ; n _ o L’d : oy *
= [, Ery e AR s M i (p)s (£ p)e TN SPisy (,p) dt + [wa(p,t)sy,(t,p)dt  (3)

= Z,kK:_O1 Vk(p)e_jzn%(nSinﬁZ+mSina2) + Wn,m(p),

where we define

wan(p) 2 [ walt,p)s(Ep)

teT,

and wy, , (p) ~ CN(0,02). By collecting 7, m(p) into a vector

ta(p) 2 [ruo(P) ru1 (p), - a1 (p)]F

the vector form of received signal can be obtained as

Kﬁl i N : n
ra(p) = Y. e 27X By (p)a(ad) + wa(p),
k=0

where the noise vector is defined as

>

wn(p) £ [wn0(P) 1 (P, a1 (p)]
and the steering vector in the transmitter is defined as

T
n\y A _nd o n g (M-1)d . n
a(a}) = {1/(3 pRrgsinag 2w smak} .

(4)

©)

(6)

@)

®)
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Collect all the received signals into a matrix, and we can obtain

R(p) 2 {m(p) n(p)- st (p)]

= LSy He(p)a(a)b" () + W(p), ¥
where the steering vector in the receiver is defined as
b(B) = [1 e~ 274 sinf . .,e*JZH(NTn Sm‘ﬂ T, (10)
and the noise matrix is defined as
W(p) 2 [wo(p),wi(p),.., w1 (p)] . (11)

Vectorizing the matrix of received signals into a vector r(p) £ vec {R(p)}, the received signals
can be expressed as the following form

r(p) = L5 m(p) vee {a@)bT(BY)} +w(p)
= Liso m(p)b(BY) ® aag) + w(p) (12)
= Gpu(p) +w(p),

T
where p(p) = [Vo(zﬂ), w(p), - ,VIH(P)} , G = [go,gl, e ,gK_Jr and g = b(B}) @ a(f).
w(p) = vec{W(p)}, and w(p) ~ CN (0,021 mn).
Collect the received signals from all pulses, and the matrix form of all received signals can be
obtained as

R2 [r(o),ra),. (P — 1)}

(13)
where
w £ [WO(P)/wl(p)r‘ - ,wal(P)} / (14)
L2 [u(0),p(1), -, u(K = 1) (15)
The vector form of all received signals can be written as
r2 [HO)T,r()T, o (P - 1)T}T
(16)
=Ip®G)p+w,
where
T
w2 [w(0)T, 0, wP-1)T]", (17)
u = vec{l}. (18)

Therefore, the problem of DoD/DoA estimation is formulated in Equation (16), where both &}’ and
By will be estimated from the received signal r without the knowledge of target scattering coefficient
1k (p), in the next section, we will develop an compressed sensing based algorithm to estimate the
DoA/DoD.
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4. Compressed Sensing Based DoA/DoD Estimation Algorithm

The DoA estimation algorithms with array antennas are widely applied in many fields, which are
known as spectral estimation, angle of arrival (AoA) estimation, and bearing estimation. Much of
the state-of-the-art in DoA estimation has its roots in time series analysis, spectrum analysis,
periodograms, eigenstructure methods, parametric methods, linear prediction methods, beamforming,
array processing, and adaptive array methods [9-12]. These estimation algorithms which are having
different capabilities and limitations. In array signal processing, most high-resolution algorithms need
to accurately estimate the signal subspace or noise subspace, so subspace estimation plays an important
role. The conventional subspace estimation methods are obtained by eigenvalue decomposition of the
covariance matrix of the received data or singular value decomposition of the received data. In the
case of a large number of array elements, the two methods have high computational complexity. It is
difficult to meet the requirements of real-time processing. Besides, in the signal environment of small
sample support, due to the influence of noise, the sampling covariance matrix is difficult to reflect
the real signal characteristics, resulting in the performance of the subspace estimated based on the
eigenvalue decomposition method is significantly limited. Compressive Sensing (CS) theory is a new
theory that has been proposed in the field of signal processing in recent years [13-17]. Using the CS
theory to reduce the dimension of the high-dimensional original feature set can reduce the amount of
underlying feature calculations and, thus, improve the algorithm speed. Besides, in the field of target
tracking, the tracking algorithm based on covariance matrix can fuse multiple underlying features
while maintaining low-dimensional characteristics, which reduces the computational complexity of
the target matching process and maintains the balance between algorithm efficiency and robustness.

The transponder can be considered as a sparse target to the MIMO antenna array, therefore,
a sparse-based method is proposed to estimate the DoAs/DoDs [13,18-22]. Discretize the angle of
detection area into B grids, and the possible DoDs/DoAs are from the following two discretized sets

Se & {aylb=0,1,...,B—1}, (19)
Sg £ {Bplb=0,1,...,B—1}, (20)

where a, < 541, By < Bp+1, and we can define D as the dictionary matrix as following
D £ [do,o, dio, .-, dp_10,do1,--- ,d371,371] , (21)

where dy,, j, = b(B}') @ a(af), the b-th column can be denoted as dj, [11,21-24]. Then, the estimation of
DoA /DoD can be addressed by solve the following sparse reconstruction problem

ming ||A

20 (22)

st |r—DA|%<s,

where ¢ is the factor to control the estimation accuracy, the non-zero entries of the sparse vector
A denote the targets scattering coefficients, and the positions of the non-zero entries denote the
DoAs/DoDs.

The orthogonal matching pursuit (OMP) method can be adopted to reconstruct the sparse vector
A [20,25-30]. Details of the OMP algorithm is shown in Algorithm 1, we can estimate the target
scattering coefficients and the DoDs/DoAs from the non-zero entries of set R.
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Algorithm 1 The DoA/DoD estimation method via OMP.
1: Input: The dictionary matrix D, the received signal r and the iteration number T.
2. Initialization: t =0, R =, v =r.

: whilet <T—-1do

o8]

F = argmax, |dilv|.
R=RUPF.

AR =argming, |r— DRAR||%~
r=r— DRAR

: end while

o % NGk

: Output: The estimated sparse vector A, and the non-zero entries index set k.

5. The Theoretical Carmér-Rao Lower Bound (CRLB)

In this section, we will derive the Carmér-Rao Lower Bound (CRLB) theoretically [31-33].

T
The parameter vector can be denoted as v £ |aT, BT, uT| , from the distribution of the received
signals ¥ we can obtain the joint CRLB of v. According to (12),the received signal r follows the

Gaussian distribute, and the probability density function (PDF) of r can be expressed as [34]

1

I e (S Dl ()
where L £ MN, and we can calculate the Fisher information matrix (FIM) as
F F F
?In f(r|v B~ P Pu
Fé_g{ o )}: Fup Fax Fuy |, @)
Fup Fua Fup
where
Foid _g 0%In f(r|v) F. b _g¢ 0%In f(r|o)
Bp — 2 [ Pa = 0o
9?1In f(r|v) 9?1In f(r|v)
A A
oo e {500 b pu 2 e { S50 }
0? lnf (r|v) 0%1In f(r|v)
Fuu 0 {2 e (TG00
02 lnf (r|v) A 0%1In f(r|v)
Fup 5{ opdp } - 5{ opdw }
0%1In f(r|v)
Fuy =€ { 82]/1 } )

The detailed calculation of the entries in F is given in the Appendix. With the FIM, we can define

f’ = diag {

2K-1
CRLB, = )_ fi,

i=K

K-1
CRLBg = ) fi.

i=0

F! }, and f{ denotes the k-th entry of f’. Therefore, we can obtain the CRLBs of « and B

(25)

(26)
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6. Simulation Results

The simulation results are given in this section, and the parameters are set as follows: the echo
signals signal-to-noise ratio (SNR) is 20 dB, the pulses number is P = 100, the space between
antennas is d = %)\, the number of the vertical and horizontal receiving antennas is M = 24 and
N = 40, respectively, the detection angle range is [—90°,90°]. Since the size of antenna array is
2260 x 1160 x 185 mm, the distance between two transponders is 25 feet (7.62 m), and the sensing
area of the antenna array is about x — y axes 500 x 1560 mm, the AGV can only detect one or two
transponders at one time, for this consideration, the targets number is 2. Additionally, the root mean
square error (RMSE) can be defined as following

Lo (87,471~ B, 4] ]THE 27)

RMSE £
Q

where BZ, &qT denote the estimated DoD and DoA in the g-th simulation, respectively. Q = 103 denotes
the total number of the simulations.

The two targets randomly distribute in the area g € [0, 5] and & € [—7,0], set the numbers of
discretized DoD/DoA are both 100, therefore, only two entries are non-zeros, the DoD/DoA estimation
problem can be considered as a sparse reconstruction problem, and the OMP method can be used.
The simulation results of the OMP estimation method is shown in Figure 3. From Figure 3 we can see
that the proposed method can exactly estimate the DoDs/DoAs.

®

% Real target position
O Estimated target position

_1? i
_1-05 1 1 1 1 1 1 1

0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
DoD (rad)

Figure 3. The estimated and the real targets position.

The DoD/DoA estimation performance of two targets is given in Figure 4, and we compare the
estimated results with the CRLB derived in this paper. As shown in Figure 4, the RMSEs between
simulation and CRLB shows a significant discrepancy in the lower SNR region, and as the SNR
increases, the discrepancy can be converged to 0.1. The discrepancy is mainly caused by the grid
mismatch problem with a discrete potential angle space. We can improve it by increasing the discrete
grid number. However, it will increase the complexity of the system.
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Figure 4. The 3D positioning error map of GPS.

We also give the comparison of the proposed angular estimation positioning system and the
traditional GPS. GPS is a wireless navigation system that is positioned by navigation satellites.
It consists of space, ground monitoring and user receivers. It can achieve omnipotence (marine,
terrestrial, aerospace, aerospace), global, all-weather, continuous and real-time navigation and
positioning capabilities provide precise position and speed information. It is one of the navigation
systems suitable for port AGV applications.

The AGV positioning geometry is shown in Figure 5. One of the two satellite detectors is used
as the coordinate origin (0,0). The distance between the two detectors is L, and the coordinates of
the other detector are (L,0). Assuming that the coordinates of the AGV are (x, y), the angles of the
AGV signals received by the two satellite detectors can be estimated as « and § by the spatial spectrum
algorithm. Then, the coordinates of the AGV can be obtained by the following geometric relations

Ltana
¥ tana - tan B’ @8
__ L (29)
Y~ tana - tan
AGV
O
V4 X,)
I
) -
‘wv*“ L ,.wv“’ X
Satellite 1 Satellite 2

Figure 5. Geometry relationship of AGV positioning via GPS.



Electronics 2018, 7, 193 10 of 13

From Equations (28) and (29), we can obtain the AGV x — y coordinate, and the angle can be
derived directly. Figure 6 shows the RMSE of both the proposed MIMO antenna positioning method
and GPS method, where the SNR of the received GPS signal is the equivalent value after despreaded
and the actual SNR of GPS signal is 30 dB lower than that. Additionally, the estimation performance of
the proposed method and GPS is shown in Figure 7, we can see that the proposed CS-based positioning
method outperforms the traditional GPS method.

8 \
=% RMSE (MIMO antenna array)
-6-RMSE(GPS)
6 - |
%)
S4r 8
o
2 [ -
© © ©
0 . —— XE = £
-10 -5 0 5 10
SNR (dB)
Figure 6. RMSE as a function of SNR with different positioning method.
70
65 b
60 - A @ i
7 Aq
ED 55 i
=
o
S0F /\ GPS method 7
45l O Proposed method
3¢ Target positions
40 1 1 1 1 1
30 35 40 45 50 55 60

a (degree)

Figure 7. The estimation performance of the proposed method and GPS.

7. Conclusions

This paper utilizes the antenna array to acquire the arrival angle information of the transponder
signal reaching each antenna, thereby obtaining the position information of the transponder and
performing the AGV positioning by using the relative position of the transponder and the AGV.
According to the method provided by the present invention, high-precision positioning of the AGV
can be realized in an outdoor environment where there are many obstacles such as ports and docks.
Compared with the GPS, the positioning method can ignore the influence of obstacles on signal
propagation, the system structure can be simplified and the cost can be reduced.
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final version.



Electronics 2018, 7, 193 11 of 13

Funding: This research was funded by [the National Natural Science Foundation of China] grant number
[61601281, 61501298, 61471117, 61603239,61801377]. [The Open Program of State Key Laboratory of Millimeter
Waves] grant number [Southeast University, Z201804]. [The National Key Research and Development Program of
China] grant number [2016YFB0501301].

Acknowledgments: This work was supported in part by the National Natural Science Foundation of China
(Grant No. 61601281, 61501298, 61471117, 61603239), the Open Program of State Key Laboratory of Millimeter
Waves (Southeast University, Z201804), and the National Key Research and Development Program of China
(2016YFB0501301).

Conflicts of Interest: The authors declare no conflict of interest.

Appendix A. The Expressions of FIM Entries

Firstly, the following results can be obtained

dln
& -2egg

02 3(1’—Gll();; (r—Gp)

= —20,2%(r — Gy)HaCE‘ (Al

= —20,2(r — Gpu)H g 8l g

- 9 98K 11K~
= 20, %(r— Gu)" [ %0, Bt ]

[, & _nfto)

(A2)
— ) 09y -
- (e o 4. ]
[, & _9lnf(ro)
[ ou
= —20,2(r — Gu)H 2 (A3)

= —20,%(r — Gu)HG.

The i-th row and j-th column entry of the FIM can be written as

[ a—ewH (walu) o e
[Flglg] i = 720’1025 { (a/g], i )

e - ()" (oo s %42)

o(ala)o02) } (A4)
H

) a(rfcﬂ)H yﬂl(lX,)@ab(ﬁl)
Fpalyj = —20% { <aa,» - (A5)
— j a L
= ZawzylyH aﬂf?])a(“i)bH(ﬁj) %(ﬁli )'
ob(B;)
] _ oy2e a(rfGﬂ)H(ﬂz“(“z)G@ 36, )
B ij w al‘j (A6)
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[Faal;j = —20,%E 9

a(r—Gm)" (1 5 b (1)) }

o d(giupH ) A7
:20}02741’ (38]5]) (8%&0:,) ®b(‘3)) (A7)

Bu ®;) da
— 207 2y 2 1) als)pH gy (),

]

N Ar—Gu)H (2200 g,
[F,X,;]l.,]. = 20,2 <aﬁ] )}
_ o2, @)™ (da(a) ‘ A8
=203, ;i 9B ( o ®b(ﬁl)> (A8)

B o(r—Gu)H ma“f‘,")®b(ﬁi)

[Fapl;; = —203%¢ <3ua’ )
— 052, 281" (9alw) A9
= 20,2, 20— (%) < b(B))) (49

= 20;,2pia" (o) 2520 b (B)b(B;),

[FW]Z']' = —20,%E {7a(r_§f)Hgi }
’ / (A10)
=20,%gl's;,
[Fuplyy =20 {a(r_acf@’;)Hgi }
(A11)
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