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Abstract: In this paper, a novel model parameter identification method and a state-of-charge (SOC)
estimator for lithium-ion batteries (LIBs) are proposed to improve the global accuracy of SOC
estimation in the all SOC range (0–100%). Firstly, a subregion optimization method based on
particle swarm optimization is developed to find the optimal model parameters of LIBs in each
subregion, and the optimal number of subregions is investigated from the perspective of accuracy
and computation time. Then, to solve the problem of a low accuracy of SOC estimation caused by
large model error in the low SOC range, an improved extended Kalman filter (IEKF) algorithm with
variable noise covariance is proposed. Finally, the effectiveness of the proposed methods are verified
by experiments on two kinds of batteries under three working cycles, and case studies show that the
proposed IEKF has better accuracy and robustness than the traditional extended Kalman filter (EKF)
in the all SOC range.

Keywords: lithium-ion batteries; SOC estimator; parameter identification; particle swarm
optimization; improved extended Kalman filter; battery management system

1. Introduction

Concerns about the impact of environmental degradation and the energy crisis have encouraged
humans to develop new sustainable energy resources, and energy conversion and storage devices
involving lithium batteries (LIBs), lead-acid batteries, nickel-cadmium batteries, fuel cells and
supercapacitors, have become research hotspots [1–5]. Currently, LIBs have been regarded as the
first choice for electric vehicles (EVs) because of their low self-discharge rate, high energy density,
long lifespan and almost zero memory effect [6–9]. To ensure the safe operation of LIBs, an effective
battery management system (BMS) was designed to provide monitoring and protection in EV
applications [10,11]. One of the major functions of BMS is the real-time estimation of various battery
states, such as state-of-charge (SOC), state-of-health [12] and state-of- energy [13]. For a BMS in EVs,
one of the most important states is SOC, which indicates the remaining driving range. Therefore,
accurate SOC estimation is of great significance to enhance the reliability and safety of EVs. In recent
decades, SOC estimation techniques have been extensively reported by a number of researchers [14–16].

1.1. Review of SOC Estimation Approaches

The LIB is a dynamic nonlinear and time-varying system, and the SOC of a LIB cannot be measured
directly. Thus, accurate SOC estimation is a cumbersome task [17]. In recent years, many studies
have been devoted to developing methodologies for SOC estimation. Traditionally, frequently-used
SOC estimation methods can be simply divided into two categories: non-model based methods and
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model-based methods [15,18]. As a non-model based method, the coulomb counting method is easy to
realize, however it suffers from the error accumulation problem caused by the initial value and current
sensor errors [19]. For model-based methods, three key factors for obtaining an accurate SOC can be
summarized, namely, a suitable model structure, matched model parameters and a robust estimation
algorithm. In other words, the accuracy of the SOC estimation heavily depends on the battery model
and estimator algorithm.

Due to a relatively simple mathematical structure and low computation burden, equivalent circuit
models (ECMs) have become the most popular models utilized to describe the input/output behavior
of LIBs through electrical circuits [20,21]. The commonly used ECMs are based on the RC networks
with different orders. Obviously, the model structure and model parameters directly affect the model
accuracy. Therefore, a model parameter identification algorithm is very important for improving the
model accuracy. In existing studies, a variety of optimization algorithms have been used to identify
model parameters of ECMs, such as the genetic algorithm (GA) [10], the particle swarm optimization
(PSO) algorithm [22], and the least-squares method [23].

There is no doubt that the estimation algorithm is crucial to the SOC estimation accuracy. In the
literature, several SOC estimation algorithms have been presented to improve the accuracy, reliability
and robustness of estimation [24,25], such as the coulomb counting method, the open-circuit-voltage
(OCV) method, the extended Kalman filter (EKF), fuzzy logic and the support vector machine [26],
the proportional-integral (PI) observer [27], the Luenberger observer [28], the sliding mode
observer [29] and the non-linear observers, multivariate adaptive regression splines [30], and bi-linear
interpolation [31]. As the EKF is an optimum adaptive algorithm based on recursive estimation, it has
attracted much attention [32]. However, the operation of the EKF assumes a Gaussian error distribution
and the algorithm is inapplicable when the error distribution is non-Gaussian. In addition, as the EKF
is based on ECM, the uncertainty of the ECM model parameters should be taken into consideration.

Previous studies have focused on the model parameter identification and the SOC estimation
in a fixed range, little attention has been paid to the SOC estimation in the all SOC range (0–100%).
In fact, the performance of the LIB in the all-region SOC is different. If the fixed model parameters are
used for SOC estimation, the model error and SOC error may be very large. Moreover, Reference [33]
confirmed that the model error of ECMs in the low SOC range (<20%) is much greater than that in
the high SOC range, resulting in a large SOC estimation error based on the traditional EKF in the low
SOC range. Therefore, it is necessary to develop an algorithm that can accurately estimate SOC in
the low SOC range. In this study, an all-region model parameters identification method is proposed,
and then a SOC estimator based on an improved EKF is developed to improve the accuracy of the SOC
estimation in the all SOC range.

1.2. Main Contributions

This paper aims to develop a global parameter identification method and an all-region SOC
estimator for the ECM. Specifically, the main contribution of this study is summarized as:

(1) A subregion identification method for model parameter of ECMs in the all-region SOC is
proposed to improve the global model accuracy. In this method, the all-region SOC (0–100%) is
divided into several subregions, and the parameters in each subregion are identified. Therefore,
the model parameter of the all-region is composed of the model parameter of each subregion.
Moreover, the optimal number of subregions is investigated to balance the model accuracy and
computation time.

(2) An improved EKF-based SOC estimator with varying noise covariance is proposed to improve
the accuracy of the SOC estimation in the all SOC range. ECM has a low model accuracy in
the low SOC range, resulting in a large SOC estimation error based on the traditional EKF.
The effectiveness of the proposed estimator in the all-region SOC is verified by experiments.

(3) Our proposed model parameter identification method and SOC estimator are evaluated by two
kinds of batteries under three working cycles.
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1.3. Organization of the Paper

The rest of this paper is structured as follows: Section 2 describes the experimental equipment and
results. In Section 3, a novel model-parameter identification method in the all SOC range is proposed.
Section 4 describes an improved EKF-based SOC estimator. In Section 5, case studies of two kinds of
batteries under three working cycles are employed to verify the effectiveness of the presented method
and algorithm. Finally, conclusions are summarized in Section 6.

2. Experiment

The schematic of the test bench is shown in Figure 1a. It consists of a battery tester made
by DIGATRON (BTS-600) (Digatron Power Electronics, Aachen, Germany), a thermal chamber for
environment control and a host computer for operation control and data display/storage. The battery
tester can charge/discharge a battery according to the designed program in a software installed on the
host computer. The errors of the current and voltage sensors are less than 0.1%. The measured data and
control command are transmitted to the host computer through the TCP/IP protocol. The acquired
data are used to determine model parameters and verify the proposed SOC estimator.
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Figure 1. Battery test bench and experimental results under three working cycles. (a) Schematic of the 
test bench; (b) Current profile under the new European driving cycle (NEDC); (c) Voltage profile 
under the NEDC; (d) Current profile under the dynamic stress test (DST); (e) Voltage profile under 
the DST; (f) Voltage profile under the federal urban driving schedule (FUDS). 

Figure 1. Battery test bench and experimental results under three working cycles. (a) Schematic of the
test bench; (b) Current profile under the new European driving cycle (NEDC); (c) Voltage profile under
the NEDC; (d) Current profile under the dynamic stress test (DST); (e) Voltage profile under the DST;
(f) Voltage profile under the federal urban driving schedule (FUDS).
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In order to fully verify the effectiveness of the proposed model identification method and SOC
estimator, two types of batteries under three working cycles were selected for experiments. The main
parameters of the two batteries are listed in Table 1. The experimental batteries were first fully
charged and then discharged to the cut-off voltage under three working cycles, namely the new
European driving cycle (NEDC), dynamic stress test (DST) and federal urban driving schedule (FUDS).
The current and voltage during discharge were recorded, as shown in Figure 1b–f.

Moreover, the actual capacities and OCV curves of the test LIBs were determined by the standard
capacity and hybrid pulse power characterization (HPPC) experiments. These experimental procedures
are standard processes, which can be found in References [34,35].

Table 1. Main parameters of experimental battery.

Nominal Capacity
(Ah)

Lower Cut-Off
Voltage (V)

Upper Cut-Off
Voltage (V)

Maximum Charge
Current (A)

BAT#01 32.5 2.5 4.15 65
BAT#02 40 2.8 4.2 100

3. Model and Parameter Identification

3.1. Equivalent Circuit Model

Reference [10] examined eleven ECMs and concluded that the first- and second-order RC models
have the best balance of accuracy and reliability. Therefore, the 2RC model is used as the battery model
for the parameter identification and SOC estimation in the all SOC range in this paper.

The model structure of 2RC is illustrated in Figure 2. In Figure 2, R0 is equivalent to the Ohmic
resistance, UOCV is the voltage source, R1 and R2 are the diffusion resistances, and C1 and C2 are
diffusion capacitances. The terminal voltages of the two series-connected RC circuits are denoted by
U1 and U2, the current is denoted by I, and the terminal voltage is denoted by UL.
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Figure 2. Model structure of 2RC.

Based on the circuit principle, the discretization equations of the 2RC model can be expressed as:
UL(k) = UOCV(k) + I(k)R0 + U1(k) + U2(k)

U1(k + 1) = U1(k)e
− ∆t

τ1 + I(k)R1

(
1 − e−

∆t
τ1

)
U2(k + 1) = U2(k)e

− ∆t
τ2 + I(k)R2

(
1 − e−

∆t
τ2

) (1)

R0 =

{
R+

0 i(k) ≥ 0
R−

0 i(k) < 0
(2)

where the subscript k denotes the time step, τ1 and τ2 are time constants of the RC network (τ1 = R1C1,
τ2 = R2C2), ∆t is the sampling period, and R+

0 and R−
0 are the ohmic resistances during charging and

discharging, respectively.



Electronics 2018, 7, 321 5 of 17

3.2. Model-Parameter Identification Based on Particle Swarm Optimization

To further improve the model accuracy, a suitable model parameter is essential. In the 2RC model,
six parameters need to be determined, as is given in:

θ =
[
R+

0 , R−
0 , τ1, R1, τ2, R2

]
(3)

In this paper, the PSO algorithm is used to determine these model parameters in the all SOC range.
The PSO algorithm is a global random search algorithm based on swarm intelligence, which simulates
the migration and clustering behavior of birds in the process of foraging. The basic idea of the PSO
is to find the optimal solution through cooperation and information sharing among individuals in
the group [6,36–38]. The process of PSO can be briefly introduced as follows. In a D-dimensional
search space, there are m particles. The position and velocity of the i-th particle (1 ≤ i ≤ m) can be
expressed as Xi = (Xi1, Xi2, . . . , XiD) and Vi = (Vi1, Vi2, . . . , ViD), respectively. The best historical
position of the i-th particle is expressed as Pi = (Pi1, Pi2, . . . , PiD), and the best position for all particles
is expressed as Pg = (Pg1, Pg2, . . . , PgD). Then, particles update their speed and position according to
the following expressions:

Vk+1
iD = ωVk

iD + c1r1

(
Pk

iD − Xk
iD

)
+ c2r2

(
Pk

gD − Xk
iD

)
(4)

Xk+1
iD = Xk

iD + Vk+1
iD (5)

where ω is the inertia factor; k is the current iteration number; c1 and c2 are the acceleration constants;
r1 and r2 are random numbers in range of (0, 1).

The pseudo codes of the PSO algorithm are listed in Algorithm 1. In the PSO,
the root-mean-square-error (RMSE) between the model voltage and the measured voltage is used to
establish the fitness function, which can be expressed as

MRMSE =

√
1
n

n

∑
k=1

(uk(θ)− ûk(θ))
2 (6)

where MRMSE represents the RMSE of the battery model, uk represents the model terminal voltage,
and ûk represents the measured voltage.

Algorithm 1. Pseudo-code of the PSO algorithm.

1: procedure PSO
2: for each particle i
3: Initialize velocity Vi and position Xi for particle i
4: Evaluate particle i and set Pi = Xi
5: end for
6: gBest = min [21]
7: while not stop
8: for i = 1 to n
9: Update the velocity and position of particle i using Equations (4) and (5)
10: Evaluate particle i
11: if fit (Xi) < fit (Pi)
12: Pi = Xi;
13: if fit(Pg) < fit (gBest)
14: gBest = Pg;
15: end for
16: end while
17: end procedure
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3.3. All-Region Parameter Identification of ECM

Obviously, the nonlinearity of the external characteristics of the battery is very serious. Therefore,
if fixed model parameters are used in the all SOC range, the model error is very large. In other
words, the model parameters optimized by PSO in the all SOC range (constant model parameters are
obtained) are the global optimum solution, but is not the best solution for each subregion. The reason
is that the model parameters should be changed with SOC rather than being invariable. Therefore,
a subregion identification method was developed to find the optimal solution of each subregion in this
study (variable model parameters are obtained). The optimal solution of each subregion constitutes
the best solution of the whole SOC range. In other words, the model with variable parameters has
smaller model errors than that with constant parameters in the whole SOC range. The schematic of
our proposed method is shown in Figure 3. The battery model used in this method is the 2RC model,
which is introduced in detail in Section 3.1.
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The basic principle of the proposed method is as follows: the all SOC range (0–100%) is divided
into N subregions, and the PSO algorithm is then used to identify the model parameters in each
subregion. Therefore, N groups of model parameters are thereby obtained to form model parameters
for the all SOC range. For the SOC estimation, the model parameters are selected based on the
corresponding SOC range. This method of solving the optimal solution in each subregion to form
the all-region solution can improve the accuracy of the model and lay a foundation for the accurate
estimation of SOC. It should be noted that the real SOC is very difficult to obtain, so it is difficult to
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accurately determine the SOC in each subregion, possibly resulting in the model parameters having
errors. However, the model parameters are slow-varying and varied little in a small range. Therefore,
the small model parameter error has little effect on the SOC estimation error. The flow of our method
is as follows: firstly, the current SOC is obtained by the OCV-SOC curve, then the model parameters
are obtained by judging the area in which the SOC is located. Finally, the SOC estimation is performed
using our proposed estimator. Generally speaking, the SOC value obtained by the OCV-SOC curve
may have an error, but the error is not very large. Therefore, the error of the model parameters
obtained by our method is very small, and it is reasonable to use the SOC with a small error to query
the model parameters.

As shown in Figure 3, the parameter identification process in each subregion is as follows.
The input signal is the current, and the output signal of ECM is the model voltage based on the
current model parameters. Then, the model error is obtained by comparing model voltage with
measured voltage. Finally, model parameters are updated to pursue the minimum model error using
PSO. When the optimal model parameters of the current subregion are identified, the optimal model
parameters of the next subregion are solved until the model parameters of all regions are identified.

Obviously, the identification results are closely related to the value of the number of subregions (N).
In order to investigate the relationship between model error, identification time and N values,
we identified the model parameters under different N values. The identification process was run in
MATLAB 2014b installed on a PC with 3.1 GHz CPU (Intel, Santa Clara, CA, USA) and 8 GB RAM
(Kingston, Fountain Valley, CA, USA). The identification results are shown in Figures 4 and 5. Figure 4a
shows the relationship between the RMSE and N under NEDC. It can be seen that the model error
decreases with an increase in the value of N. However, the model error does not always decrease.
When N is greater than 20, the model error will no longer decrease or even increase. Figure 4b shows
the identification time under different N values. It can be seen that the identification time decreases
with an increase in the value of N. The reason for this phenomenon can be expressed as follows:
when N is small, the PSO algorithm takes a long time to find the optimal value in each subregion.
When N is large, it is relatively easy for PSO to find the optimal solution. Therefore, the identification
time becomes shorter. However, when N is greater than 20, the identification time is no longer reduced.
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Figure 4. Identification results of BAT#01 under the new European driving cycle (NEDC).
(a) Root-mean-square-error (RMSE) of the equivalent circuit models (ECM) under different N values.
(b) Identification time under different N values. (c) Distribution of RMSE (N = 20).

To further clarify the relationship between model errors and the number of subregions,
the parameter identification of another battery (BAT#02) under the DST and FUDS working cycles was
carried out, and the identification results are shown in Figure 5. In Figure 5, the average RMSE is the
average value of the RMSE of ECMs in the all SOC range. It can be seen that N = 20 is the best choice
to balance the identification accuracy and the identification time under the DST and FUDS.
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Figure 5. Identification results of BAT#02 under the dynamic stress test (DST) and the federal urban
driving schedule (FUDS). (a) Relationship between average root-mean-square-error (RMSE) and N
under the DST; (b) Relationship between identification time and N under the DST; (c) Relationship
between average RMSE and N under the FUDS; (d) Relationship between identification time and N
under the FUDS.



Electronics 2018, 7, 321 9 of 17

Based on the identification results of the above three working cycles, we can conclude that N = 20
is the best choice with the highest accuracy and the shortest identification time. Figure 4b shows the
distribution of RMSE in the all SOC range (N = 20). It can be seen that the model has satisfactory
accuracy in the high SOC range (20–100%), indicating the effectiveness of the proposed method. Table 2
lists the identification results of model parameters in the all SOC range. Note that the model error in
the low SOC range (0–20%) is large, which is caused by the defects of the ECM. Therefore, model errors
in the low SOC range need to be considered for an all-region SOC estimator.

Table 2. Identified parameters in all state-of-charge (SOC) range (N = 20).

SOC Range (%) R+
0 (Ω) R−

0 (Ω) R1(Ω) τ1(s) R2(Ω) τ2(s)

0–5 0.00151 0.00150 0.000802 25.96175 5.35 × 10−11 910.1351
5–10 0.00142 0.00149 0.000144 4.291183 0.00089 36.14319

10–15 0.00128 0.00155 0.000428 7.268605 0.001204 76.50539
15–20 0.00142 0.00162 0.001829 292.5856 0.000979 26.74074
20–25 0.00130 0.00153 0.000559 11.88647 0.002403 149.2718
25–30 0.00136 0.00165 0.000891 29.3174 0.004348 725.8318
30–35 0.00137 0.00167 0.003932 493.7445 0.00058 18.99163
35–40 0.00139 0.00163 0.000674 23.38255 0.001858 363.3004
40–45 0.00130 0.00155 0.000478 12.50162 0.001385 152.1977
45–50 0.00118 0.00161 0.001177 172.2351 0.000491 11.14567
50–55 0.00139 0.00157 0.000675 23.54001 0.001762 262.7994
55–60 0.00143 0.00162 0.003075 609.9358 0.000921 37.09781
60–65 0.00132 0.00174 0.000826 34.21432 0.005307 862.0298
65–70 0.00130 0.00177 0.008134 766.7005 0.00057 18.45616
70–75 0.00144 0.00171 0.011066 934.3178 0.000646 23.98743
75–80 0.00130 0.00177 0.000409 8.049046 0.012025 788.1887
80–85 0.00133 0.00184 0.003062 377.0807 0.000918 32.84381
85–90 0.00169 0.00176 1.93 × 10−11 307.087 0.016334 1000
90–95 0.00200 0.00168 0.067043 1000 0.003688 999.9995
95–100 0.00200 0.00200 0.082935 1000 0.064369 999.9998

4. An Improved EKF-Based SOC Estimator in the All SOC Range

4.1. EKF-Based SOC Estimator

The EKF is robust against modeling uncertainty, linearization error, and process and measurement
noise. Therefore, the EKF is very suitable for the SOC estimation of LIBs. The schematic of the
EKF-based SOC estimator is shown in Figure 6.
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For the 2RC model, the state variable x can be written as:

x = [SOC, U1, U2]
T (7)

From Equations (2)–(4), the following expressions can be obtained:

f (xk, uk) =

 1 0 0
0 exp(−∆t/τ1) 0
0 0 exp(−∆t/τ2)


 SOCEKF,k

U1,k
U2,k

+
 −η∆t/Cn

R1(1 − exp(−∆t/τ1))

R2(1 − exp(−∆t/τ2))

Ik (8)

g(xk, uk) = UOCV(SOCEKF,k)− IkR0 − U1,k − U2,k (9)

where ∆t is the sample period.
According to References [39,40], the standard EKF equations for the battery system are listed in

Algorithm 2. Note that the Kalman gain Lx
k mainly depends on the comparison between the input

noise covariance Σw and the output noise covariance Σv, thus choosing these two noise covariances
properly has a great influence on the accuracy of the SOC estimation.

Algorithm 2. Summary of the extended Kalman filter (EKF)-based state-of-charge (SOC) estimator.

1: Definitions:
2: The nonlinear state-space model:{

xk+1 = f (xk, uk) + wk
yk = g(xk, uk) + vk

where x is the system state vector, f (xk, uk) is a state transition function and g(xk, uk) is a measurement
function, wk is the unmeasured process noise and vk is the measurement noise.

3: Initialization:
x̂+0 = E[x̂0], ∑+

x,0 = E
[(

x0 − x̂+0
)(

x0 − x̂+0
)T
]

4: Computation:
5: Time update:
6: x̂−k = f

(
x̂+k−1, uk−1

)
+ wk−1; ∑−

x,k = Ak−1∑+
x,k−1 AT

k−1 + ∑ w.
7: Measurement update:
8: Error innovation: ek = yk − ŷk = yk − g

(
x̂−k , uk

)
.

9: Estimator gain matrix: Lx
k = ∑−

x,k
(
Cx

k
)T
[
Cx

k Xx
k ∑−

x,k
(
Cx

k
)T

+ ∑v

]−1

10: Measurement update: x̂+k = x̂−k + Lx
k [yk − ŷk]

11: Error covariance measurement update: ∑+
x,k =

(
I − Lx

k Cx
k
)

∑−
x,k

where Ak =
∂ f (xk ,uk)

∂x

∣∣∣
x=x̂+

k

, Ck =
∂g(xk ,uk)

∂x

∣∣∣
x=x̂−

k

4.2. An Improved EKF-Based SOC Estimator

Section 3.3 indicates that the ECM has low accuracy in the low SOC range. Therefore, the SOC
error obtained by the traditional EKF is large. To solve this problem, an improved EKF (IEKF)-based
SOC estimator is proposed in this paper. The expression of Lx

k , the relative ratio of Σw and Σv,
determines the performance of the EKF algorithm. Figure 7 shows the SOC and SOC error based on
the EKF with different distributions of noise covariance under the NEDC, FUDS and DST working
cycles (capacity error is set to 0.5%). The calculation results of the three working cycles show that the
SOC estimated value is more inclined to the SOC value obtained by the ampere-hour (AH) method
when the Σw is smaller and the Σv is larger, while the estimated value is more inclined to the SOC
estimated value obtained by the normal EKF when the Σw is larger and the Σv is smaller. As shown in
Figure 4a, the model error is very large in the low SOC range, resulting in a large SOC estimation error
based on the traditional EKF. At this time, the SOC estimation value obtained by the AH method is
more reliable, because the AH method is not affected by the ECM error. Therefore, a smaller Σw value
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and a larger Σv value should be used. When the model error is small, it indicates that the battery is in
the high SOC range, and Σw and Σv should return to the normal value.
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Figure 7. State-of-charge (SOC) and SOC error based on the extended Kalman filter (EKF) with 
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(a) SOC of BAT#01 under the new European driving cycle (NEDC); (b) SOC error of BAT#01 under 
NEDC; (c) SOC error of BAT#02 under the federal urban driving schedule (FUDS); (d) SOC error of 
BAT#02 under the dynamic stress test (DST). 
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Figure 7. State-of-charge (SOC) and SOC error based on the extended Kalman filter (EKF) with different
distributions of noise covariance under three working cycles (capacity error is set to 0.5%). (a) SOC
of BAT#01 under the new European driving cycle (NEDC); (b) SOC error of BAT#01 under NEDC;
(c) SOC error of BAT#02 under the federal urban driving schedule (FUDS); (d) SOC error of BAT#02
under the dynamic stress test (DST).

When the accuracy of the ECM is insufficient in the low SOC range, the IEKF algorithm is more
confident in the estimation value using the AH method. Therefore, the accuracy of the AH method
directly affects the SOC estimation accuracy in the low SOC range. The error sources of the AH
method include capacity error, coulombic efficiency error, measured current error, self-discharge etc.
The specific influence of these factors on the AH method is as follows.

(a) Case 1: the capacity error is 5%. Figure 8 shows that the maximum incremental error of the SOC
caused by the AH method in this case is 1% in the low SOC range (0−20%).

(b) Case 2: the coulomb efficiency error is 0.1%. Figure 8 shows that the maximum incremental error
caused by the AH method in this case is 0.1% in the low SOC range.

(c) Case 3: the drift of the measured current is 100 mA, and the self-discharge is 1 mA. Figure 8
shows that the maximum incremental error in this case is less than 1%.
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Figure 8. Calculation of the state-of-change (SOC) error source based on the ampere-hour (AH) method.

In summary, the maximum incremental error caused by the AH method cannot exceed 2.0% in the
all low SOC range even if the above assumptions are superimposed. Therefore, our proposed method
is useful for improving the accuracy of SOC estimation in low SOC range.

However, the exact Kalman noise covariance cannot be directly obtained. In this paper, we take
the model error (MRMSE) as the reference signal. The model error is obtained by comparing the
measured voltage with the one obtained by the model. From Section 3.3, we can see that the low SOC
range is 20% of the all-region SOC. Therefore, the cumulative error caused by the AH method is small,
and once the normal EKF algorithm is returned, the initial error can be eliminated. The values of Σw

and Σv are listed in Equation (10). The proposed method improves the SOC estimation accuracy in
the all SOC range by adjusting the distribution of noise covariance according to the model error in
real time.

(Σw, Σv) =


(
e−11, 0.0052) MRMSE ≤ 0.003V(
e−12, 0.0052) 0.003V < MRMSE ≤ 0.006V(
1e−15, 0.0102) 0.006V < MRMSE ≤ 0.009V(
e−50, 1.0002) MRMSE > 0.009V

(10)

5. Results and Discussion

5.1. Case Studies under NEDC

To verify the effectiveness of the proposed all-region model-parameter identification and SOC
estimator, the SOC is estimated under various cases using the experimental data in Section 2.
The estimated results are shown in Figure 9. Figure 9a shows the SOC estimation error in ideal
conditions. In this paper, the ideal condition means there is no capacity error and sensor measurement
error. The results indicate that the proposed IEKF algorithm has much higher accuracy in the low SOC
range than the EKF algorithm, and has almost the same accuracy in the high SOC range. Figure 9b
shows the SOC error is under 5% of the capacity error, indicates that the IEKF algorithm is better than
EKF in the all SOC range. In practical applications, the errors of current sensor and voltage sensor
exist. Figure 9c shows the SOC error of two algorithms under a current error of 32.5 mA noise and
32.5 mA drift (0.1% full scale of current sensor). Figure 9d shows the SOC error under a voltage error of
10 mV noise and 5 mV drift. Table 3 lists the RMSE of the SOC in the all SOC range. Case studies show
that the SOC error obtained by EKF and IEKF is almost the same in the high SOC range (SOC ≥ 20%).
However, the SOC error obtained by IEKF is obviously smaller than that by EKF in the low SOC range
(SOC < 20%). Figure 10 shows the SOC estimation result under NEDC in the all SOC range. It is
obvious that the SOC obtained by the IEKF tracks the real SOC better than that obtained by the EKF.
Moreover, our proposed IEKF only adjusts the distribution of noise covariance on the basis of the
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traditional EKF. Therefore, the computation times of IEKF and EKF are almost the same. Through the
above analysis, we can conclude that our proposed IEKF is better than the traditional EKF in the all
SOC range.
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Figure 9. The state-of-change (SOC) estimated error comparison in the all-region SOC under the new
European driving cycle (NEDC). (a) Case A: SOC error in ideal condition; (b) Case B: SOC error under
5% capacity error; (c) Case C: SOC error under current error of 32.5 mA noise and 32.5 mA drift;
(d) Case D: SOC error under voltage error of 10 mV noise and 5 mV drift.
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Figure 10. State-of-change (SOC) estimation results under the new European driving cycle (NEDC) in
the all-region SOC (capacity error is set to 6%, current error is 50 mA noise and 50 mA drift).
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Table 3. Root-mean-square-error (RMSE) in the all state-of-change (SOC) range.

Case EKF IEKF

Case A 0.43% 0.17%
Case B 0.44% 0.41%
Case C 0.57% 0.44%
Case D 1.47 1.25%

5.2. Additional Validation under the DST and FUDS Working Conditions

In order to further verify the reliability and accuracy of the proposed algorithm, verification on
another battery (BAT#02) under the DST and FUDS is performed. The results are shown in Figure 11.
It can be seen that the accuracy of our proposed IEKF is higher than that of EKF under the DST and
FUDS in the all-region SOC.
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In conclusion, the effectiveness of the proposed parameter identification method and SOC
estimator are verified by case studies under NEDC, DST and FUDS working conditions, and the
accuracy and reliability of IEKF are better than traditional EKF in the all SOC range.

6. Conclusions

In this paper, a model parameter identification method was proposed to improve the global model
accuracy for the ECM. Then, an improved EKF-based SOC estimator with varying noise covariance
was developed to improve the SOC estimation accuracy in the low SOC range, which can solve
the problem of a low estimation accuracy of traditional EKF based on the ECM in the low SOC
range. The experimental results of two kinds of batteries under the NEDC and DST working cycles
show that: (1) the proposed parameter identification method of ECM can achieve global optimum
in the all SOC range, and the model error is within 10 mV when the SOC ranges from 100% to 20%.
Moreover, the model accuracy does not always improve by increasing the number of subregions (N).
Conversely, the model accuracy no longer increases or even decreases when N increases to a certain
value. Our investigation shows that N = 20 is the best choice with the highest accuracy and the shortest
identification time; (2) the SOC estimation error is within ±1% in the all SOC range, indicating that the
proposed IEKF has better accuracy and reliability than the traditional EKF.

It should be noted that our proposed method and algorithm are only verified by experiments
in the DST and NEDC working cycles. However, the results can provide valuable references for the
battery model parameter identification and SOC estimation in real applications. The application of the
proposed method and algorithm in real EVs will be our future research work.
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