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Abstract: The field of argument analysis has become a crucial component in the advancement of
natural language processing, which holds the potential to reveal unprecedented insights from com-
plex data and enable more efficient, cost-effective solutions for enhancing human initiatives. Despite
its importance, current technologies face significant challenges, including (1) low interpretability,
(2) lack of precision and robustness, particularly in specialized fields like finance, and (3) the inability
to deploy effectively on lightweight devices. To address these challenges, we introduce a frame-
work uniquely designed to process and analyze massive volumes of argument data efficiently and
accurately. This framework employs a text-to-text Transformer generation model as its backbone,
utilizing multiple prompt engineering methods to fine-tune the model. These methods include
Causal Inference from ChatGPT, which addresses the interpretability problem, and Prefix Instruction
Fine-tuning as well as in-domain further pre-training, which tackle the issues of low robustness and
accuracy. Ultimately, the proposed framework generates conditional outputs for specific tasks using
different decoders, enabling deployment on consumer-grade devices. After conducting extensive
experiments, our method achieves high accuracy, robustness, and interpretability across various
tasks, including the highest F1 scores in the NTCIR-17 FinArg-1 tasks.

Keywords: generative learning; financial argument analysis; prompt engineering; causal inference

1. Introduction

As deep learning (DL) technology undergoes continuous iterative updates, it has found
extensive applications in various financial fields. These include financial forecasting and
trading [1], risk management and fraud detection [2], and asset portfolio optimization [3],
among others. One notable area of application is financial argument (FinArg) analysis [4].
This involves a critical examination and evaluation of various financial statements, data,
and information presented in reports, presentations, or documents. A robust FinArg
analysis forms the foundation for constructing logical and well-supported arguments,
enabling individuals to make and present informed judgments regarding a company’s
financial health, performance trends, investment opportunities, and strategic decisions.
The use of AI to automatically extract key information from large-scale financial data on
the internet can profoundly impact consumer electronic behavior. However, due to specific
challenges inherent to financial analysis—such as data quality and scarcity, easy model
overfitting and generalization issues, and lack of result interpretability—the integration of
deep learning into FinArg analysis remains fraught with difficulties [5].

After experiencing the development of rule-based (e.g., dictionary), machine learning-
based (e.g., SVM [6] and LDA [7]), and deep learning-based (e.g., LSTM [8] and GRU [9])
paradigms, natural language processing (NLP) technology has become increasingly mature.
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In recent years, large language models (LLMs) such as GPT-4 [10] and LLaMa-2 [11] have
garnered significant attention from researchers in the NLP area. This surge in interest is
primarily due to their performance in text generation tasks, which is often comparable to
human-level output, and their potential applicability in various NLP tasks [12]. Concur-
rently, the causal capabilities of LLMs have ignited rigorous debate [13], especially given
their profound implications for pivotal sectors such as finance, science, law, and policy.
Yet, these models are not devoid of challenges [14]. They grapple with issues like pro-
hibitive training costs, inconsistent performance across varied tasks, unpredictable failure
scenarios, and the intricacies involved in prompt engineering and ensuring a coherent
chain-of-thought reasoning.

In this paper, we introduce the Prefix Prompt Engineering Framework (PPEF) for
fine-grained financial argument analysis, grounded in text generation models. Central to
this framework is a text-to-text generative model that serves as its backbone. To ensure
that this model generates responses in a specified format, we employ several prompt
engineering strategies tailored to distinct datasets. Specifically, our approach encompasses
(1) fine-tuning the model using task-specific prefix instructions; (2) additional pre-training
of the backbone network on alternative financial datasets; and (3) fine-tuning the backbone
network using Causal Inference produced by ChatGPT (https://openai.com/blog/chatgpt,
accessed on 20 January 2024) as the explainable target. These methods can function in-
dependently or synergistically, depending on the task at hand. Section 3 delves into the
intricacies of various combinations and discusses the nuanced adjustments required for
handling diverse task combinations. Upon training a consistent backbone network, we
employ distinct decoding methodologies tailored to various financial subtasks. These
encompass both Argument Unit Identification (AUI) and Argument Relation Identifica-
tion (ARI) [15]. Notably, the text-to-text generation model, when fine-tuned using prefix
prompt engineering, offers several advantages over both LLMs and conventional deep
learning techniques:

1. We have crafted a comprehensive set of prompts that are effective for both LLMs and
text generation models. With Prefix Instruction Fine-tuning and in-domain further
pre-training, our proposed framework boasts superior accuracy for specific financial
tasks and demonstrates exceptional performance in the face of imbalanced datasets.
It achieves the highest F1 scores in the NTCIR-17 FinArg-1 tasks [15].

2. In contrast to LLMs with hundreds of billions of parameters, our framework can be
trained and perform inference on consumer-grade GPUs, even surpassing LLMs in
certain tasks. Moreover, it can manage various downstream tasks using task-specific
decoders without changing the backbone of the model.

3. By integrating diverse prompt engineering strategies and employing Causal Inference
from ChatGPT, the text generation model not only gains proficiency in text classifica-
tion and relational identification but also acquires the ability to interpret its output.
To the best of our knowledge, no existing work has simultaneously achieved such
high performance, robustness, and interpretability.

Finally, the proposed framework achieved good results on multiple financial argument
analysis subtasks. The remainder of the paper is structured as follows: Section 2 briefly
introduces related works. Section 3 details our proposed framework. Section 4 presents
in-depth experiments and discussions. Finally, Section 5 concludes our work and discusses
future plans.

2. Related Works

Financial information is inherently dynamic, which is one of the great challenges faced
when using DL technology to process financial data. To process dynamic financial data,
BloombergGPT [16] retrains an LLMs using a mixed dataset of finance and general data
sources. This endeavor consumed approximately 1.3M GPU hours, translating to a stagger-
ing cost of around JPY 5M.Given the prohibitive expenses associated with retraining LLMs
on a monthly or even weekly basis, there is a pronounced preference for more lightweight

https://openai.com/blog/chatgpt
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adaptations within the finance sector. In response, [17] unveiled an interpretable neural
network framework tailored for financial analysis. This solution adopts a hierarchical
strategy, complemented by a query-driven attention mechanism, to discern sentiments in
financial news texts. In a similar vein, Dogu Tan Araci [18] introduced FinBERT, a language
model rooted in BERT, designed to address nuanced tasks specific to the financial landscape.
Keane Ong et al. proposed FinXABSA [19], a novel approach for enhancing explainability
in financial analysis. This technique employs the Pearson correlation coefficient to draw
connections between Aspect-Based Sentiment Analysis and stock price fluctuations. In
a similar vein, Hongyang Yang et al. presented an open-source large language model
named FinGPT [20], tailored for the finance domain. Setting it apart from proprietary coun-
terparts, FinGPT champions a data-centric ethos, offering both researchers and industry
professionals a transparent and readily available resource to evolve their financial LLMs.
Although these financial models manage dynamic data effectively, they lack interpretability,
and their outputs fail to convince the public. Furthermore, they show less solicitude for
opinion mining, and only mention a few fine-grained financial opinion-mining tasks, such
as argument unit classification and Argument Relation Identification.

Argument analysis is one of the emerging research areas in NLP tasks. Some re-
search [21,22] reviewed existing argumentation systems and applications, and discussed
challenges and perspectives of this exciting new research area. Schaefer and Stede [23]
focused on argumentation in social media, especially Twitter. They explored methods
of modeling the structure of arguments in the tweet context corpus annotation, and re-
viewed current progress in the task of detecting components and their relations in tweets.
Argument analysis has been widely adopted in various domains like medical [24], edu-
cation [25], legal [26], and finance [27–30]. Chen et al. [27] proposed structures that link
opinions with financial instruments. They explored the use of opinions from various
sources to extract opinion components and identify the relationships between these opin-
ions. Additionally, they also [28] investigated the feasibility of applying opinion mining
within the financial domain. In recent years, tasks related to financial argumentation have
also been addressed [15]. Many researchers have made efforts in fine-grained financial
argument analysis. Lin et al. [31] used a voting strategy to determine the optimal out-
put from several language models. Tang and Li [32] added a multi-layer convolution
mechanism based on the text features extracted by BERT to improve the robustness of
argument analysis. Chakraborty et al. [33] employed pre-trained language models like
BERT-SEC [34] and FinBERT [18], along with a cross-encoder architecture, to handle deep
semantics and relationships. Although there have been significant advances in the field
of financial argument analysis, issues of robustness and interpretability remain worthy
of discussion. Furthermore, few studies have combined FinArg tasks with LLMs. The
performance of mainstream methods or models is summarized in Table 1.

Table 1. Performance of mainstream methods or models in financial argument analysis task. It is
primarily evaluated based on three aspects: accuracy, training cost, and interpretability.

Model Accuracy Training Cost Interpretability

Machine learning based models
(e.g., SVM and LDA)

low low unavailable

BERT based models
(e.g., FinBERT and RoBERTa)

medium medium unavailable

LLMs based models
(e.g., FinGPT and BloombergGPT)

high high available

proposed PPEF high medium available

As one of the pioneering LLMs, T5 [35] is an encoder–decoder text generation model
pre-trained on a multi-task mixture of unsupervised and supervised tasks converted into a
text-to-text format. It offers a unified framework for the realm of NLP pre-trained models
by unifying diverse tasks into a single format. Subsequent research such as [36,37] explored
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the limits of text-to-text generative models applying to Aspect-Based Sentiment Analysis
(ABSA) tasks. Jordan et al. [38] introduced a Chatbot Interaction with the AI framework
in which T5 plays a pivotal role in data augmentation. Similarly, a study by [39] explored
a framework for fact verification. This framework harnesses pre-trained sequence-to-
sequence transformer models and employs T5 in a listwise method, paired with data
augmentation techniques. To the best of our knowledge, no work has been performed to
date on financial argument analysis with text generation LLMs. This paper mainly focuses
on providing an in-depth look at the recent trend—fine-grained financial argument analysis
integrated with large language models—-and focuses on the robustness and interpretability
of the model.

3. Proposed Prefix Prompt Engineering Framework

In the era of the information age, we are witnessing an unprecedented explosion of
text data, generated across various digital platforms. This vast expanse of data holds a
wealth of information, particularly in terms of argument analysis. The task of fine-grained
argument analysis often encompasses various subtasks, each with distinct input and output
in terms of both content and structure. To address this, we employ the T5 [35] model as
the central backbone of our framework. T5 standardizes multiple NLP tasks into a unified
text-to-text format, ensuring that both the input and output are consistently represented as
text strings. A comprehensive visualization of the PPEF framework is provided in Figure 1.
The dataset in the figure takes the FinArg-1 task [15] as an example. A detailed explanation
of each module is presented in this section.

Text:
“And that really helps 
the growth rate 
for ….”

Label:
“Claim”
…

### Instruction:
Which view does the 
following argument belong 
to? Premise or Claim?
### Sentence:
…

This sentence is making a 
statement about the actions 
that …. In summary, the 
sentence is a claim. 

Chat-GPT 
Category 
Reasoning 

Prefix Instruction 
Fine-tuning

In-domain Further 
Pre-training

Text-to-text 
Generation Models

+
Financial Phrasebank

+
Low Rank Adapters

Text-to-text 
Generation 

Models

Sentence decoding

Word decoding

Instruction Generation Category Judgment

Unit Identification/
Relation Identification

FinArg-1 Datasets

Figure 1. The proposed PPEF overview. Yellow text represents the original text of the dataset, and
green text represents the labels.

3.1. Prefix Instruction Fine-Tuning

Both prompt-based learning [40] and instruction fine-tuning [41] have been demon-
strated to effectively enhance the performance of various LLMs. In the paradigm of
prompt-based learning, the description of the task is embedded in the input. For example,
instead of giving certain parameters to the model implicitly, they are input in the form of
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questions directly. To address different FinArg subtasks, we extensively tested a myriad of
potential prompts and instructions. From this, we curated a generic prefix. The specifics of
these prompts can be found in Table 2.

Table 2. Prompts and instructions for different subtasks. ARI stands for Argument Relation Identifi-
cation and AUI stands for Argument Unit Identification. {text} and {label} present the original dataset
inputs and outputs, respectively. The bold red text highlights the difference between ChatGPT Causal
Inference prompt and Long Instruction for AUI (train with ChatGPT Causal Inference).

Sub Tasks Prompt/Instruction

Short Instruction
for ARI

Judge the relationship between the two sentences.
Attack/Support/None: {text_1}{text_2}

Long Instruction
for ARI

Below are two sentences that contain opinions. Please judge the logical relationship between
sentence 1 and sentence 2. The relationship can only be Attack, Support, or no-relation.

### Sentence 1:
{text_1}

### Sentence 2:
{text_2}

Short Instruction
for AUI Premise or Claim:

Long Instruction
for AUI

### Instruction:
Which view does the following argument belong to? Premise or Claim?

### Sentence:
{text}

### Argument:

Long Instruction
for AUI

(train with ChatGPT
Causal Inference)

Below is a sentence belonging to an argumentation, contained with its component category
of ‘Premise’ or ‘Claim’.
Write an explanation that appropriately explains which category the sentence belongs to
and why the sentence falls into this category.
Your explanation must end with ‘In summary, the sentence is a premise’ or ‘In summary, the
sentence is a claim’.

### Sentence:
{text}

### Explanation:

ChatGPT
Causal Inference

prompt

Below is a sentence belonging to an argumentation, Paired with its component category of
‘Premise’ or ‘Claim’.
Write an explanation that appropriately explains which category the sentence belongs to
and why the sentence falls into this category.
Your explanation must end with ‘In summary, the sentence is a premise’ or ‘In summary, the
sentence is a claim’.

### Sentence:
{text}

### Category:
{Label}

### Explanation:
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For each subtask, we design one long and one short instruction, respectively. We
embed the input text from the original FinArg-1 dataset into the designed prompts and
instructions, with the embedding position indicated as {text} in Table 2. Additionally, for
long prompts, we incorporate the special string ‘###’ and newline characters to emphasize
the structural information. Concurrently, in the long instruction for AUI (trained with
ChatGPT Causal Inference), we aimed to align the instructions utilized for fine-tuning
the T5 model with the prompts adopted by ChatGPT for compatibility. Subsequently, the
refined dataset is employed to fine-tune the T5 model as depicted in Figure 1.

Prefix Instruction Fine-tuning significantly improves the accuracy and robustness of
the model. For an in-depth examination of how varying instructions influence the outcomes
across different subtasks, please refer to Section 4.

3.2. In-Domain Further Pre-Training

Pre-training language models on specific in-domain data, known as domain-adaptive
pre-training, or on data relevant to particular tasks, termed task-adaptive pre-training,
has been demonstrated to enhance performance in downstream tasks [42]. The nature of
financial data is particularly apt for this approach. It is highly dynamic, deeply specialized,
and has clear data demarcations. This makes it a prime candidate for further pre-training.
Thanks to the commendable efforts of the huggingface team (https://huggingface.co/, ac-
cessed on 22 January 2024), fine-tuning and further pre-training are very convenient today.

In this paper, in addition to the original T5 model, we also fine-tune the Flan-t5
(https://huggingface.co/google/flan-t5-base, accessed on 22 January 2024) model through
the financial phrasebank dataset (https://huggingface.co/datasets/financial_phrasebank,
accessed on 22 January 2024) with Low-Rank Adapters (LoRA) [43]. The experimental
results indicate that in some cases, further pre-training can indeed enhance the model’s
effectiveness, especially with highly imbalanced datasets. However, the instructions used
in downstream tasks need to be adjusted accordingly. Further pre-training allows the model
to acquire domain-specific knowledge, which enables it to obtain ideal output without
using complex prompts and instructions when fine-tuning. But at the same time, long
prompts may lead to a decrease in accuracy. For a detailed discussion and parameter
settings, see Section 4.

3.3. Causal Inference from ChatGPT

Causal Inference in the context of financial arguments involves analyzing and deter-
mining the cause-and-effect relationships between financial variables or events. This is
crucial for understanding how specific actions or occurrences can impact financial markets,
investment outcomes, or economic indicators. Inspired by Chain-of-Thought Prompt-
ing [44] and causal reasoning [13], we let ChatGPT automatically generate material for the
Causal Inference of financial data, and try to equip the T5 model with the capability to not
just classify the category of AUI but also furnish explanations for its decisions. Initially,
we employed a set of specific prompts to let the ChatGPT-3.5 model (model number ‘text-
davinci-003’) generate an “Explanation” that rationalizes the classification determinations
made. To ensure that the “Explanation” yielded by ChatGPT aligns with the label of the
original dataset, we embedded a strong correlation constraint within the prompt (the red
bold part in Table 2). Under the restriction of strong constraints, all “Explanation” gener-
ated by ChatGPT conform to the ground truth label of the data. The generated text always
ends up with “In summary, the sentence is a premise.” or “In summary, the sentence is a
premise.” Table 3 contains some examples of explanations generated by ChatGPT.

https://huggingface.co/
https://huggingface.co/google/flan-t5-base
https://huggingface.co/datasets/financial_phrasebank
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Table 3. “Explanation” examples generated by ChatGPT.

Label ChatGPT “Explanation”

Premise

“This sentence provides evidence to support a larger argument by
providing an example of how success can be achieved. It does not
make a statement that can be proven or disproven, but rather pro-
vides an example of how success can be achieved. In summary, the
sentence is a redpremise.”

Claim

“This sentence is making a statement about the actions that Amazon
is taking, which is a claim. It is not providing any evidence or reason-
ing to support a conclusion, which is what a premise would do. In
summary, the sentence is a claim.”

Subsequently, the “Explanation” generated by ChatGPT is harnessed as the target
text for the fine-tuning process of the T5 model as shown in Figure 1. As mentioned
in Section 3.1, when the reasoning of ChatGPT is used as the label, we aim to align the
instruction during the T5 fine-tuning with the prompt that was initially utilized by ChatGPT
to gain the same knowledge and logical reasoning. Specifically, the prompts are shown in
“Long Instruction for AUI (train with ChatGPT Causal Inference)” and “ChatGPT Causal
Inference prompt” in Table 2. In this process, ChatGPT is regarded as a “teacher” model,
guiding the T5 model to output in the form of causal reasoning, making the model’s
decisions somewhat interpretable. An example of the difference between using Causal
Inference from ChatGPT or not is shown in Figure 2. Causal Inference from ChatGPT
enables the T5 model to simultaneously output text labels and inferences. When evaluating
model performance, we use the last word of the T5 model inference text as the output label.

Below is a sentence belonging to an argumentation, 
Paired with its component category of ‘Premise’ or 
‘Claim’. 
… 
Your explanation must end with ‘In summary, the 
sentence is a premise’ or ‘In summary, the sentence 
is a claim’. 
### Sentence: 
And one important way we drive selection is through 
FBA, and so we continue to be very pleased with the 
progress we're making in FBA. 
### Category: 
Claim 
### Explanation: 

ChatGPT input 

This sentence is making a statement about the 
progress that is being made in FBA, and is therefore a 
claim. In summary, the sentence is a claim. 

ChatGPT output 

Text: 
“And one important way we drive selection is 
through FBA, and so we continue to be very pleased 
with the progress we're making in FBA.” 
Label: 
“This sentence is making a statement about the 
progress that is being made in FBA, and is therefore a 
claim. In summary, the sentence is a claim.” 
Prompt: 
“Below is a sentence belonging to an argumentation, 
contained with its component category of ‘Premise’ 
or ‘Claim’... 
Your explanation must end with ‘In summary, the 
sentence is a premise’ or ‘In summary, the sentence 
is a claim’.” 

T5 input 

This sentence is making a statement about the 
progress that is being made in FBA, and is therefore a 
claim. In summary, the sentence is a claim. 

T5 output 

Text: 
“And one important way we drive selection is 
through FBA, and so we continue to be very 
pleased with the progress we're making in FBA.” 
Label: 
“Claim” 
Prompt: 
“Which view does the following argument 
belong to? Premise or Claim?” 

T5 input 

Claim 

T5 output 

Fine-tuning without 
Causal Inference from ChatGPT 

Fine-tuning with 
Causal Inference from ChatGPT 

Figure 2. Causal Inference from ChatGPT enables the T5 model to simultaneously output text
labels and inferences. The original FinArg-1 text and the labels used by the different methods
are highlighted.

3.4. Task-Specific Decoding

Given that the T5 model always utilizes text strings for both input and output, we
transform the labels from the FinArg-1 task dataset into corresponding textual representa-
tions. Notably, when employing the “Explanation” generated by ChatGPT as the ground
truth label, we consider the penultimate token of the output string as the model’s label
output word. This approach is adopted primarily because, in most instances, the last token
of the string tends to be a period.

In the AUI subtask, we use the mapping fu : 0 → ‘premise’, 1 → ‘claim’ to map the
corresponding labels. It is worth noting that words with a capitalized first letter cannot be
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used because in the tokenizer of T5, words with capital letters are sometimes split into two
tokens. In the ARI subtask, we use the mapping fr : 0 → ‘none’, 1 → ‘support’, 2 → ‘attack’
to map the corresponding labels. When using “no relation” or “unrelated” as the mapping
word, the tokenizer will also split them into two tokens. Finally, we choose “none” as
the mapping word for label “0”. Experimental results show that after at least one epoch
of training, the output of the T5 model is always included in the mapping vocabulary.
Therefore, the final output label can be obtained without any other decoding.

When using the “Explanation” generated by ChatGPT as the ground truth label, due
to the existence of instruction, almost all the text sequences output by the T5 model will
end with words in the mapping vocabulary, just like the examples in Table 3. In some
extreme cases, when the output of the T5 model exceeds the set max length parameter,
the output will be truncated. This situation can usually be solved by limiting the output
length of ChatGPT or increasing the max length of the T5 model. But for the sake of
saving computing resources, we usually prefer a smaller max length. Therefore, when
the output string does not end with the words in the mapping vocabulary, there are two
ways to deal with it: (1) simply considering the output to be wrong, or (2) re-inputting the
output sentence into the fine-tuned model and judging what the category label contained
in the sentence is, which we call Category Judgment. The results of the experiments are
elaborated in Section 4.

Through the use of INT8 quantization techniques and the method of Category Judg-
ment, our framework can be deployed on consumer-grade graphics cards. Specifically,
the entire framework can be trained using only 12 GB of GPU memory and can perform
inference with a minimum requirement of 6 GB of GPU memory.

4. Experiments and Discussions
4.1. Experiment Setup
4.1.1. Dataset

In the current study, our proposed method is evaluated on two datasets with two
subtasks for fine-grained argument understanding in financial analysis. The aim of these
tasks is to comprehend the arguments present in investor-generated text, which includes
both professional and amateur textual data. Table 4 show the statistics of the datasets. The
datasets details are as follows:

• Argument Unit Identification This subtask requires models to distinguish whether a
given argumentation sentence is a claim or a premise. The dataset contains a total of
9691 sentences, of which 5078 are premises and 4613 are claims. Data examples are
as follows:
[“First of all, I want to remind you that Q3 is typically a lower operating income
quarter as we’re preparing for the Q4 holiday peak.”, Claim],
[“On the international, on an FX neutral basis, the growth was 15% in Q3 and 19% in
Q4.”, Premise];

• Argument Relation Identification This subtask necessitates the identification of the
relationship between arguments, specifically discerning whether it is one of the sup-
port, attack, or other categories. The textual portion of the dataset comprises two
separate sentences. It is worth mentioning that this dataset is significantly imbalanced,
with the “attack” label accounting for only 1.1% of the total labels. Data examples are
as follows:
[“Some have a 24-month clock, and there are even some that have a 30-month clock.”,
“They come back in and they pay less for the service but they pay more for their
smartphone.”, There is no detected relation between the two sentences.],
[“Japan as a geography for us is a high transactional market.”, “The improvement in
that in Q3 is obviously very high margin and also the bottom.”, There is a “Support”
relation from sentence 1 to sentence 2.],
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[“And that in fact in Q1 caused the market to expand.”, “So, at least in the intermediate
timeframe, we do not see cannibalization.”, There is an “Attack” relation from sentence
1 to sentence 2.].

Table 4. Data statistics of Argument Unit Identification and Argument Relation Identification.

Argument Unit Identification

Train Dev Test Whole

Preminse 4062 508 508 5078 (52.4%)
Claim 3691 461 461 4613 (47.6%)

Total 7753 969 969 9691

Argument Relation Identification

Train Dev Test Whole

Support 3859 482 482 4823 (69.9%)
Attack 62 8 8 78 (1.1%)
Other 1600 200 200 2000 (29.0%)

Total 5521 690 690 6901

4.1.2. Computer Configuration

All experiments were run on the following servers. OS: CentOS Linux release 7.6.1810.
Linux Core: 3.10.0-957.el7.x86 64. CPU: Intel Core i7 6700k. GPU: NVIDIA GeForce RTX
3090Ti 24 GB. RAM: TeamGroup 32 GB. Python version: 3.7.3.

4.1.3. Evaluation Metrics

We report both Micro-F1 and Macro-F1 scores of all tasks. Due to the presence of
imbalanced datasets, we use Macro-F1 to rank the results. The formula for the F1 score is:

F1 =
2 × (precision × recall)

precision + recall
. (1)

Specifically, Micro-F1 calculates metrics globally by counting the total true positives, false
negatives, and false positives. Macro-F1 calculates metrics for each label, and finds their
unweighted mean.

4.2. Experiment Results

To prove the effectiveness of our PPEF framework in fine-grained argument under-
standing in financial analysis, we compare our proposed model with some strong baselines.
We also compare the results from the state-of-the-art LLMs, such as GPT-4. The details of
the baselines are as follows:

• BERT: ref. [45] is an NLP model developed by Google’s AI that stands for Bidirectional
Encoder Representations from Transformers. We use “bert-base-uncased” (https:
//huggingface.co/bert-base-uncased, accessed on 5 September 2023) as the baseline
of pre-traind BERT in this experiment. The hidden representation of the [CLS] token
is extracted, and a single-layer MLP is added for label classification.

• RoBERTa: ref. [46] is an NLP model builds upon the BERT architecture, utiliz-
ing dynamic masking and larger batch size. We use “xlm-roberta-base” (https:
//huggingface.co/xlm-roberta-base, accessed on 5 September 2023) as the baseline of
pre-traind RoBERTa in this experiment. We add the same MLP layer as BERT.

• FinBert: ref. [18] is a pre-trained NLP model designed to analyze the sentiment of
financial texts. It is developed by further training the BERT language model in the
finance domain, using a large corpus of financial documents.

• T5: ref. [35] is an encoder–decoder model that has been pre-trained on a multi-task
mixture of unsupervised and supervised tasks, with each task converted into a text-

https://huggingface.co/bert-base-uncased
https://huggingface.co/bert-base-uncased
https://huggingface.co/xlm-roberta-base
https://huggingface.co/xlm-roberta-base
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to-text format. We use “t5-large” (https://huggingface.co/t5-large, accessed on 8
September 2023) with 770 million parameters as baseline. The text and labels of the
dataset are directly used as input and output of T5, without any prompts.

• ChatGLM: ref. [47] is an open bilingual language model based on General Language
Model (GLM) framework. We choose ChatGLM-6B (https://github.com/THUDM/
ChatGLM-6B, accessed on 11 September 2023), with 6.2 billion parameters, as the baseline.

• GPT-4: ref. [10] is a large multimodal model accepting image and text inputs and
emitting text outputs, which was recently released by OpenAI. Since the parameters
of GPT-4 is not public, we use the few-shot method to complete the experiment.

• TMUNLP: ref. [31] uses a voting strategy to determine the optimal output from several
language models.

• IDEA: ref. [32] adds a multi-layer convolution mechanism based on the text features
extracted by BERT to improve the robustness of argument analysis.

• LIPI: ref. [33] employs multiple pre-trained language models and a cross-encoder
architecture to handle deep semantics and relationships.

For comparative experiments, we also use “t5-large” as the backbone of the proposed
framework. BERT-like models use a learning rate of 5 × 10−5 while other models use a
learning rate of 3 × 10−4. All experiments are trained for 10 epochs, and the final result is
the average among five runs with different random seeds.

In the AUI subtask, we used all framework modules mentioned in Sections 3.2–3.4
simultaneously. However, in the ARI subtask, Causal Inference from ChatGPT is not
used. That is because, even with strong constraints added, when inferring the argument
relationship, a considerable part of the reasoning strings generated by the ChatGPT and T5
models still exceed the mapping vocabulary. The experimental results are shown in Table 5.
Our proposed framework exceeds the comparative baselines on both tasks. Since the GPT-4
model cannot be fine-tuned, it does not perform well on specific fine-grained financial
analysis tasks, even worse than BERT-like models. Our proposed framework also ranks
first in the ARI subtask and third in the AUI subtask of NTCIR-17 FinArg-1, respectively.
For the task details, refer to [15].

Table 5. Experiment results for AUI and ARI subtasks. ‘CIC’ presents Causal Inference from ChatGPT
and ‘FFP’ presents Financial Further Pre-training. Results are reported as average and standard
deviation among 5 runs. Bold fonts represent the best results. The results of TMUNLP, IDEA and
LIPI are the best results reported in FinArg-1 tasks.

Argument Unit Iden. Argument Relation Iden.
Micro-F1 Macro-F1 Micro-F1 Macro-F1

BERT 75.14 ± 0.12 75.27 ± 0.03 82.67 ± 0.07 52.66 ± 0.12
RoBERTa 74.69 ± 0.15 74.7 ± 0.13 81.74 ± 0.11 55.52 ± 0.09
FinBert 75.67 ± 0.08 75.36 ± 0.10 82.53 ± 0.10 51.81 ± 0.03
T5 73.75 ± 0.09 73.66 ± 0.10 82.01 ± 0.11 53.74 ± 0.18
ChatGLM 76.17 ± 0.19 75.97 ± 0.31 79.58 ± 0.03 60.11 ± 0.04
GPT-4 (few-shot) 62.41 ± 0.06 62.39 ± 0.06 69.82 ± 0.04 48.72 ± 0.17
TMUNLP 76.57 76.55 82.07 57.90
IDEA 76.47 76.46 81.74 51.85
LIPI 73.89 73.86 79.42 60.22

Ours PPEF 77.23 ± 0.10 77.27 ± 0.03 85.61 ± 0.03 61.44 ± 0.04
PPEF w/o CIC&FFP 74.49 ± 0.07 74.51 ± 0.03 - -
PPEF w/o FFP 76.36 ± 0.07 76.32 ± 0.06 85.83 ± 0.07 55.17 ± 0.12
PPEF w/o CIC 76.31 ± 0.04 76.19 ± 0.10 - -

https://huggingface.co/t5-large
https://github.com/THUDM/ChatGLM-6B
https://github.com/THUDM/ChatGLM-6B
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4.3. Discussions
4.3.1. Ablation Experiments

This section provides the ablation study for the proposed framework as shown in the
lower part of Table 5. In the AUI task, if only Prefix Instruction Fine-tuning (PIF) is used
instead of Financial Further Pre-training (FFP) and Causal Inference from ChatGPT (CIC),
the obtained Macro-F1 score is 74.56, which is only slightly higher than the original T5
model, not as good as other SOTA LLMs model. If FFP or CIC is not used, the effect of the
model will slightly decrease.

In the ARI task, we observe analogous results. Notably, in the absence of FFP, the
model’s Micro-F1 score for the ARI task exhibits an increase. However, this is accompanied
by a significant decline in the Macro-F1 score. This underscores that the FFP module
notably enhances the model’s stability, especially when handling imbalanced datasets. For
all ablation studies, we employ a substantial max length to mitigate the potential influence
of the mapping vocabulary issue. A more in-depth discussion on max length can be found
in Section 4.3.3.

4.3.2. Long or Short Instructions

When not using CIC, for each subtask, we use one long instruction and one short
instruction for each subtask respectively as mentioned in Table 2. At this point, we observe
that whether or not FFP is used will have a significant impact on the inference results as
shown in Figure 3. In general, shorter prompts give better results if FFP is used; on the
other hand, longer prompts are better if FFP is not used. This could be attributed to the
model acquiring relevant background knowledge during further pre-training. Without
this knowledge, a more specific instruction-guided approach might be necessary during
fine-tuning to produce the appropriate response.

Figure 3. Long/short instructions act on inference results.

4.3.3. Case Study and Category Judgment

In the actual inference process, when the output of the T5 model exceeds the max
length parameter, it will be truncated. This situation can usually be avoided by setting
the max length to be greater than 256. But reducing the max length of the T5 model can
exponentially speed up the inference; therefore, we always prefer a smaller max length.
In order to solve this problem, we propose the Category Judgment method, which is
to re-enter the outputs outside the mapping vocabulary into the fine-tuned model for
further reasoning.

Some examples of case study and Category Judgment are listed in Table 6. Overall,
the shorter the input sentence and the fewer compound arguments it contains, the more
accurate the output of the model will be. The wrong predictions are concentrated in the
case when the input sentence contains some complex ideas. When the max length is set to
be 40, with the Category Judgment method, most of the output exceeding the max length
can be accurately identified. We also observe that some incorrectly predicted sentences
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lead to correct results after Re-Output as shown in the third example in Table 6. Based on
these results, we find that after Category Judgment, the prediction accuracy of the model
can reach a comparable level to that of using a large max length, thus greatly saving the
computing resources of inference.

Table 6. Case study and Category Judgment examples. Words in curly brackets indicate truncated
parts when the max length was set to be 40. Re-Output is the result of re-entering the output into the
model with a larger max length. Green ticks represent correct predictions and red crosses represent
incorrect predictions.

Predictions Sentences

Output:
Premise✓

Re-Output:
Premise✓

Input: “And in that context, they lifting and shifting some of the older workloads, but
they’re modernizing the entire business process flow.”

Output: “This sentence provides evidence to support the argument by providing
an example of how the argument is being implemented. It explains the action being taken to
achieve the goal, which is to lift and shift older workloads, {and to modernize the entire
business process flow. In summary, the sentence is a premise.}”

Re-Output: “This sentence provides evidence to support the argument by provid-
ing an example of how the argument is being implemented. It does not make a statement
that is meant to be accepted as true, but rather provides evidence to support the argument.
In summary, the sentence is a premise.”

Output:
Claim✓

Re-Output:
Claim✓

Input: “In this particular case, back to commenting on this one, we’re hopeful that over
time the restrictions we’re seeing are loosened. Because innovation really requires freedom
to collaborate and communicate, and I know that is a major focus there.”

Output: “This sentence is making a statement about the potential outcome of the
restrictions that are being seen. It is expressing a hope that the restrictions will be loosened,
and that this is a major focus of the argument{. In summary, the sentence is a claim.}”

Re-Output: “This sentence is making a statement about the potential outcome of
the restrictions being seen, and is expressing a hope that the restrictions will be loosened.
This is a statement of opinion, and is therefore a claim. In summary, the sentence is a claim.”

Output:
Claim×

Re-Output:
Premise✓

Input: “I also really like what I’ve seen with the iPhone SE and the fact that it’s opening
the door to customers. We weren’t reaching before and likely convincing some people to
upgrade that wanted a smaller form factor but wanted to stay with iPhone, and so they
were waiting for the iPhone SE.”

Output: “This sentence is making a claim about the success of the iPhone SE and
the potential for it to convince customers to upgrade to a smaller form factor. It is not
providing any evidence or facts to support this {claim, but is instead making a statement
about the potential of the iPhone SE. In summary, the sentence is a claim.}”

Re-Output: “This sentence provides evidence to support the argument by provid-
ing an example of a success of the iPhone SE and the potential for it to convince customers
to upgrade to a smaller form factor. It does not make a statement about the argument
itself, but rather provides evidence to support the argument. In summary, the sentence is a
premise.”

Claim✓

Input: “And one important way we drive selection is through FBA, and so we continue to
be very pleased with the progress we’re making in FBA.”

Output: “This sentence is making a statement about the progress that is being made inFBA,
and is therefore a claim. In summary, the sentence is a claim.”
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5. Conclusions

In this paper, we propose a novel financial argument analysis framework PPEF.
Through the combination of different modules, PPEF can handle various subtasks of
fine-grained argument analysis. Through the PIF and FFP methods, PPEF obviously im-
proves the accuracy and robustness of the AUI and ARI tasks. Among models at the same
parameter level, PPEF achieves a state-of-the-art F1 score. Moreover, with CIC approach,
the framework can conduct explainable causal reasoning on consumer-grade graphics
cards like LLMs such as GPT-4.

In the future, we plan to investigate the effectiveness of our proposed method for
other financial analysis tasks, such as aspect-based financial classification and financial text
generation. Another direction worth exploring is whether more precise instructions can
enable the application of Causal Inference from the “teacher” model to more complex tasks.
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