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Abstract: A domain alignment-based hyperspectral image (HSI) classification method was designed
to address the heterogeneity in resolution and band between the source domain and target domain
datasets of cross-scene hyperspectral images, as well as the resulting reduction in common features.
Firstly, after preliminary feature extraction, perform two domain alignment operations: image
alignment and distribution alignment. Image alignment aims to align hyperspectral images of
different bands or time points, ensuring that they are within the same spatial reference framework.
Distribution alignment adjusts the distribution of features of samples of different categories in
the feature space to reduce the distribution differences of the same type of features between two
domains. Secondly, adjust the consistency of the two alignment methods to ensure that the features
obtained through different alignment methods exhibit consistency in the feature space, thereby
improving the comparability and reliability of the features. In addition, this method considers
multiple losses in the model from different perspectives and makes comprehensive adjustments
through a unified optimization process to more comprehensively capture and utilize the correlation
information between data. Experimental results on Houston 2013 and Houston 2018 datasets can
improve the hyperspectral prediction performance between datasets with different resolutions and
bands, effectively solving the problems of high cost and limited training samples in HSI labeling and
significantly improving cross-scene HSI classification performance.

Keywords: hyperspectral image; image classification; domain alignment; cross-scene

1. Introduction

Hyperspectral remote sensing technology integrates traditional spectral detection
and photographic imaging techniques, which can simultaneously obtain multiple types
of information (radiation, spectral, spatial information, etc.) and integrate them into
a graph-integrated data cube [1]. By capturing spatial features at multiple spectral levels,
hyperspectral remote sensing technology can provide richer spectral information, further
enhancing the recognition and classification capabilities of features, and has important
applications in military [2], agricultural and forestry monitoring [3], vegetation research [4],
urban remote sensing [5], food quality control [6], chip detection [7], and tumor diagnosis [8].

Due to differences in the composition of ground objects and the angle of sunlight
exposure, there will be significant differences in the spectral curves formed by different
ground objects. The principle of hyperspectral remote sensing image classification is to
determine the substance it represents based on this difference and then set a corresponding
land feature category label for each pixel [9].

In recent years, neural network classification algorithms have been widely applied
in the field of hyperspectral remote sensing images, such as 2D convolution [10], 3D
convolution [11], and graph convolution [12]. Although significant breakthroughs have
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been made, improving the generalization performance of the model requires a large number
of labeled samples. However, the imaging complexity in hyperspectral remote sensing
images (such as “same spectral foreign objects” and “same object but different spectra”)
makes this task challenging. Manual labeling of samples is difficult and usually very
expensive and time-consuming [13], resulting in limited labeled samples. In practice,
it is common to encounter situations where the classification accuracy cannot reach the
predetermined goal due to insufficient labeled samples.

Therefore, when the number of instances in the training set is small, improving
the generalization performance of hyperspectral image classification models has become
an urgent problem to be solved [14]. If we can use images with a large number of labeled
samples (source images) to classify new images with similar distributions but limited
labeled samples (target images), it will save a lot of resources. This transfer idea is called
cross-scene classification. However, due to the fact that different datasets are collected
at different locations and time periods, as well as the influence of non-human factors
such as climate, there may be significant differences in spectral characteristics between
the two datasets, namely the spectral shift phenomenon [15]. Therefore, it is not possible
to directly use two datasets for mutual prediction. How to eliminate spectral differences
between images in order to reuse existing labeled samples in cross-scene hyperspectral
image classification is a challenging problem, yet it is worth researching.

In cross-scene hyperspectral image classification tasks, domain adaptation (DA) is
widely used to reduce spectral shifts between cross-scene images and improve classifi-
cation accuracy [16]. At present, the domain adaptation techniques used for cross-scene
hyperspectral image prediction can be summarized into two categories: shallow domain
adaptation and deep domain adaptation. The shallow domain adaptation method mainly
utilizes instance-based and feature representation-based methods to adjust the distribution
of the source and target domains [17]. The deep domain adaptation method utilizes deep
neural networks to achieve cross-domain learning.

Deep domain adaptation uses deep neural networks as feature learning tools. Due
to the stronger transfer ability of deep features learned by deep neural networks, they
can more effectively improve the classification progress and performance of cross-scene
hyperspectral models compared to shallow domain adaptation. In deep domain adaptation
methods, spectral shifts between the source and target domains are often reduced from the
perspectives of distribution differences and adversarial approaches.

The deep domain adaptation method based on distribution differences will add adap-
tive layers to the deep neural network for specific tasks to match the edge distribution
or conditional distribution between domains. Zhu proposed the method of the multi-
representation adaptation network (MRAN) to perform cross domain classification tasks
through multi-representation alignment [18]. In addition, they proposed a method called
the deep subdomain adaptation network (DSAN), which utilized local maximum mean
differences to align the distribution of corresponding subdomains in different domains in
order to achieve learning of transfer networks [19]. Based on maximum mean discrepancy
(MMD), Li proposed a two-stage deep data mining method. In the first stage, MMD is used
to minimize the inter-domain distribution distance to learn deep embedding space. In the
second stage, a spatial–spectral twin network is used to minimize the distance between
instances of the same category of two domains based on pairwise loss and to maximize
the distance between instances of different categories of two domains, reducing data drift
while learning more discriminative deep embedding spaces as much as possible [20]. Zhu
proposed a three-stage network—an attention-based multi-scale residual adaptive network
for cross-scene classification, which adds an attention module before the multi-scale robust
feature extraction, and conditional distribution alignment adaptive modules [21]. Consider-
ing the superiority of the attention mechanism, Liang proposed a few-shot learning method
with three modules and multi-source fusion based on the attention mechanism. Compared
with the previous methods, although both have three modules and apply attention mecha-
nisms, the original intention of this method is to be used for multi-source small-scale HSI
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classification, which can transfer the learned classification ability from multiple-source data
to target data [22]. However, due to the more complex features that need to be aligned for
multi-source domain adaptation, single-source deep neural network domain adaptation is
still the main focus of the current research.

In further research, graph neural network (GNN) is gradually being applied to HIS
classification. Wang et al. proposed a deep domain adaptive method for multi-temporal
hyperspectral remote sensing images based on GNN, constructing graphs for both source
and target data, and then using graphics in each hidden layer to obtain features [23]. Due
to the fact that GNN operates on graph structures and utilizes the relationships between
data samples, it can aggregate features and propagate information through graph nodes.
Therefore, the extracted features have better smoothness in each spectral neighborhood,
which is beneficial for classification. However, graph convolutional neural networks are
unable to effectively handle inductive semi-supervised learning problems in the early stages.
To address this issue, Hamilton et al. proposed the GraphSAGE algorithm, which updated
the node representation by randomly sampling neighboring nodes and aggregating the
sampled neighboring nodes. On the other hand, in the graph convolution operation of
algorithms such as GraphSAGE, the contribution of all neighboring nodes to the central
node is considered the same or predetermined, and this method may not accurately capture
the connection relationship between nodes at the spectral level [24]. Therefore, this paper
will introduce attention to distinguish the importance of nodes in different layers in GNN
and enhance the weight of important nodes at the spectral level.

The above content introduces the current progress in the field of hyperspectral image
classification and related techniques. Compared with cross-domain classification methods
such as MRAN and DSAN previously proposed by Zhu et al. [18], the deep domain
adaptation method proposed in this paper innovatively adopts multiple kernel function
strategies to achieve more accurate and comprehensive feature matching in response to the
complex feature alignment requirements of hyperspectral images, breaking through the
possible limitations of traditional single kernel function in dealing with such problems. On
the other hand, in the application of graph neural networks, this paper not only draws on
the advantages of using GNN for deep domain adaptation, such as Wang et al. [23], but
also improves the shortcomings of early GNN in dealing with inductive semi-supervised
learning problems. In addition, this paper draws on and further develops an attention-
mechanism-based approach to make full use of the attention mechanism to address the
complex feature alignment challenges in hyperspectral images. Specifically, this paper
integrates an attention mechanism into GNN, which can be weighted at the spectral level
according to node importance, so as to effectively distinguish the influence of nodes in
different layers, improve feature extraction and smoothness, and help improve classification
performance. This series of improvements and highly specific application technology
demonstrate for the proposed method a unique novelty in the field of hyperspectral
image classification.

Our proposed method aims to solve the problem of different resolution and band
between source domain data and target domain data in cross-scene hyperspectral image
classification. The contribution of our proposed method is as follows:

1. In response to the problem of different attributes between source domain images and
target domain images in cross-scene hyperspectral image prediction and the difficulty
of prediction, this paper proposed a domain adaptation method that focuses more on
spatial features, which can effectively cope with knowledge transfer under limited
conditions of similar spectral information and further expand the applicability of
cross-scene HSI prediction.

2. In distribution alignment, this paper employed three kernel functions to extract linear
and high-dimensional nonlinear features from hyperspectral images. By collaborating
with three different kernel functions, we can extract features while avoiding the
negative impact of outlier noise points, thereby improving the stability of the model.
In graph alignment, to measure the similarity of the aligned graph structure, Sinkhorn
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loss is used in the GraphSAGE step. By integrating the three Sinkhorn loss, the
sampling aggregation ability of GraphSAGE is continuously improved during the
back-propagation process.

3. Attention mechanism is a method of processing multidimensional data, which can
help models focus on important parts of input data. The attention mechanisms
were used to adaptively assign different importance weights to nodes in different
spectral layers of GraphSAGE for accurately capturing the intrinsic connectivity
between nodes.

2. Methods

The two HSI datasets used in this paper are almost completely different in terms
of effective spectral bands and spatial resolution. There is a more severe spectral shift
phenomenon between such datasets, with greater differences in feature distribution and
less similar information. Therefore, this paper focuses on mining the spatial feature correla-
tion between two HSI datasets, with spectral information as an auxiliary, and designing
a domain-aligned HSI classification method based on graph alignment and distribution
alignment (GADA). The overall model architecture is shown in Figure 1.
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Firstly, input source labeled samples (SLS) and target unlabeled samples (TUS) into
feature extractor VGG16 to extract meaningful spatial and spectral features. Secondly,
in domain alignment, two methods are used to transfer features: graph alignment and
distribution alignment. In distribution alignment, multi-kernel MMD is used for feature
alignment, including Linear Discrepancy (L-D), Radial Basis Function Discrepancy (RBF-
D), and Laplacian Radial Basis Function Discrepancy (LRBF-D). In graph alignment, the
attention mechanism SKNet is used for feature importance selection, and SAGE and
Sinkhorn are used for optimal graph transmission. Then, GNN classifiers and CNN
classifiers are trained using distribution alignment and graph alignment data, respectively,
to further improve domain alignment ability by optimizing the classifier’s loss. Finally,
consistency constraints are applied to the two domain alignment methods to ensure that
the features obtained through different alignment methods have a consistent representation
in the feature space, improving the comparability and reliability of the features.
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2.1. GraphSAGE Combined with Graph Attention Mechanism

In order to effectively align the graph structure information, this paper uses two layers
of GraphSAGE based on the mean aggregation function in the model, which is a highly
flexible deep learning method. GraphSAGE considers both node feature information and
structural information to generate a mapping for graph embedding. Unlike previous meth-
ods, GraphSAGE preserves the generation of embedding mapping strategies rather than
just the mapped results, thus having stronger scalability. More specifically, GraphSAGE
aims to learn the representation method of nodes, that is, how to capture the relationships
between nodes by selecting samples and aggregating features from their surrounding neigh-
bors. During the testing or inference phase, use the trained model and aggregation function
to perform spatial mapping on new samples. The detailed process can be represented as
the three steps shown in Figure 2.
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1. Sampling neighbor nodes

For each node v ∈ V, GraphSAGE selects a certain number of nodes from its neighbor-
ing nodes through random walks or fixed-length neighbor sampling, forming a sampling
set N(v), where V is the set of all nodes. The purpose of sampling is to control computa-
tional complexity and ensure effective representation learning in large-scale graph data.

2. Aggregating Neighbor Features

For each node v ∈ V, GraphSAGE combines its own features xv with the features of
its neighboring nodes xu, ∀u ∈ N(v) through aggregation operations. Its purpose is to
integrate the information of neighboring nodes into the target node, better capturing the
relationships between nodes. Aggregation operation can be expressed as:

hv = AGG(zu, ∀u ∈ N(v)) (1)

zu is the representation vector of the node, and AGG(·) is the aggregation function.

3. Updating node representation

GraphSAGE maps the aggregated feature hv to a low-dimensional representation
space through a learning function f (·) to obtain the node representation zv = f (hv).

By iterating the above steps, GraphSAGE can learn the feature representation of
nodes in low-dimensional space, where the node representation vector zv can capture the
topological structure and similarity information between nodes.

A topological node in a graph structure will use the information of its surrounding
nodes to generate features to represent itself. However, nodes in the topology do not have
equal importance, and their representation importance in different spectral layers also
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varies. In graph optimization problems, attention mechanisms can be used to represent the
importance of nodes, thereby better capturing information about the network structure.
The attention module structure of SKNet [25] used in this paper is shown in Table 1.

Table 1. SKNet structure diagram.

Size of Input Attention Module

112 × 112 7 × 7, 64, stride 2
56 × 56 3 × 3 max pool, stride 2

56 × 56
 1 × 1, 128

SK[M = 3, G = 32, r = 16], 128
1 × 1, 256

× 3

28 × 28
 1 × 1, 256

SK[M = 3, G = 32, r = 16], 256
1 × 1, 512

× 4

14 × 14
 1 × 1, 512

SK[M = 3, G = 32, r = 16], 512
1 × 1, 1024

× 6

7 × 7
 1 × 1, 1024

SK[M = 3, G = 32, r = 16], 1024
1 × 1, 2048

× 3

1 × 1 7 × 7 global average pool, 1000-d fc, softmax

SKNet is multiple sets of repetitive bottleneck blocks, known as “SK (Selective Kernel)
units”. Each SK unit consists of a set of 1 × 1 convolutions, SK convolutions, and 1 × 1
convolutions. In the SK unit, there are three main hyperparameters: the number of paths
M determines the number of different kernel selections to aggregate, the number of groups
G controls the cardinality of each path, and the reduction ratio r controls the number of
parameters in the fusion operator. The SK structure of convolution is shown in Figure 3.
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SK convolution is achieved through three operators: split, fuse, and select as follows.

1. Split

For the input feature map X ∈ Rh×w×c, two transformations Fi : X → Ui ∈ RH×W×C,
i ∈ {1, 2, 3} will be performed in parallel, with convolution kernel sizes of 3, 5, and 7,
respectively. Fi is composed of grouping/deep convolution, batch regularization, and
ReLU activation functions in order.

2. Fuse

The goal of SK convolution is to enable neurons to automatically adjust the size of their
receiving domain based on the activated content. Therefore, “gates” are used to control
the flow of information in different branches, and this information with different scales is
integrated into the next layer of neurons. To achieve this goal, the results obtained from
various branches in the network can be merged by summing them element-by-element:
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U =
3

∑
i=1

Ui (2)

Then, the global average pooling is used to aggregate the overall information and fuse
the relevant features of the channels, denoted as s ∈ RC.

sc = Fgp(Uc) =
1

H × W

H

∑
i=1

W

∑
j=1

Uc(i, j) (3)

Thus, compact features are generated to achieve precise and adaptive size selection.

z = F f c(s) = δ(B(Ws)) (4)

δ represents ReLU function, and B represents batch regularization and W ∈ Rd×C. To learn
the impact of d on the model efficiency, the restoration ratio r is used to control its value.

d = max(C/r, L) (5)

L represents the minimum value of d.

3. Select

Under the influence of compact feature descriptor z, cross channel soft attention is
used to adaptively select information at different spatial scales. Specifically, it involves
normalizing each spectrum.

ac =
eAcz

eAcz + eBcz + eCcz , bc =
eBcz

eAcz + eBcz + eCcz , bc =
eCcz

eAcz + eBcz + eCcz (6)

a, b, and c are soft attention vectors for U1, U2, and U3, respectively. Ac ∈ R1×d is the c-th
element of A, and ac is the c-th element of a. The final attention map A, B, C ∈ RC×d can be
obtained by the attention weights on each kernel:

Vc = ac · U1
c + bc · U2

c + cc · U3
c , ac + bc + cc = 1 (7)

where V = [V1, V2, . . . , Vc], Vc ∈ RH×W .
SKNet itself is a channel attention network. Due to the differences in the representation

of graph nodes in different spectral layers, the purpose of using a channel attention mecha-
nism is to highlight the node representation of important spectral layers more prominently.

2.2. GraphSAGE Optimized by Sinkhorn Algorithm

The Sinkhorn algorithm is an iterative algorithm used to solve the optimal transport
problem which aims to find the optimal mapping between two probability distributions,
such that the total cost from one distribution to another is minimized under a given cost
function. The optimal transmission of GraphSAGE using the Sinkhorn algorithm involves
calculating the cost matrix and applying the Sinkhorn algorithm to optimize the probability
transition matrix, as shown in Figure 4.

The cost matrix C is used to represent the similarity or distance between nodes in the
source domain and the target domain of HSI, with a dimension of n × m, where n is the
number of nodes in the source image and m is the number of nodes in the target image.
The common cost measurement method is to use the distance between feature vectors
between nodes, assuming the node feature matrix in the source domain is X ∈ Rn×d, where
d is the dimension of the feature vector, and the node feature matrix in the target image
is Y ∈ Rm×d. The Euclidean distance can be used to measure the distance between node
feature vectors.

Cij =
∣∣∣xi − yj

∣∣∣
2

(8)

xi is the feature vector of the i-th node in the source image, and yj is the feature vector of
the j-th node in the target image.



Electronics 2024, 13, 1731 8 of 21

Electronics 2024, 13, x FOR PEER REVIEW  8  of  23 
 

 

Under the influence of compact feature descriptor  z , cross channel soft attention is 
used  to adaptively select information at different spatial scales. Specifically,  it involves 

normalizing each spectrum. 

A B

A B A B A B
, ,

c c c

c c c c c c c c c

z z z

c c cz z z z z z z z z

e e e
a b b

e e e e e e e e e
  

   

C

C C C   (6)

a ,  b , and  c   are soft attention vectors for 
1U , 

2U , and 
3U , respectively.  1A d

c
    is 

the  c-th  element  of  A,  and  ca    is  the  c-th  element  of  a  .  The  final  attention  map 

A,B,C C d   can be obtained by the attention weights on each kernel: 

1 2 3 , 1c c c c c c c c c ccb ca a b      V U U U   (7)

where  1 2=[ , , , ],   W
c c

H  V V V V V  . 

SKNet itself is a channel attention network. Due to the differences in the representa-

tion of graph nodes in different spectral layers, the purpose of using a channel attention 

mechanism  is  to  highlight  the  node  representation  of  important  spectral  layers more 

prominently. 

2.2. GraphSAGE Optimized by Sinkhorn Algorithm 

The Sinkhorn algorithm is an iterative algorithm used to solve the optimal transport 

problem which aims to find the optimal mapping between two probability distributions, 

such that the total cost from one distribution to another is minimized under a given cost 

function. The optimal transmission of GraphSAGE using the Sinkhorn algorithm involves 

calculating the cost matrix and applying the Sinkhorn algorithm to optimize the probabil-

ity transition matrix, as shown in Figure 4. 

 

Figure 4. GraphSAGE optimized by Sinkhorn. 

The cost matrix  C   is used to represent the similarity or distance between nodes in 

the source domain and the target domain of HSI, with a dimension of  n m , where  n  is 
the number of nodes  in  the source  image and  m  is  the number of nodes  in  the  target 

image. The common cost measurement method is to use the distance between feature vec-

tors between nodes, assuming the node feature matrix in the source domain is 
n dX  , 

where  d   is the dimension of the feature vector, and the node feature matrix in the target 

image is 
m dY  . The Euclidean distance can be used to measure the distance between 

node feature vectors. 

Figure 4. GraphSAGE optimized by Sinkhorn.

The probability transition matrix P represents the probability mapping between each
node in the source image and each node in the target image. The optimization process
using the Sinkhorn algorithm is as follows: first, define the edge distribution vectors h and
g. For GraphSAGE, the degree of the node is usually used as the edge distribution vector.
Assuming the node degree in the source image is dx and the node degree in the target map
is dy, the edge distribution vector can be represented as:

h =
dx

|dx|1
, g =

dy∣∣dy
∣∣
1

(9)

where |·|1 represents L1 norm.
Next, initialize the probability transition matrix P as a non-negative square matrix.

Then, the elements of P can be iteratively updated until the convergence condition is met.
In each iteration, use the following formula to update the elements of P:

Pij =
hi

∑
j

Pij
·

gj

∑
i

Pij
(10)

It is necessary to normalize P to become a probability distribution:
–
P =

P
∑
ij

Pij
(11)

Finally, the probability transition matrix
–
P can be used to map the node features in

the source domain to the target domain. The node feature matrix in the target map can be
calculated as:

Y =
–
P · X (12)

Through iterative updates and normalization operations, the Sinkhorn algorithm
can gradually converge to the optimal probability transition matrix, achieving ordered
transmission of node features.

2.3. Probability Distribution Alignment

The goal of edge distribution alignment is to reduce the distance between the edge
probability distributions of the source and target domains in hyperspectral data, thereby
achieving domain adaptation, assuming there is a feature mapping that results in similar
edge distributions of the mapped data in the same space. The task of aligning edge
distributions is to find this feature mapping Q. Firstly, assuming that this mapping is
known, then calculate and optimize the distance between two distributions to obtain this
mapping while reducing the distance between edge distributions. For the calculation of the
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inter-domain distance, among existing methods, multi-kernel maximization of the mean
difference is an effective non-parametric distance measure, which is a widely used strategy.
In practice, the unbiased estimation of a single kernel MMD compares the square distance
between empirical kernels.

Dis(X, Y) =
∥∥∥∥ 1

n

n
∑

i=1
Q(xi)− 1

m

m
∑

j=1
Q(yj)

∥∥∥∥2

H
(13)

n is the number of source domain features, and m is the number of target domain
features. Multiple-kernel MMD (MK-MMD) expands the representation ability of MMD
by using multiple kernel functions, thereby better adapting to the differences in data
distribution at different scales and shapes. The kernel matrix calculated by multiple
kernel functions can reflect the feature similarity of data under different kernel function
representations. Through comparative analysis, this section will use the linear kernel
function, Gaussian radial basis function kernel function, and Laplace kernel function, as
shown in Figure 5.
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The selection reasons are summarized as follows:

1. The linear kernel function is one of the simplest kernel functions, which can transform
linearly indivisible data in low-dimensional space into linearly separable data in high-
dimensional space. Compared with other complex kernel functions, linear kernel
functions have relatively simple and efficient calculations, making them faster to train
on large-scale datasets.

Klin(xi, xj) = xT
i · xj (14)

xi and xj are two sample points in the original feature space, · representing the inner
product of the vector.

2. The Gaussian radial basis function has strong nonlinear ability and can capture
complex nonlinear relationships between data, which can complement linear kernel
function. It has smooth properties and can classify and fit data gently, which helps the
model’s generalization ability. It also has high fitting accuracy, can handle various data
distribution problems, and can extract effective features from them. The disadvantage
is that it is more sensitive to outliers.

Klap(xi, xj) = exp

(
−
∣∣xi − xj

∣∣2
2σ2

)
(15)

σ is a hyperparameter that controls the width of the kernel function, which can adjust
the shape of the function and can be flexibly adjusted to adapt to data distributions of
different scales and densities.
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3. Laplace kernel functions have nonlinear characteristics, which can handle nonlinear
problems and better capture the nonlinear relationships between data. In addition,
Laplace kernel functions have stronger robustness against outliers compared to Gaus-
sian kernel functions. The Laplace kernel calculates the distance between samples
using the L1 norm, which is the sum of the absolute values of the differences between
two vector elements. The L1 norm is very sensitive to outliers because outliers cause
an increase in distance. Even if one sample is very different from the others, the
distance between them will still be calculated, thus affecting the value of the kernel
function. In contrast, Gaussian kernel functions compute the distance between sam-
ples using the L2 norm, which is the square root of the sum of squares of the difference
between two vector elements. The L2 norm is more robust than the outlier because
the effect of the outlier is amplified in the calculation of the sum of squares, but
suppressed in the calculation of the square root. Therefore, even if there are outliers,
their effect on the distance between samples is relatively small, and the Gaussian
kernel function is less sensitive to outliers.

Due to the exponential term of the Laplace kernel function, the influence of outliers
on the function value is relatively small, which helps to improve the stability of the model.
This can complement the Gaussian kernel function.

Kgau(xi, xj) = exp

(
−
∣∣xi − xj

∣∣
1

σ

)
(16)

2.4. Loss Analysis

The HSI classification method based on domain alignment undergoes two feature
alignments after extracting features, further enhancing the expression ability of features
and better capturing the similarity and distribution information between images. On the
basis of feature alignment, this method introduces consistency constraints to ensure the
consistency of the two alignment methods, thereby improving the accuracy and stability of
classification. Finally, in order to achieve the classification task, different classifiers were
trained for each of the two alignment methods.

In order to comprehensively evaluate the effectiveness of each stage of operation,
this section designs four corresponding loss functions for each stage to comprehensively
consider different optimization objectives. Firstly, the Sinkhorn loss is used to measure
the similarity between two alignment methods and optimize the quality of alignment by
minimizing the difference between the two. Next is the multi-core MMD loss, which mea-
sures the distribution difference from the source domain to the target domain and enhances
alignment performance by maximizing the difference between distributions. In addition,
consistency constraint loss is used to constrain the consistency between two alignment
methods to ensure their consistency in feature representation. Finally, the classifier loss
is used to train the classifier to minimize classification errors and improve classification
accuracy. By comprehensively considering these four loss functions, the domain-aligned
HSI classification method can fully utilize the information of feature extraction, alignment,
and classification, thereby achieving better classification performance.

1. The loss of Sinkhorn

Sinkhorn loss is used to solve optimal transmission problems, which refers to how
to transform one probability distribution into another in order to minimize the total cost
during the transformation process. In the image alignment stage, in order to achieve
optimal image alignment, this section adopts a two-step optimal transmission scheme.
When considering input feature maps, three sets of Sinkhorn costs will be involved. The
Sinkhorn loss is composed of these three sets of costs.

For two given probability distributions, the source domain distribution X and the
target domain distribution Y, Sinkhorn loss can be used to measure the distance between
them. The calculation formula for Sinkhorn loss is as follows:
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LSin(X, Y) = minγ ∈ Γ(X, Y)⟨C, γ⟩ − ϵ · H(γ) (17)

Γ(X, Y) is the set of all joint probability distributions between probability distributions
X, and Y is a cost matrix used to measure the cost of transferring one element from X to
another element of Y. ⟨C, γ⟩ represents the dot product of the cost matrix C and joint prob-
ability distribution γ. H(γ) represents the entropy of the joint probability distribution γ.

By minimizing the Sinkhorn loss, the optimal joint probability distribution can be ob-
tained, thereby obtaining the optimal transmission scheme. When calculating the Sinkhorn
loss, the parameter ϵ is a regularization term used to balance the weights between the cost
term and the entropy term. Smaller values of ϵ will focus more on the cost term, while
larger values of ϵ will focus more on the entropy term.

2. The loss of multi-kernel MMD

Multiple kernel functions are independent of each other when calculating the max-
imum mean difference loss, which means that for a given sample set, different kernel
functions can be used independently to measure the distribution differences between them.
That is to say, each kernel function can independently calculate the MMD loss between
sample sets without being affected by other kernel functions. This independence allows
for a more flexible selection of different kernel functions to adapt to different data features
and distribution patterns, thus more accurately describing the differences between sample
sets. By using multiple kernel functions, it is possible to comprehensively consider the
distribution differences of different scales and angles and obtain a more comprehensive
and accurate MMD loss measurement. The loss calculation formulas for the linear kernel
function, Gaussian radial basis function kernel function, and Laplace kernel function used
in this article are shown as follows, respectively.

Llin(X, Y) =
1
n2

n

∑
i=1

n

∑
j=1

Klin(xi, xj)−
2

mn

n

∑
i=1

m

∑
j=1

Klin(xi, yj) +
1

m2

m

∑
i=1

m

∑
j=1

Klin(yi, yi) (18)

Lgau(X, Y) =
1
n2

n

∑
i=1

n

∑
j=1

Kgau(xi, xj)−
2

mn

n

∑
i=1

m

∑
j=1

Kgau(xi, yj) +
1

m2

m

∑
i=1

m

∑
j=1

Kgau(yi, yj) (19)

Llap(X, Y) =
1
n2

n

∑
i=1

n

∑
j=1

Klap(xi, xj)−
2

mn

n

∑
i=1

m

∑
j=1

Klap(xi, yj) +
1

m2

m

∑
i=1

m

∑
j=1

Klap(yi, yj) (20)

The contribution of different kernel functions to feature extraction varies, and their rela-
tive contribution can be measured by weighting the losses to form the overall loss function.

Specifically, each kernel function has its unique feature extraction ability, which can
capture feature information of different scales and angles. To quantify the relative impor-
tance of different kernel functions, each kernel function can be assigned a weight, such
as ς1, ς2, and ς3, which represents the contribution of the kernel function to the overall
loss. Therefore, the loss function composed of multiple kernel functions can be regarded as
the weighted sum of the losses of each kernel function, where the weight of each kernel
function determines its influence in the overall loss.

LMK−MMD(X, Y) = ς1Llin(X, Y) + ς2Lgau(X, Y) + ς3Llap(X, Y) (21)

3. The loss of consistency constraint

In the consistency constraint, this section uses the consistency of cross entropy loss
imbalance domain alignment to measure the consistency between two domains, which is
used to minimize the distribution difference between two domains, making their feature
representations more consistent. G and D represent the features after graph alignment and
distribution alignment, respectively. The consistency constraint loss can be expressed as:

Lcon(G, D) = − 1
T

T

∑
t=1

C

∑
c=1

p(Gc
t , Gt) log(p(Dc

t , Dt)) (22)
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T represents the number of samples, C represents the number of terrain categories, and
p(Gc

t , Gt) and p(Dc
t , Dt) represent the probability distribution of samples with real labels c

in G and D, respectively.

4. The loss of classifier

The domain adaptation method based on graph alignment will establish a graph-
aligned classifier GCN, while the domain adaptation method based on distribution align-
ment will construct a distribution-aligned classifier CNN. Through the predictions of these
two classifiers on the training set, two loss of GCN-C and CNN-C can be obtained, which
are called classifier losses and will be used together in the backpropagation process of the
neural network. Both GCN and CNN classifiers use cross entropy loss for their classification
losses, expressed as follows:

LGNN−C(G) = − 1
TG

TG

∑
t=1

C

∑
c
(yc

t × log(ŷt)) (23)

LCNN−C(D) = − 1
TD

TD

∑
t=1

C

∑
c
(yc

t × log(ŷt)) (24)

TG and TD represent the number of samples after graph alignment and distribution alignment,
and yt and ŷt represent the real label and predicted probability of the samples, respectively.

The cross entropy loss function measures the difference between the predicted proba-
bility distribution of the model and the real labels. For the overall loss of the classifier, the
regularization coefficients λ1 and λ2 are also added to represent the final classifier loss.

LC(G, D) = λ1LGNN−C(G) + λ2LCNN−C(D) (25)

When the model proceeds backpropagation, the parameters can be updated by opti-
mizing its overall loss, which is composed of the aforementioned losses.

L = α1LSin(X, Y) + α2LMK−MMD(X, Y) + α3Lcon(G, D) + α4LC(G, D) (26)

2.5. The Description of Experimental Dataset

In order to verify the effectiveness and progressiveness of the methods proposed
in this section, domain adaptation and classification experiments were conducted on
two public datasets, Houston 2013 and Houston 2018, respectively. Predicting cross-scene
hyperspectral images with different spatial resolutions and spectral bands not only requires
source data and target data to have different spatial and spectral resolutions but also
requires category intersection. Houston 2013 and Houston 2018 are currently two datasets
that meet the requirements. Houston 2013 has 48 effective spectral bands, with a total of
20 types of land cover, and the spatial resolution of the image is 1m. Houston 2018 has
144 effective spectral bands, with a total of 15 land cover categories. The spatial resolution
of the image is 2.5 m. There are seven corresponding land cover classifications for the
two datasets. The Houston 2013 dataset was taken from 17:37 to 17:39 on 23 June 2012,
while the Houston 2018 dataset was taken from 16:31 to 18:18 on 16 February 2017. Through
the false color map, it can be found that the surface of the region has changed greatly in
a period of five years. The two datasets were shot in completely different seasons, with
Houston 2013 filmed in winter and Houston 2018 filmed in summer. In addition, the light
angle around 17:37 in winter is small and the intensity is weak, while the light angle around
17:37 in summer is large and the intensity is large. Their detailed contents are shown in
Table 2.
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Table 2. Public land cover categories of Houston dataset.

No. Category Houston 2013 Houston 2018

C1 Healthy grass 345 1353
C2 Stressed grass 365 4888
C3 Trees 365 2766
C4 Water 285 22
C5 Residential 319 5347
C6 Commercial 408 32,459
C7 Road 443 6365

Figure 6a,b shows the false color and ground-truth maps of the Houston 2013 dataset,
while Figure 6c,d present the false color and ground-truth maps of the Houston 2018 dataset.
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3. Results
3.1. The Settings’ Experimental Parameters

The experiment uses the Windows 10 operating system with an Intel (R) Core (TM)
i5-6300HQ processor CPU @ 2.30GHz, with 12GB of RAM and NVIDIA GeForce GTX
960M GPU. The experimental programming language is based on the Python language and
the popular Pytorch framework. This paper adopts dynamic adjustment of learning rate,
with an initial learning rate set to 0.03, and the learning rate is updated according to the
predetermined rules every 10 epochs. This setting aims to gradually reduce the learning
rate so that the network can learn quickly in the initial stage and pay more attention to
detail adjustment and stable convergence in the later stage. As an optimization algorithm,
stochastic gradient descent (SGD) was chosen, which is a widely used optimization tech-
nique in the field of deep learning. In the experiment, 5% of samples are selected from the
source domain of the datasets. In order to demonstrate in detail the key parameter settings
of the model in this section, various parameters are listed in Table 3.
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Table 3. Model parameters setting.

Layer Name Output Shape Filter Size Padding Dilation Groups

Conv2d_0 (W-2) × (W-2) × 32 3 × 3 1 × 1 1 × 1 1
Conv2d_3 (W-4) × (W-4) × 32 3 × 3 1 × 1 1 × 1 1
Conv2d_6 (W-6) × (W-6) × 64 3 × 3 1 × 1 1 × 1 1
Conv2d_9 (W-8) × (W-8) × 64 3 × 3 1 × 1 1 × 1 1
Linear_0 4096 - - - -

Linear_0_1 256 - - - -
Linear_fc 7 - - - -

SAGEConv_0 64 - - - -
SKConv_3×3 (W-8) × (W-8) × 64 3 × 3 1 × 1 1 × 1 1
SKConv_5×5 (W-8) × (W-8) × 64 5 × 5 2 × 2 1 × 1 1
SKConv_7×7 (W-8) × (W-8) × 64 7 × 7 3 × 3 1 × 1 1

Linear_fc 7 - - - -

In Table 3, W represents the size of the input data with a value set to 12, which is
crucial for the design of the input layer and subsequent layers of the model. During the
experiment, all test sets were used for model evaluation to ensure comprehensiveness and
accuracy. Ultimately, the experimental results are based on the average of 10 independent
experiments, which can increase the reliability of the results and reduce the error impact
caused by the randomness of a single experiment. Through rigorous experimental de-
sign and meticulous parameter adjustments, this paper aims to explore and validate the
performance of the proposed model on specified tasks.

3.2. Comparative Experimental Results and Analysis
3.2.1. DA Analysis

In this study, specific feature visualization images were used to demonstrate the data
distribution of the Houston dataset after feature dimensionality reduction. The horizontal
and vertical coordinates in Figure 7a,b represent the first and second feature components
after dimensionality reduction, respectively. Through this visualization method, it can
be visually observed in Figure 7a that there is a significant difference in the distribution
of the Houston 2013 dataset and the Houston 2018 dataset in the feature space. This
difference not only reveals the variation characteristics of data at different time points
but also reflects the heterogeneity of data distribution in different spectral band numbers
and spatial resolutions. This difference poses additional challenges for machine learning
algorithms, especially in hyperspectral image prediction tasks.

By comparing the data distribution before and after domain adaptation shown in
Figure 7a,b, Figure 7c can be obtained. It can be clearly observed that compared with
the situation without domain adaptation, the difference in data distribution after domain
adaptation is significantly reduced. This indicates the effectiveness of domain adaptation,
which plays a crucial role in narrowing the distribution differences between different
scenarios. The reduction of this difference indicates that after domain adaptation processing,
the similarity between different datasets has been enhanced, providing more favorable
conditions for more accurate and robust prediction of hyperspectral images. Therefore, the
introduction of domain adaptation provides effective assistance for hyperspectral image
prediction in improving model generalization ability and coping with scene changes and
attribute differences.
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distribution after DA; (c) comparison of feature distribution before and after DA (combination of
Houston 2013 and Houston 2018 data sets).

3.2.2. Comparison of Different Classification Methods

In order to fully verify the progressiveness and effectiveness of the designed cross-
scene and cross-attribute hyperspectral image classification model, five groups of compara-
tive experiments were conducted, and the results are shown in Table 4. These experiments
aim to compare the performance of the model with traditional methods and advanced
methods in the past five years, including SVM, HTCNN [26], CDA [27], CLDA [28], and
TSTNet [29]. This series of comparisons aims to comprehensively evaluate the performance
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of each model in dealing with cross-domain hyperspectral image classification tasks, in
order to confirm the excellence of the proposed model in this paper.

Table 4. Comparison of different models’ classification accuracy.

Class
Method

SVM HTCNN CDA CLDA TSTNet GADA

C1 99.78 4.85 65.04 64.97 85.03 64.22
C2 65.30 71.57 86.32 88.04 68.73 91.06
C3 25.70 35.75 66.92 71.73 52.82 65.04
C4 100.00 53.64 77.27 93.16 100.00 100.00
C5 73.26 54.40 98.02 96.13 61.71 62.00
C6 69.12 90.80 60.16 61.71 84.44 87.22
C7 43.63 44.05 73.46 77.71 53.07 62.06

OA (%) 64.67 74.72 68.44 70.12 75.34 80.30
AA (%) 68.11 50.72 75.31 79.06 72.26 75.94
K × 100 45.59 55.24 55.65 57.75 59.69 67.45

From Table 4, it can be analyzed that GADA has excellent performance compared to
other models, demonstrating its advantages in terms of overall performance indicators and
specific category analysis. Firstly, in terms of overall accuracy OA, GADA is significantly
ahead of other models at a level of 80.30%, providing highly reliable overall classification
performance for this task, which reflects the superior generalization ability of the GADA
model in complex and variable datasets. The average classification accuracy is significantly
higher than the traditional method SVM (68.11%). Although the GADA model has slightly
decreased in average accuracy compared to CLDA, the decrease is only 3.12%, but it has
improved by 10.18% in OA.

In addition, it is necessary to consider the calculation method of AA, which averages
the accuracy of each category. In some cases, the model may perform well in most categories
and slightly decline in a few categories. If this decline occurs in a relatively small category, it
may not have a significant negative impact on the overall task. Although AA has decreased,
focusing on specific category performance and improving Kappa coefficients can help to
gain a more comprehensive understanding of the performance of the proposed model.

In terms of the Kappa coefficient, GADA achieved the best result with a score of
67.45%. The Kappa coefficient corrects for the uncertainty of random prediction, thus
better reflecting the true performance of the model. The performance of GADA on this
indicator further proves its efficient processing and consistent prediction of tasks. In terms
of category analysis, taking the C4 category as an example, GADA demonstrated excellent
performance with an accuracy of 100%. In contrast, the performance of other models in
this category is significantly lower than that of the proposed model, indicating that the
proposed model in this paper has a unique advantage in distinguishing this category. By
comparing the experimental results, it can be found that the classification effect of the model
in the C1 category is slightly inferior to other categories. The C2 category, meanwhile,
performed very well. The possible reason for this is that the C1 category is healthy grass
and the C2 category is stress grass, which have very similar characteristics. In addition,
the distribution of the C2 category in the data set is concentrated and the area is large.
The C1 category is scattered at the edge of C2 and has a small area. Therefore, when the
topology of the graph is generated, the features of the central node are greatly affected
by C2, which eventually leads to a large number of C1 samples being misjudged as C2.
Similarly, the classification effect of the C4 category is also very good, which may be due to
the characteristics of water itself. The distribution of water itself is rather clustered and not
dispersed, so the model can fully learn adjacent features in the topology of the graph.

In order to demonstrate the effectiveness of GADA, a detailed visualization was pre-
sented by comparing all the above methods as shown in Figure 8. From Figure 8, it can be
observed that the number of erroneous pixels labeled by GADA is relatively small, and
its classification results are more accurate, which is consistent with the results detailed in
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Table 4. For the C4 category, the classification results of GADA are completely consistent
with the visualization results of ground truth (GT), highlighting its outstanding perfor-
mance in this category. This series of visual comparisons further confirms the significant
advantages of GADA in the field of image processing. Overall, the model designed in
this paper not only significantly surpasses traditional methods in overall accuracy but
also demonstrates outstanding advantages in various categories and overall performance
compared to existing excellent methods, providing a more feasible and effective solution
for solving the problem of cross-scene hyperspectral image classification.
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4. Discussions
4.1. Ablation Experiment

This paper has made improvements on the basis of TSTNet (base) and verified the
rationality and effectiveness of the improvement strategy. To evaluate the impact of these
improvements, four sets of ablation experiments were conducted, gradually introducing
MK-MMD, Sinkhorn, and attention mechanisms into TSTNet. For the convenience of
description, the above three modules are represented by A, B, and C. The corresponding
experimental results are detailed in Table 5 to display the comparative results of each
ablation experiment.

In the first set of experiments, TSTNet was used as the baseline model. In the classifi-
cation accuracy of various categories (C1 to C7), the performance of the model fluctuates
between 52.82% and 100%, with relatively scattered performance. OA reached 75.34%, AA
reached 72.26%, and the Kappa coefficient was 0.5969, which serves as a benchmark for
subsequent improvements. After the introduction of MK-MMD in the second group of
experiments, the performance of each category was improved, especially in the C2 and
C3 categories where the improvement was more significant. OA increased from 75.34%
to 76.90%, AA increased from 72.26% to 77.82%, and the Kappa coefficient increased from



Electronics 2024, 13, 1731 18 of 21

0.5969 to 0.6352. This indicates that MK-MMD has a positive impact on the performance of
the model, especially in improving the classification of specific categories. The performance
of the model in the C2, C3, and C6 categories improved after the introduction of Sinkhorn
in the third group of experiments. OA increased from 76.90% to 78.69%, AA decreased from
77.82% to 76.44%, but the Kappa coefficient further increased to 0.6537. The introduction of
Sinkhorn significantly improved the performance of the model in certain specific categories.
The fourth group of experiments introduced all improvement content, with OA increasing
from 78.69% to 80.30% and AA slightly decreasing from 76.44% to 75.94%, but the Kappa
coefficient continued to increase to 0.6745. The attention mechanism has further improved
the overall performance.

Table 5. Comparison of ablation experimental results.

Class
Method

Base Base + A Base + A + B Base + A + B + C

C1 85.03 87.29 75.46 64.22
C2 68.73 72.00 78.25 91.06
C3 52.82 70.75 70.93 65.04
C4 100.00 100.00 100.00 100.00
C5 61.71 69.96 66.50 62.00
C6 84.44 81.55 85.52 87.22
C7 53.07 63.17 58.44 62.06

OA (%) 75.34 76.90 78.69 80.30
AA (%) 72.26 77.82 76.44 75.94
K × 100 59.69 63.52 65.37 67.45

Through comprehensive improvement strategies, the model in this section has achieved
significant improvements in OA, AA, and Kappa coefficients, verifying the rationality and
effectiveness of the improvement strategy.

4.2. Validity Verification

In view of the limited amount of data in the cross-scene hyperspectral dataset with
different attributes and overlapping categories, and the relatively few relevant research
methods; in order to make full use of the existing data sets and more effectively prove the
advancement of this method, this chapter further takes Houston 2018 as the source domain
to conduct prediction verification on Houston 2013. It is also compared with TSTNet,
a baseline method that has been better so far. The experimental results are shown below.

By comparing the experimental results of TSTNET and GADA on Houston18-13, the
following comprehensive analysis can be obtained. Overall, GADA shows a significant
advantage in overall accuracy (OA) and achieves higher performance than TSTNET. This
shows that GADA is more effective in dealing with cross-scene hyperspectral image clas-
sification. GADA generally outperforms TSTNET in classification performance across
categories. In particular, on certain categories (e.g., C2, C3, C5, C6), GADA’s classification
accuracy is significantly higher, indicating that it is better able to capture the characteristics
of different categories. The improvement in average accuracy (AA) further confirms the
robustness of GADA’s performance across the entire dataset. GADA performed better
than TSTNET, achieving higher average accuracy not only in individual categories but
also overall. The increase of the Kappa coefficient indicates that GADA achieves better
classification consistency when considering classification random factors. This shows that
GADA is more reliable in the classification of various categories, which enhances the con-
sistency and reliability of classification results. In summary, the experimental results clearly
show that GADA has more significant advantages than TSTNET in the task of cross-scene
hyperspectral image classification.



Electronics 2024, 13, 1731 19 of 21

4.3. Hyperparameter Discussion

In order to explore the impact of the proportion of training samples on the prediction
effect of the model, we conducted a set of comparative experiments, and the proportion of
training samples was set as 1%, 3%, 5%, 7%, and 10% respectively. The experimental results
are shown in Figure 9. Figure 10 gives the comparison of model effects under different
training sample proportions.
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The experimental results show that with the increase in the proportion of training
samples, the overall performance of the model is improved in a certain range. Specifically,
when the proportion of training samples increases from 1% to 5%, the overall accuracy (OA)
significantly increases from 56.2% to 80.3%, which indicates that more training samples
are conducive to the model learning more abundant features and rules, thus effectively
improving the overall prediction accuracy. However, when the sample proportion increased
to 10%, the upward trend of OA value slowed down and leveled off, which means that
under the current model structure and parameter settings, after a certain threshold (about
5%), continuing to increase the training sample has a limited effect on the improvement of
global prediction ability. The average accuracy (AA) of each category also presents a similar
trend, that is, with the increase of sample proportion, it first increases and then stabilizes,
especially in the stage of low sample proportion. However, after the increase of training
samples exceeds 5%, the benefit of improving the model’s equilibrium prediction ability in
each category gradually decreases. The Kappa coefficient is used as an index to measure
the gap between the actual prediction performance and random prediction performance
of classification models, and its variation trend is consistent with OA and AA. That is, the
Kappa coefficient increased significantly from 39.59% to 67.45% during the period when
the sample proportion increased from 1% to 5%, and then the increase speed gradually
slowed down. In summary, from the perspective of the OA, AA, and Kappa coefficients of
the model, a 5% training sample proportion is the best choice.
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5. Conclusions

This article proposes an HSI classification method based on graph alignment and
distribution alignment to address the issues of high HSI labeling cost, limited training
sample size, and prediction between different attributes. This method first uses VGG16 to
extract spatial and spectral features from the original hyperspectral image and then uses
two methods of image alignment and distribution alignment for domain alignment. In
addition, this method also adopts an attention mechanism and three kernel functions to
extract linear and high-dimensional nonlinear features of hyperspectral images, thereby
improving the stability of the model. In terms of the Kappa coefficient, GADA achieved
the best result with a score of 67.45%, while OA was significantly ahead of the other
models with a value of 80.30%. The experimental results show that this method can
effectively improve the HSI classification performance of different attributes across scenes.
Future research can focus on improving the image alignment and distribution alignment
algorithms to enhance the accuracy and stability of alignment for hyperspectral images of
different bands or time points and improving the feature extraction model by introducing
more advanced network structures and attention mechanisms to extract more informative
and discriminative features before domain alignment.

There are also some potential applications for our method. For example, in urban
planning, hyperspectral image classification can provide detailed information on urban
land use and cover. By classifying hyperspectral images of urban areas, different types of
buildings, green spaces, roads, and water bodies can be identified and monitored, providing
data support for urban planning decisions, such as assessing urban expansion, land use
change, and urban greening planning.
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