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Abstract: Addressing challenges regarding Hybrid Optoelectronic Network-on-Chip systems, such
as congestion control, their limited adaptability, and their inability to facilitate optoelectronic co-
simulation, this study introduces an adaptive hybrid optoelectronic interconnection shunt structure
tailored for reconfigurable array processors. Within this framework, an adaptive shunt routing
algorithm and a low-loss non-blocking five-port optical router are developed. Furthermore, an
adaptive hybrid optoelectronic interconnection simulation model and a performance statistical
model, established using SystemVerilog and Verilog, complement these designs. The experimental
results showcase promising enhancements: the designed routing algorithm demonstrates an average
17.5% improvement in mitigating congestion at network edge nodes; substantial reductions in the
required number of cross waveguides and micro-ring resonators for optical routers lead to an average
path insertion loss of only 0.522 dB. Moreover, the hybrid optoelectronic interconnection performance
statistical model supports the design of routing strategies and topology structures, enabling resource
usage, power consumption, insertion loss, and other performance metrics to be accurately assessed.

Keywords: optoelectronic hybrid interconnection on chip; electrical configuration router; shunt
structure; optical router; routing algorithm

1. Introduction

The burgeoning silicon photonics industry has made the optoelectronic hybrid inter-
connect structure a pivotal technology in overcoming on-chip communication and storage
bottlenecks [1,2]. Yet, existing structures lack adaptability for chip-scale expansion and
struggle with the long-distance transmission of varied traffic data, prompting an urgent
need for research into adaptive optoelectronic hybrid interconnections tailored for reconfig-
urable architectures [3–5].

In the 2D mesh reconfigurable on-chip network detailed by Oveis et al., comprising
communication and router layers, scalability and fault tolerance were limited despite the
ability to reconstruct different topological forms [6]. Congestion diversion and obstacle
avoidance remain unaddressed. Shan et al. introduced a dynamic self-reconfiguration
mechanism, utilizing an H-tree-type interconnection network to enhance performance
by enabling the concurrent execution of multiple applications while minimizing context
switching time [7].

The 2DMesh-HMRPD(hybrid of mesh-ring with partial diagonal link) hybrid topology
proposed by Seetharaman et al. for neuromorphic structures utilizes an optical bus for long-
distance, low-latency data communication [8]. However, its complex network structure
poses design challenges. Cheng et al. presented the Poet-Opto-Opto-Hybrid Interconnect,
which supports low-latency, high-bandwidth communication through an improved optical
bus but suffers from poor scalability and throughput under high-traffic conditions [9].

In reconfigurable arrays, effective data interaction among processing elements relies
on a routing network formed by interconnecting electrical and optical routers. Parane et al.
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proposed an adaptive, cost-effective router structure that ensures high reliability under con-
gestion by influencing crossbars, routing algorithms, and router pipeline optimization [10].
Nevertheless, the use of cache bypasses and multiplexers increases hardware overhead and
power consumption.

Devadhas et al. introduced an adaptive router structure with variable cache depth,
dynamically reallocating cache to directions with significant data traffic [11]. However, its
limited total cache depth and reconfiguration delay pose constraints. Shafiei et al. proposed
an adaptive routing algorithm based on congestion awareness, aiming to detect congestion
and faults in adjacent channels [12]. Yet, its need to constantly check adjacent channel
congestion leads to significant communication delays.

This paper proposes an adaptive optoelectronic hybrid interconnect shunting network
tailored for novel reconfigurable arrays. Introducing a new adaptive offload router and
routing algorithm leveraging both optical and electrical interconnection technologies, this
work presents high-performance, low-power, and highly reliable routing architecture, algo-
rithms, and switching methods. These enhancements aim to bolster network bandwidth,
improve link efficiency, reduce communication delays, and prevent data transmission
blockages, ultimately enhancing reconfigurable device performance.

Moreover, this paper presents a low-loss, low-latency transmission solution for global
and local communications, catering to uniform and hotspot data transmission modes within
clustered structures. Addressing low perception and fault tolerance, this approach mitigates
high link power consumption in hot traffic modes, ensuring accurate and low-delay data
transmission to destination nodes.

2. Overall Framework of Adaptive Optoelectronic Hybrid Interconnection and
Shunting Network

This paper introduces an adaptive optoelectronic hybrid interconnect shunt structure,
illustrated in Figure 1, following comprehensive analysis and research on existing reconfig-
urable array on-chip interconnect structures. The structure comprises a bottom electrical
network layer, consisting primarily of a light core Processor Element Group (PEG) [13],
a Network Adapter (NA) [14], and an electrical router. Above this layer lies the optical
network layer, housing multiple five-port optical routers. The through-silicon via (TSV) [15]
cooperative electrical router controls the establishment, response, and termination of op-
tical links between layers, facilitating accurate data communication. Functionally, the
electrical router not only manages data circuit exchange but also sends control signals to
configure micro-ring resonator states within optical routers. Emphasizing electrical control
and optical transmission synergy, this structure optimizes communication resources by
connecting unused I/O ports in peripheral routing nodes, effectively distributing data from
edge routing nodes within the on-chip network.
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ture, delineating three key stages for successful data packet transmission: path establish-
ment, source node response, and link disassembly. 

Upon receiving a routing request signal from the processing element cluster, the elec-
trical router initiates path establishment based on the addresses of the source and desti-
nation nodes, guided by the adaptive routing algorithm. Once the path is successfully 
established, the destination node responds by signaling back to the source node. This re-
sponse triggers configuration adjustments within the micro-ring resonator, aligning its 
state with the routing path, ensuring coupling with the corresponding layer in the optical 
network. 

Subsequently, upon receiving the response signal, the source node channels the data 
packet into the optical network layer via the TSV or TSPV(through-silicon photonic via), 
initiating data transmission following the pre-designed optical router specifications. After 
the completion of data transmission, the source node transmits link-dismantling infor-
mation to the destination node, finalizing the release of the optical link. 

Furthermore, local IP integration within the optical router involves connecting the 
photoelectric conversion and electro-optical conversion units, facilitating seamless con-
version between electrical and optical signals. 
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3. Shunt Electrical Interconnect Layer 
The topology of the shunt electrical transmission network is shown in Figure 3. In a 

4 × 4 mesh network, the outermost I/O ports of edge routing nodes are idle, and 30% of 
the communication resources are unused. In order to make full use of the limited commu-
nication resources in the on-chip network, the idle I/O ports in the peripheral routing 
nodes of the electric router are connected to realize the data offloading of the edge routing 

Figure 1. Overall structure of adaptive optoelectronic hybrid interconnection shunting network.

Given the frequent communication and data exchange between edge processing ele-
ment clusters and global controllers or distributed storage modules, these edge nodes often
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encounter network congestion, uneven load distribution, and reduced network reliability.
The proposed offloading structure addresses performance degradation in reconfigurable
arrays [16] due to network congestion. The integration of optical networks introduces
path diversity, offering multiple alternative communication routes between clusters. This
diversity aids in load balancing across the network, even when communication modes are
uneven, thereby enhancing overall network reliability.

Delving into the operational intricacies of the adaptive optoelectronic hybrid intercon-
nection shunting network, let us first explore the synergistic functionality of the optoelec-
tronic setup. Figure 2 illustrates the cooperative workings of the optoelectronic structure,
delineating three key stages for successful data packet transmission: path establishment,
source node response, and link disassembly.
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Upon receiving a routing request signal from the processing element cluster, the electrical
router initiates path establishment based on the addresses of the source and destination
nodes, guided by the adaptive routing algorithm. Once the path is successfully established,
the destination node responds by signaling back to the source node. This response triggers
configuration adjustments within the micro-ring resonator, aligning its state with the routing
path, ensuring coupling with the corresponding layer in the optical network.

Subsequently, upon receiving the response signal, the source node channels the data
packet into the optical network layer via the TSV or TSPV(through-silicon photonic via), ini-
tiating data transmission following the pre-designed optical router specifications. After the
completion of data transmission, the source node transmits link-dismantling information
to the destination node, finalizing the release of the optical link.

Furthermore, local IP integration within the optical router involves connecting the pho-
toelectric conversion and electro-optical conversion units, facilitating seamless conversion
between electrical and optical signals.

3. Shunt Electrical Interconnect Layer

The topology of the shunt electrical transmission network is shown in Figure 3. In
a 4 × 4 mesh network, the outermost I/O ports of edge routing nodes are idle, and 30%
of the communication resources are unused. In order to make full use of the limited
communication resources in the on-chip network, the idle I/O ports in the peripheral
routing nodes of the electric router are connected to realize the data offloading of the edge
routing nodes. Figure 3 analyzes the change in data transmission mode after adding path
a1 and path d1. From the perspective of PEG00, after adding path a1, two paths, a and a1,
can be used when transferring data from PEG10 to PEG00. In the worst case, when data in
three directions (Local_IP, north, east) are routed to PEG00 at the same time, paths a and a1
can respond to the transmission of two sets of data at the same time. Similarly, after adding
path d1, from the perspective of PEG01, two paths, d and d1, can be used when transferring
data from PEG00 to PEG01. It can be seen from this that the newly added path a1 and
path d1 have the effect of data distribution. As an optoelectronic hybrid interconnection
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network, the addition of optical networks has enriched the diversity of the paths. When
transmitting data from PEG00 to PEG01, not only two electrical transmission paths, d and
d1, can be used, but also an optical transmission network can be used, and data from three
directions can be transmitted simultaneously in the worst case. It is only necessary to
design a more appropriate routing algorithm to transmit the data to avoid path congestion.
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3.1. Routing Algorithm

Frequent optical/electrical conversions can compromise network performance, while
the power consumption of electrical interconnections escalates with their length. The
Adaptive Streaming Routing Algorithm (ASRA), depicted in Figure 4, enables communica-
tion with any node within the network. Adjacent nodes are linked via on-chip electrical
interconnections employing circuit switching for communication. In contrast, non-adjacent
nodes utilize on-chip optical interconnections and communicate through optical routers.
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signal from the processing meta-cluster, the data packet is placed into the dynamic buffer, 
awaiting the router’s allocation of the routing path. 

The routing calculation unit orchestrates path planning based on the source and des-
tination node positions, current router congestion status, and the adaptive diversion rout-
ing algorithm designed by the circuit. Simultaneously, the distribution unit conducts poll-
ing and arbitration on the initiating request port, guiding the crossbar to establish connec-
tions between input and output ports. Meanwhile, the micro-ring control unit fine-tunes 
the corresponding micro-ring resonator in the optical network layer to a coupled reso-
nance state, as allocated by the routing calculation unit. This ensures unobstructed data 
transmission through the waveguide, facilitating smooth delivery to the processing ele-
ment cluster linked to the destination node address. 

Within the electronically controlled router, the dynamic buffer input unit employs a 
ping-pong buffer structure, enabling simultaneous data writing and routing. The routing 
calculation unit dynamically selects an optimal transmission path based on network con-
gestion conditions, effectively curbing real-time hotspot occurrences and thereby enhanc-
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priority determination. Similarly, the micro-ring control unit adjusts the relevant micro-
ring resonator to a coupled state according to the assigned routing path, ensuring unim-
peded data transmission through the waveguide. 

Figure 4. Adaptive optoelectronic hybrid interconnect shunting routing algorithm.
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For instance, when PEG00 transmits data to PEG10, the algorithm assesses whether
the X coordinates of the source and destination nodes match. If the X coordinates differ
while the Y coordinates align and the X coordinates differ by only 1, signaling adjacent
nodes, electrical transmission is chosen. Subsequently, the algorithm evaluates the nodes’
positions: the number of ‘1’s in 4’b0000 is 0, while the number of ‘1’s in 4’b0100 is 1,
summing up to an odd number (1). This indicates that there is two available paths between
the nodes. Path selection depends on the congestion levels in the west and south directions.
If the south port congestion exceeds that in the west port, the algorithm directs output
through the additional west port diversion path; otherwise, data are routed through the
south port.

Given the higher communication frequency between adjacent clusters, leading to potential
electrical network congestion, the adaptive offload routing method offers diverse alternative
paths, mitigating data transmission bottlenecks and enhancing overall processor performance.

3.2. Electric Router Structure

A robust routing architecture serves as the fundamental cornerstone for the seamless
operation of the adaptive shunt network. Figure 5 depicts the structural block diagram of
the adaptive shunt electric control router developed in this study. This router primarily
consists of a dynamic input buffer unit, a cross-switch and distribution unit, a routing
calculation unit, and a micro-ring control unit. Upon the transmission of a routing request
signal from the processing meta-cluster, the data packet is placed into the dynamic buffer,
awaiting the router’s allocation of the routing path.
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Figure 5. Structure block diagram of adaptive shunt control router.

The routing calculation unit orchestrates path planning based on the source and
destination node positions, current router congestion status, and the adaptive diversion
routing algorithm designed by the circuit. Simultaneously, the distribution unit conducts
polling and arbitration on the initiating request port, guiding the crossbar to establish
connections between input and output ports. Meanwhile, the micro-ring control unit
fine-tunes the corresponding micro-ring resonator in the optical network layer to a coupled
resonance state, as allocated by the routing calculation unit. This ensures unobstructed
data transmission through the waveguide, facilitating smooth delivery to the processing
element cluster linked to the destination node address.

Within the electronically controlled router, the dynamic buffer input unit employs a
ping-pong buffer structure, enabling simultaneous data writing and routing. The routing
calculation unit dynamically selects an optimal transmission path based on network conges-
tion conditions, effectively curbing real-time hotspot occurrences and thereby enhancing
the entire reconfigurable array’s performance. The crossbar unit integrates an N-to-one
multiplexer, while the distribution unit adopts a polling arbitration mechanism for priority
determination. Similarly, the micro-ring control unit adjusts the relevant micro-ring res-
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onator to a coupled state according to the assigned routing path, ensuring unimpeded data
transmission through the waveguide.

Moving on to the performance analysis of the shunt router, Table 1 presents a com-
parison of hardware resource utilization between the offload router designed in this study
and the on-chip hybrid router proposed in [17–19]. Our router utilizes 65.9% fewer register
resources and 65.1% fewer LUT resources than the router in [19]. In comparison to routers
mentioned in the literature—EDVC F-R/W, ViChaR, and CDVC—our design reduces reg-
ister resource utilization by 2.3%, 58.5%, and 0.2%, and LUT resource utilization by 0.3%,
26.7%, and 20.8%, respectively [18]. While our router shows an 11.9% increase in register
resource consumption compared to the asynchronous router presented by Patil et al., it
exhibits a 2.4% reduction in LUT resource usage [17].

Table 1. Comparison of router resource consumption between the router presented in this paper and
routers presented in different studies in the literature.

Router Item Used

Ref. [19]
Registers 2473

LUT 2476

ViChaR [18]
Registers 2038

LUT 1180

Ref. [17]
Registers 744

LUT 886

EDVC F-R/W [18]
Registers 865

LUT 862

CDVC [18]
Registers 847

LUT 1092

This paper
Registers 845

LUT 865

Figure 6a,b depict the throughput variation curves of different routers in both uniform
and hotspot traffic modes, where throughput measures the maximum number of received
packets by the receiver within a specific timeframe. The results demonstrate that the
adaptive split routing structure outperforms the three routers proposed by Fard et al.
across both traffic modes [18]. In the uniform mode, at an information injection rate
of 0.6, this paper’s routing structure elevates throughput for the CDVC, ViChaR, and
EDVC F-R/W routers by 58.8%, 55.8%, and 9.9%, respectively. Similarly, in the hotspot
mode, at the same information injection rate, this paper’s routing structure increases
throughput for the CDVC, ViChaR, and EDVC F-R/W routers by 87.6%, 22.2%, and 20.4%,
respectively. Notably, the routing structure proposed in this paper consistently exhibits
higher throughput at equivalent injection rates.

Figure 7a,b illustrate the relationship between information injection rates and average
information delay under both uniform and hotspot traffic patterns, comparing our results
with those of the shared dynamic cache router proposed by Madsen et al. [20]. The findings
demonstrate the superior performance of the adaptive offload routing structure in both
traffic modes. In the uniform mode, at an information injection rate of 0.3, this paper’s
routing structure reduces average information transmission delays (time data travel from
the source to the destination) by 17.3% and 43.4%, respectively, in contrast to the multi-
channel dynamic cache router and the multi-channel static router proposed by Madsen [20].
Similarly, in the hotspot mode, at an information injection rate of 0.5, the routing structure
proposed in this paper reduces average information transmission delays by 29.2% and
79.1%, respectively, compared to the multi-channel dynamic cache router and the multi-
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channel static router proposed by Madsen [20]. Remarkably, our proposed routing structure
consistently exhibits lower network transmission delays at equivalent injection rates.
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3.3. Algorithm Establishment Cycle and Delay Analysis

In situations where the XY Deterministic Routing Algorithm (XY-DRA) [21] encounters
blockages, establishing a new link is only feasible after dismantling the existing path. To
assess the efficiency of the ASRA, two routing algorithms were compared and analyzed
under edge path blockages (specifically, four paths: PEG00-PEG10, PEG02-PEG03, PEG23-
PEG33, and PEG30-PEG31). Table 2 records the number of clocks required for the path
establishment process and micro-ring configuration process from source node PEG00 to
various destination nodes. The findings indicate that the XY-DRA faces high blocking
probabilities and extensive path establishment durations, while the ASRA demonstrates
the capacity to divert transmissions by monitoring forward path congestion. This diversion
mechanism enhances congestion avoidance by an average of 17.5% compared to the XY-
DRA. It is worth noting that the router becomes blocked when the port blocking probability
reaches 80%.
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Table 2. Path establishment time statistics.

Src/Dst XY-DRA Block ASRA
Block

XY-DRA
Path Establishment Period

ASRA
Path Establishment Period

ASRA
Micro-Ring

Configuration Period

00-01 N N 3.5 3.5 -

00-10 Y N 7.5 4 -

00-20 Y N 9.5 7 2

00-22 Y N 17 9.5 4

00-33 Y N 22.5 16.5 6.5

Figures 8 and 9 present statistical data on the average network delay and throughput
derived from the adaptive routing algorithm, the fault-tolerant routing algorithm, the
original ant colony algorithm, and the ASRA proposed in this paper across varying injection
rates. The findings indicate ASRA’s superior performance compared to the other three
algorithms, particularly as the injection rate increases. At injection rates below 0.007, there
is minimal disparity in the average network delay among the four algorithms. However,
at 0.011 injection rate, significant divergence in network delay between the algorithms
becomes evident. At 0.013 injection rate, the ASRA showcases a 35.7% reduction in average
delay compared to the adaptive routing algorithm, a 25.6% reduction in average delay
compared to the fault-tolerant routing algorithm, and a 7.5% reduction in average delay
compared to the original ant colony algorithm. Thus, the ASRA exhibits superior anti-
blocking capabilities at equivalent injection rates, minimizing network delay and effectively
reducing data wait times.
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In terms of average throughput, there is no notable difference among the algorithms at
injection rates below 0.17. However, at 0.2 injection rate, the ASRA displays a 7.7% increase
in throughput compared to the adaptive routing algorithm and an 8.4% increase compared
to the fault-tolerant routing algorithm. Additionally, the ASRA outperforms the swarm
algorithm by 16.5% at this rate.

In conclusion, the adaptive optoelectronic hybrid interconnect split routing algorithm
developed in this paper exhibits rapid path establishment, minimal data transmission
delays, and a high throughput. Notably, it offers three additional turning possibilities
compared to the traditional XY routing algorithm. Its versatility allows for effective
management across various applications and modes, including non-uniform and burst
transmission modes. This algorithm adeptly balances network loads, mitigates congestion,
and addresses the limitations typically associated with routing paths.
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4. Optical Network Layer
4.1. Optical Network Architecture

Five-port optical routers are used to realize data transmission between different nodes,
including local ports (Injection and Ejection), north ports, south ports, west ports and east
ports, which are composed of crossbar switches and optical waveguides. As shown in
Figure 10, data communication is not performed between ports in the same direction. Micro-
ring resonators [23] are not required for wavelength coupling between the two ports directly
connected by the waveguide. Micro-ring resonators are used between the remaining
ports to perform optical signal transmission direction changes so that the optical signal
is transmitted to a fixed destination port. The micro-ring resonators MR1, MR2, MR3,
MR4, MR5, and MR8 are multi-angle coupling micro-ring resonators, and one micro-ring
resonator can realize the mutual communication between the two groups of ports.
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A five-port optical router achieves non-blocking communication among its ports by
utilizing five waveguides and ten micro-ring resonators, each with specific assignments, as
detailed in Table 3. The communication process unfolds as follows: Ports communicating in
the same direction, such as the north port with another north port, directly interact through
waveguides without the need for micro-ring resonators to alter transmission direction.

Table 3. Micro-ring resonator allocation table.

Out\In N_in S_in W_in E_in Injection

N_out — NO MR4 MR3 MR5

S_out NO — MR2 MR1 MR8

W_out MR1 MR3 — NO MR7

E_out MR2 MR4 NO — MR6

Ejection MR8 MR5 MR10 MR9 NO

For instance, when the north port communicates with the south port, the signal
is transmitted directly through the waveguide without needing a micro-ring resonator
for directional changes. However, communication between ports in different directions
involves micro-ring resonators to alter signal paths. When the north port communicates
with the west port, the signal is initially transmitted from the north port along a waveguide.
Upon reaching MR1, the signal undergoes coupling, redirecting it along another waveguide
to the west port.

Similar processes occur for communication between the north port and the east port
(via MR2) and the Ejection port (via MR8). The communication patterns between other
ports mirror these principles, emphasizing no direct communication between ports in the
same direction. Ports connected by a waveguide communicate directly without involving
micro-ring resonators, whereas communication involving other ports necessitates micro-
ring resonance to guide data transmission towards specific ports.

4.2. Performance Analysis of Non-Blocking Five-Port Optical Router

An optical router necessitates various devices, including micro-ring resonators, optical
waveguides, curved waveguides, cross waveguides, and optical terminals. The five-port
optical router discussed in this study utilizes multi-coupling micro-ring resonator switches.
It operates with a single waveguide connecting the input and output of different ports,
requiring no optical terminals. In this setup, 10 micro-ring resonators, 9 cross waveguides,
and 5 curved waveguides facilitate communication among any port combinations. Table 4
enumerates the optical device count for the five-port optical routers across various refer-
ences from the literature. Our designed optical router demonstrates efficiency compared to
existing models: in comparison to the Rigor optical router, it utilizes only five waveguides,
reducing cross waveguides by 25%, curved waveguides by 75%, and micro-ring resonators
by 33.3% [22]. In comparison to the Srax optical router, our design reduces cross waveg-
uides by 18.2%, curved waveguides by 54.5%, and micro-ring resonators by 33.3% [24].
Even when compared to [25], while slightly increasing micro-ring resonator usage by two,
our design notably reduces cross waveguides by 35.7% and curved waveguides by 80.8%.

Table 4. Number of five-port optical router devices.

Router Rack
The Number of Different Optical Devices Used

Wave-Guide Cross Wave-Guide Curved Wave-Guide Optical Terminal Micro-Ring Resonators

Rigor [22] 5 12 20 0 15

Srax [24] 5 11 11 0 15
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Table 4. Cont.

Router Rack
The Number of Different Optical Devices Used

Wave-Guide Cross Wave-Guide Curved Wave-Guide Optical Terminal Micro-Ring Resonators

Surix [25] 5 14 26 0 8

This paper 5 9 5 0 10

The magnitude of insertion loss primarily hinges on the count of micro-ring resonators,
curved waveguides, and crossed waveguides within the optical router. Many references in
the literature adopt distinct methodologies and parameters for insertion loss calculation.
Linsert signifies the insertion loss of different paths. In the literature, the insertion loss
value when the micro-ring resonator is not coupled stands at 0.005 dB, denoted as Lthrough,
while the coupled micro-ring resonator’s insertion loss registers at 0.5 dB, indicated by
Ldrop [22,25]. The crossed waveguide exhibits an insertion loss value of 0.12 dB, referred to
as Lcross. Considering the relatively negligible propagation and bending losses in waveg-
uides, they are disregarded in insertion loss analysis. Shi et al. further distinguishes losses
of micro-ring resonators into cross-switching and parallel-switching losses [24]. For an
equitable comparison, the insertion loss of each path in the optical router aligned with
Equation (1), consistent with the referenced literature.

Figure 11 depicts the insertion loss between distinct input and output ports of the
five-port optical router devised in this paper. From this analysis, the router’s maximum,
minimum, and average insertion loss were determined, detailed in Table 5. Our designed
optical router surpasses counterparts of the same category in terms of insertion loss. Com-
pared to optical routers, it showcases a 53.4% and 43.2% reduction in average insertion loss,
respectively [22,26]. Although there is a 1.72% increase in insertion loss compared to that
of Shi et al., it is worth noting that this increase occurs despite a 33.3% reduction in the
number of micro-rings [24].

Linsert = NthroughLthrough + NdropLdrop + NcrossLcross (1)
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Table 5. Comparison and evaluation of insertion loss.

Parameters Ref. [22]/This Paper Ref. [26]/This Paper Ref. [24]/This Paper

Max.IL 1.260/0.535 1.130/0.535 0.765/0.775

Min.IL 0.620/0.015 0.500/0.015 0.190/0.095

Avg.IL 0.890/0.415 0.730/0.415 0.513/0.522

4.3. Development of Optical Network Performance Evaluation Model

To address the existing challenge of unachievable optoelectronic co-simulation, we
have developed an adaptive optoelectronic hybrid interconnection function simulation and
performance statistical model. This model was crafted using System Verilog and Verilog
to construct the optical and electrical networks, including routers, links, channels, and
routing policies [27]. It performs statistical analyses on fundamental performance metrics
such as resource utilization, power consumption, and insertion loss. Data transmitted via
the electrical router are collected through the interface, ensuring accurate data sampling
facilitated by the Clocking clock block. Meanwhile, the optical routing network analyzes
the interface-collected data to identify source and destination nodes, allocating optimal
routing paths for transmission.

Figure 12 is a workflow diagram of the optical network performance evaluation
model, which is mainly divided into the user configuration end and the QuestaSim 10.4e
operation processing end. First, the network scale, optical router type and different types
of waveguide losses on the parameter configuration side are configured. Secondly, the core
code is executed on the QuestaSim running processing side to perform statistics on the
performance of the optical network and the electrical network. Finally, the statistical results
are generated into a visual performance report to facilitate user analysis and statistics.
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The performance parameters of the electrical router can be obtained based on the
report generated after circuit synthesis. Using the interface to simulate the data interaction
from the electrical network layer to the optical network layer can effectively improve
the code reuse rate. In addition, the use of the interface can better distinguish electrical
routers from optical routers, effectively avoiding data confusion caused by incorrect port
input/output direction definitions. When you need to add signals, you only need to declare
them once in the interface.

Figure 13 depicts the configuration interface for optical router parameters. This inter-
face allows for the configuration of network scale, optical router type, micro-ring resonator
coupling loss, cross waveguide loss, waveguide propagation loss, and waveguide bending
loss. Leveraging Qt Creator 5.9, we have developed a graphical interface to generate and
store configuration parameters in the ‘config’ configuration file. System Verilog reads this
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‘Config’ information to construct an optical routing network. Subsequently, Questasim
10.4e simulator is employed to assess network performance, capturing and presenting
performance parameters in a graphical display, as shown in Figure 14. The left side of
Figure 14 outlines the data transmission path from the source to the destination node,
while the right side exhibits the optical routers used within the network. A comprehensive
report detailing network resource usage, power consumption, insertion loss, and other
performance metrics is generated for further analysis.
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5. Performance Analysis of Shunt Network for Adaptive Optical Hybrid Interconnection

Assessing network performance in adaptive optoelectric hybrid interconnect shunting
networks involves crucial metrics like end-to-end (ETE) latency and network throughput
(data rate transferred from one point to another). To evaluate these metrics, we employed
OMNET++, a discrete event scheduling task-based network simulation software, conducting
simulations across varying network scales to obtain diverse latency and throughput results.

Figures 15 and 16 present a comparative analysis of end-to-end delays across different
networks of mesh and VCmesh [28] at varying injection rates. The findings demonstrate
that the Adaptive Shunt Routing Network-on-Chip (ASRNoC) exhibits notably lower
network delays, especially under heavy loads. This advantage stems from the adaptive
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scheduling of offload expansion paths, showcasing superior performance under increased
network traffic.
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Figures 17 and 18 present statistical insights into the saturated throughput across
various network sizes, considering injected packet sizes of 1024 bits and 4096 bits. In a
5 × 5 network size with a packet injection size of 4096 bits, the throughput of the ASRNoC
network surpasses the VC mesh [28] and mesh networks by 4.76% and 28.57%, respectively.
These findings underscore the superior throughput performance of ASRNoC compared
to the VC mesh [28] and mesh networks described by Su et al. across different scales.
ASRNoC showcases higher throughput and reduced network latency in both uniform and
hotspot modes owing to its dynamically reconfigurable mechanism.
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Network latency in ONoC is the time interval that a packet is transmitted from the
source node until it is received by the destination node, which includes transmission
latency, configuration latency, and processing latency. We extended the reconfigurable
array structure to 4 × 4 and 16 × 16 PEGs, mapped the ASRA algorithm mentioned above,
and compared the average latency, which was 14.3% and 23.8% lower than GRPMM [29],
much lower than ENoc-XY [29], as shown in Figure 19.
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In order to verify the applicability, we tried to map a simplified LeNet network to
the array structure of this article and conducted an application test on gesture recognition.
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When the training number was 1000, the structure of this article was more accurate in
recognition than the structures presented in [30–32]. The speed reaches the average level,
and the speed of recognizing pictures can provide lower recognition time due to the
advantages of the network structure, as shown in Figure 20.
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6. Conclusions

This study aimed to address the problems of the poor congestion control and self-
adaptation ability of optoelectronic hybrid interconnection networks, as well as their
inability to realize optoelectronic co-simulation and the characteristics of frequent com-
munication between adjacent processing clusters of reconfigurable array processors. The
I/O ports on the periphery of electrical routers are idle. This paper proposes an adaptive
optoelectronic hybrid interconnect shunting structure suitable for reconfigurable array
processors. Based on this structure, an adaptive shunting routing algorithm and a low-loss
and non-blocking 5-port optical router were designed and built based on System Verilog
and Verilog. The optoelectronic hybrid interconnection function test and performance
statistical model were presented. The experimental results show that the electrical router
has a high operating frequency, strong anti-blocking ability, low resource overhead, and
low insertion loss. The designed optoelectronic hybrid interconnection network, according
to the statistical analysis model used to analyze performance, can accurately judge the
network performance of the two transmission modes of hybrid optoelectronics.

This article conducted a data analysis on an on-chip optical-electronic hybrid inter-
connection network. These types of networks have the following advantages: the routing
algorithm enhances the performance of reconfigurable array processors; low-loss, low-
overhead optical routers increase transmission rates; and performance models ensure
accuracy. Future research might consider applying this network to large-scale multicore
processors and AI accelerators, and the same approach could also be extended to data
centers and cloud computing. Unfortunately, due to experimental and technological con-
straints, this paper could not integrate on-chip optical devices into the hybrid network.
Considering metasurfaces [33] may be a direction for future research.
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