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Abstract: In light of the energy crisis, extensive research is being conducted to enhance load fore-
casting, optimize the targeting of demand response programs, and advise building occupants on
actions to enhance energy performance. Cluster analysis is increasingly applied to usage data across
all consumer types. More accurate consumer identification translates to improved resource planning.
In the context of Industry 4.0, where comprehensive data are collected across various domains, we
propose using existing sensor data from household appliances to extract the usage patterns and
characterize the resource demands of consumers from residential households. We propose a general
pipeline for extracting features from raw sensor data alongside global features for clustering device
usages and classifying them based on extracted time series. We applied the proposed method to
real data from three different types of household devices. We propose a strategy to identify the
number of existent clusters in real data. We employed the label data obtained from clustering for the
classification of consumers based on data recorded on different time ranges and achieved an increase
in accuracy of up to 15% when we expanded the time range for the recorded data on the entire dataset,
obtaining an accuracy of over 99.89%. We further explore the data meta-features for a minimal dataset
by examining the necessary time interval for the recorded data, dataset dimensions, and the feature
set. This analysis aims to achieve an effective trade-off between time and performance.

Keywords: consumer behavior identification; usage pattern mining; global feature extraction from
time series data; minimal dataset requirements; sensors data; big data

1. Introduction

Industry 4.0 transforms various aspects of industry and everyday life by integrating
digital technologies. As a result, there is a massive quantity of data from a multitude of
sources, which creates both a challenge and an opportunity for businesses and individuals
alike. One area where this data revolution is pronounced is in the context of household
appliances. These appliances, which have become increasingly sophisticated, now generate
a vast amount of usage data that can be harnessed to gain valuable insights.

The term “big data” has become synonymous with this massive volume of data, which
has a complex and varied nature. Intelligent appliances are equipped with sensors, connec-
tivity features, and innovative functionalities that allow them to collect data on operational
efficiency and usage patterns. These data can unveil a treasure trove of information that
can be used to reduce energy consumption, optimize appliance performance, and even
predict maintenance needs when properly collected and analyzed.

Collecting these data does not require any additional effort from the user. Once
collected, it can offer insights into usage habits and preferences, energy efficiency, and ap-
pliance functionality [1,2]. Manufacturers can provide a more personalized user experience,
improve overall energy consumption, and estimate future usage patterns with the help of
advanced data analytics and machine learning.
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In the context of the energy crisis, an important applicable research topic concerns
the optimizing of resources. Understanding consumer behavior and estimating future
needs could improve load forecasting and enhance targeting of the demand response. This
would positively impact both distribution and supply services. Moreover, it is possible to
recommend cost-effective utilization that would benefit end consumers.

Grouping consumers into large categories such as industry, commercial, and resi-
dential does not provide enough granularity. This is due to marked differences between
consumers with similar characteristics. A rigorous evaluation of the profiles of the users
from each class is needed.

The most significant percentage of the final electricity consumption for many
countries [3] is due to residential consumers. Home appliance usage is a major component
of the total energy consumption of a residence [4–6]. Appliance usage depends on multiple
factors, which causes heterogeneity in the household sector that cannot be reflected in a
single profile that includes all appliances. Consequently, multiple usage profiles should
be explored to improve the understanding of the household sector. Identifying categories
of usages for appliances and usage patterns leads to better characterization of residences
from the consumption perspective. Additionally, it can be employed to offer feedback,
suggesting suitable actions for occupants to improve the energy performance of a building.
Thus, this is the motivation behind our work. Therefore, this paper aims to provide a
method for identifying consumer behavior in appliance usage based on data recorded by
sensors attached to devices.

Sensor-generated raw data can serve purposes beyond their initial intent. One of the
most used data types for sensor-recorded data is time series. Due to the high dimensionality
of time series data, processing it with automated algorithms can be tedious, if possible.
Another challenging aspect is comparing time series of varying lengths for classification
purposes. For this reason, feature-based representation of data should be used to measure
the similarity between pairs of time series [7]. Furthermore, time series data can be
leveraged to extract features independent of the time domain, which can later be utilized
in various processing tasks such as clustering [8]. A particular application of features
extracted from time series sensor data implies identifying running cycles [9] and further
processing them to compute features.

Many factors influence machine learning performance, each playing a crucial role
in shaping the efficacy of models and algorithms. Pivotal factors include the quality and
quantity of the training data. An equally significant factor is the choice of the features
extracted from the data used for training, as relevant and discriminative features contribute
to the model’s ability to discern patterns within the data. The dataset’s complexity and
size, the chosen algorithm’s intricacies, and the desired level of model accuracy collectively
contribute to the time versus performance trade-off. Thus, another objective of our work is
to identify these factors and showcase their impact on the task of usage characterization.

In our work, we present an original method for extracting and computing features
from raw sensor data to group and identify consumer behavior. As a proof of concept,
our general pipeline is applied to data obtained from real-world appliance utilization. We
transform the raw input data into the time series of interest and then compute a subset
of their features. Our computed features-driven clustering strategy allows us to identify
the specific usage categories present in a given dataset. The clustering strategy gives us
labels for the data, which are further employed as training data to build models in a super-
vised learning strategy. To our knowledge, no similar pipeline exists for identifying the
household appliances consumer class from raw sensor data that records device functioning
information. We identify the context-relevant dimensions for the prediction task, including
the recorded time interval, the training data size, and the feature set, and we illustrate their
impact from a performance perspective. We summarize the main contributions of our work
as follows:

• pipeline for consumer behavior identification
• feature extraction and computation for labeling assignment
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• identification of context-relevant dimensions for prediction

This paper is structured as follows: In Section 2, we present the related work on feature
extraction from time series, clustering, and classification with an accent on state-of-the-art
residential consumer estimation and grouping, as well as the metrics that can be used to
evaluate the results. We proceed with the pipeline and algorithms proposal for consumer
class extraction alongside a set of features that can be used in Section 3. We apply our
method in Section 4 to actual household data, where we investigate three main dimensions
to determine the minimal requirements for an appliance dataset and finish with some
concluding remarks.

2. Related Work
2.1. Time Series

Time series data is the prevailing data type utilized in various domains [10]. It refers
to a sequence of observations x recorded at specific time instances t, where t belongs to a
predetermined set of times T.

xt, t ∈ T (1)

Some examples of time series are data recorded from the sensors of different devices,
the energy and water consumption recorded during a period of time, or the duration an
appliance is used per day. Intermittent time series are a particular kind of time series. This
term refers to those series with zero values on multiple entries without obvious patterns of
variation [11]. An example of intermittent time series is the usage time series of appliances.
Due to the fact that appliances are not used constantly, multiple zero values can appear
depending on the granularity level of data, which means that the appliance was not used
in a given time interval.

Feature representations can be used to measure the similarity between pairs of time
series. This is useful for tasks such as classification, clustering, or extracting knowledge
from data [12]. Global features are designed to capture patterns spanning the entire time
series. Data are translated from a complex temporal dimension into a more concise and
quantifiable representation by computing and extracting these global patterns. Additionally,
this approach facilitates the comparison of different time series that may have varying data
dimensions [7].

Some patterns can be identified depending on the source of the time series and the
context in which the data are recorded. For example, in the case of sensors that record
functioning information from devices, there can be different patterns based on the devices’
usage cycles. Detecting running cycles (which can be washing cycles in the case of washing
machines, cooking cycles in the case of microwaves or ovens) from sensor data typically
involves signal processing and analysis, and the approach may vary depending on the
type of sensor and the specific application. In most methods, after data preprocessing,
feature selection, and segmentation, a criterion or algorithm is defined to determine when
a running cycle starts and ends based on the identified peaks or features. In previous work
[9], we present a method for detecting cycles from raw data recorded from appliances based
on a pair of start and stop markers from the data.

2.2. Cluster Analysis of Household Devices Usage

Applying cluster analysis of electrical consumers is the subject of multiple
works [13–15]. Most of them use electrical measurements from an entire location. For ex-
ample, in [16], an electricity consumer characterization framework is presented, where
historical data regarding the measurements of local consumers from a distribution company
are used.

Residential consumers constitute the largest share of total energy consumption [3].
Their usage patterns are influenced by multiple factors, including the number of individu-
als in a household, the prevailing lifestyle, and the presence of power-intensive appliances,
as highlighted in Chicco’s overview of the subject [17]. Evaluating the determinants of
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household electricity consumption using cluster analysis was the subject of [18]. Using
K-means and feature selection, four distinct groups were identified based on energy data
specificities, such as the number of bedrooms, the number of rooms, the number of appli-
ances in households, the billed energy consumption, and survey energy consumption.

Considering a household with m appliances and k operating modes, the total energy
consumption at time n is defined in [19] as

energy(n) =
m

∑
i=1

(. . . (n), . . . , Ui
k(n))


ψi

1
ψi

2
...

ψi
k

+ εi(n) (2)

In this equation, Ui
k(n) is the operating On/Off status of the i-th appliance in time n, which

can be [0,1], ψi
k is the electricity consumed in a particular operating mode, and εi(n) denotes

the measurement of background noise at time n.
The significance of household appliance usage extends beyond merely energy con-

sumption. It profoundly affects both water and energy resource utilization within a res-
idence [4,5]. Recognizing and effectively extracting these usage patterns leads to more
accurate resource allocation. Also, it empowers households to make informed decisions
about their consumption, which could help with more sustainable and efficient utilization
of these vital resources. This knowledge is particularly essential in today’s world, where
sustainability and responsible resource management are of great importance.

Extracting usage patterns from appliances in smart home appliances was performed
in [20]. Two types of usage patterns are proposed: daily behavior-based and cluster-based
statistical usage patterns.

Clustering techniques are used for partitioning a set of objects into groups to maximize
the similarity between objects inside a group and minimize the similarity between clusters.
One algorithm commonly used for clustering is K-means [21] due to its applicability to large
datasets and its versatility. Before applying a clustering algorithm that is based on distance,
such as K-means, the features should be normalized [22]. An example of normalization is
removing the mean and scaling to unit variance.

Clustering becomes even more complex as the number of features increases [23]. Using
entire time series data for tasks such as clustering implies high dimensionality of the data.
Due to this reason, features are usually computed from the data. In the case of household
electricity demand, features such as annual electricity usage, the standard deviation, or the
size of peak demand are frequently used [24].

The elbow method [25] is a widely used technique in the field of cluster analysis, par-
ticularly in unsupervised machine learning, to determine the number of clusters revealed
in a given dataset [26]. In practice, selecting the exact elbow point can be subjective, as it
may not always be as clear-cut as a distinct elbow shape. However, the elbow method
offers a valuable rule of thumb for determining the number of clusters that align with the
data’s underlying structure and the analysis objectives.

When the ground truth is unknown, a more precise assessment of the number of
clusters within a given range of potential cluster numbers can be performed by testing
the results of various metrics across potential numbers of clusters. One example of such
metrics is the Calinski–Harabasz index (also known as the variance ratio criterion), which
represents the ratio of the sum of the between-clusters dispersion and the within-cluster
dispersion for all clusters [27]. The range for the Calinski–Harabasz index is the interval
[0, ∞], where a higher value indicates a better solution. Another method is the Davies–
Bouldin index, which computes the average similarity between clusters. The similarity
is a measure that compares the distance between clusters with the size of the clusters
themselves [28]. The minimum Davies–Bouldin index score is 0, where a lower value
indicates better clustering. The silhouette coefficient [29] considers both the mean distance
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between all other points in the next nearest cluster and a sample and the mean distance
between a sample and all other points in the same class.

2.3. Appliance Classification

Classification is a fundamental and widely used task in machine learning, and it plays
a crucial role in solving various real-world problems. The primary goal is to assign a label
or category to a given input data point based on a set of features. There are several algo-
rithms commonly used for multiclass prediction, such as K-nearest neighbors (KNN) [30],
multiclass support vector machines (SVM) [31], random forest [32], and naive Bayes [33].
Another effective approach for addressing intricate classification tasks is the multilayer
perceptron (MLP) [34], which belongs to the category of artificial neural networks.

Several works in load monitoring and appliance classification have sought to enhance
the understanding of energy consumption patterns within households [35,36]. Some works
use appliance data and have, for example, shown a positive impact of incentive payments
in the context of electricity consumption and price incentives in a pilot test in Belgium
when the flexibility of smart appliances was used [37]. In [38], extraction of consumption
patterns at the appliance level in the context of demand-side management was undertaken.
The work used load profiles and electricity consumption. One of the challenges that studies
in the literature often encounter is the need for clean data on the actual power consumption
of individual appliances or households, which may not always be accessible or available in
practice [39]. Another challenge is the need for user activity data, along with both indoor
and outdoor environmental condition data [40].

In response to these data limitations, alternative strategies to gain insights into appli-
ance usage patterns could be used. One promising approach is to take advantage of the
wealth of data generated by sensors embedded within modern appliances. These sensors
provide valuable information about appliance operations, usage frequency, and potential
anomalies. A sensor-driven methodology opens up new possibilities for appliance classifi-
cation and load monitoring, making it a compelling area of research for those seeking more
efficient and practical energy management and conservation solutions.

Household appliance usage exhibits distinctive patterns that tend to vary depending
on the specific day of the week. This observation was proven in previous work [1], which
highlighted the influence of our weekly routines and schedules on how we interact with
our appliances. This correlation between daily routines and appliance usage patterns
has significant implications for energy management, as it allows for optimizing energy
consumption strategies that align with these trends. From the perspective of extracting
global features from usage time series data, aligning the information regarding the day of
the week and separating patterns based on this could further improve classification results.

3. Pipeline for Usage Characterization
3.1. Method for Consumer Behavior Identification

The usage of appliances represents a significant percentage of the resource consump-
tion of a residential client. Enhancing our comprehension of these usage patterns enables
more accurate load estimation and peak demand estimation of energy and water consump-
tion due to improved demand-side management. This can be achieved by categorizing
household appliances according to their usage patterns and using resource planning strate-
gies specific to the usage class. We propose a method for determining usage class based on
sensor data that have already been collected to reach this objective. Our method includes
preprocessing data, extracting global features independent of the time domain from time
series sensor data, labeling a training set through clustering, and subsequent prediction
based on a reduced dataset. We illustrate the pipeline in Figure 1.

Our system’s input consists of data recorded by sensors attached to devices that are
automatically sent to a data lake system from which we can further process them. Our
output is a predicted consumer class.
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Figure 1. Method for usage characterization of appliances from raw data.

We structure the pipeline into main components based on their role in the system.
The main components of our method are a data extraction module, a module for gener-
ating labels for classification, a module for generating input data for classification, and a
classification module.

Regardless of the type of appliance, model, or manufacturer, data from an appli-
ance contain information regarding its internal status and functioning, as well as signals
triggered by external factors, such as network issues or changes made by the user. The es-
sential components of a dataset include the type of the signals, the alphanumeric values,
the timestamps it has recorded, and the timestamps it has received at the data warehouse.
Depending on the type of the signal, it can be sent periodically, be event-based, or involve
a combination of them. From our practical experience, we found it necessary to address at
least the following complexities: large volume of data, duplicate values, missing data, vari-
ability in the dataset, and noise. Thus, we define this pipeline to address these complexities
in the raw data.

In Table 1, we exemplify different types of complexities as follows:

• Duplicate data: the Name 1 signal from line 2 is a duplicate of line 1, the only difference
between the two of them being the received timestamp
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• Variability in data types: the Name 2 signal value type is an alphabetical one, while
the values of the other signals are numerical values

• Variability in timezone: for the Name 3 signal, GMT +2 is used, while for the other
signals, GMT +1. Different time zones can appear due to the geographical location of
the devices. The usage of different time zones could imply the need for normalization
before further processing of the data.

Table 1. Example of minimal data recorded from functioning devices.

Signal Name Value Recorded Timestamp Received Timestamp

Name 1 127 2024-01-05T17:20:30.45 + 01:00 2024-01-05T17:20:50.45 + 01:00
Name 1 127 2024-01-05T17:20:30.45 + 01:00 2024-01-05T17:20:51.05 + 01:00
Name 2 setting-abc 2024-01-05T18:23:12.37 + 01:00 2024-01-05T18:23:54.08 + 01:00
Name 3 3.1415 2024-01-05T17:30:12.05 + 02:00 2024-01-05T17:50:17.07 + 02:00

Handling the volume of data resulting from devices is a challenge before processing
these data for any particular task. Due to its generality, our method can be applied
regardless of the appliance type or if internal information about the data types and the
device’s functioning is known or not.

Our data extraction module is composed of four components: identification of relevant
data and extracting them, data cleaning, cycle identification, and time series computation.
Due to the nature of the data (which can be classified as big data), the first appropriate step
is extracting the usage data of interest to overcome the dataset dimensionality complexity.
The next step is the semantical and syntactical cleaning of the raw data. In previous
work [41], we introduced a comprehensive and versatile methodology tailored for the
analysis and cleaning of data. This methodology offers insights and techniques that can be
effectively adapted to address our study’s unique challenges and requirements.

Most appliances are used during a specific interval, which can be defined by the
start of the device, its running to solve a task, and its stopping. For example, washing
machines or dishwashers clean clothes or dishes, while an oven or a microwave cooks
or heats food. We will refer to this sequence of events as a cycle. Our previous work [9]
introduces a method for detecting cycles from raw data recorded from devices with running
patterns similar to the ones described above. After the data are extracted and cleaned,
an intermittent time series of interest can be composed of elements.

The pipeline’s final objective is to predict an appliance’s usage category. This requires
pattern identification. A helpful tool is provided by statistics in the use of devices that
can be extracted based on running patterns. High-dimensional data, such as time series
recorded during different time intervals, are more challenging to compare and group based
on their common patterns. One approach to address this challenge is to compute global
features unrelated to the time domain, which would capture the patterns that span the
entire signal duration, regardless of whether the data are recorded over a shorter or longer
time span.

The features we select should identify the utilization patterns of the devices optimally.
Daily device usage patterns exist in real data as identified in [1]. As we investigate appliance
usage, we expect some daily patterns to exist. Moreover, days might differ within weeks or
months, so month granularity is important to extract. Therefore, we compute the average
number of seconds a device is used per day on a weekday alongside the average number
of cycles; the same features are also computed using a month as a time granularity unit.

The feature dimensions can have different ranges. As a consequence, feature nor-
malization should be performed at this point; an appropriate approach is to remove the
mean and scale the features to unit variance. Based on the computed data, a clustering
algorithm is applied, which results in consumer class identification and grouping. The clus-
tering output consists of labels, which are characteristics of each cluster identified from
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the data. The labels obtained from clustering, alongside the data, are used as training data
for classification.

It is important to predict an appliance’s future usage as soon as possible so that the
estimation has better precision as soon as the data are available. Given raw sensor data from
a given time period for a particular appliance, we propose using the same data extraction
steps. As a result, features are extracted and computed to classify an appliance based on
that period. The output of the presented pipeline is the determination of the consumer
usage class.

3.2. Algorithmic Representation

DetectClustersFromRawData, the algorithm proposed for clustering devices, is pre-
sented in Algorithm 1. It takes the raw sensor data as input and returns the appli-
ances grouped by their usage patterns. The output of the algorithm consists of pairs
< data_instance, label > composed of data instances and labels. Starting from line 2, we
process each of the appliances’ raw data separately. In line 3, data is first extracted to reduce
the dimensions and then cleaned. In the step from line 5, we identify the running cycles,
and then we construct time series data from them. In the computeFeatures step of the
algorithm from line 7, features are extracted from the time series data that are independent
of the time domain and can be extrapolated from a larger or more limited time span.

Algorithm 1: DetectClustersFromRawData: Consumer class characterization
from raw sensor data

Input : Data, historical raw sensor data recorded from devices
Output : Clusters of devices based on their usage pattern

1 f eatures← [ ]
2 foreach applianceRawData ∈ Data do
3 extractedDataset← extract data of interest for applianceRawData
4 cleanedDataset← clean(extractedDataset)
5 cyclesDataset← identifyRuningCycles(cleanedDataset)
6 timeSeriesDataset← extractTimeSeries(cyclesDataset)
7 appFeatures← computeFeatures(timeSeriesDataset)
8 features.add(appFeatures)

9 scaledFeatures← normalize(features)
10 clusters← clusterData(scaledFeatures)
11 return clusters

The pairs < data_instance, label > obtained from Algorithm 1 are further used as
training data for supervised learning. The complete algorithm used for the determination
of the consumer class of an appliance is presented in Algorithm 2. The appliance data taken
as a parameter represent the raw sensor data of the new appliance of interest for which we
want to predict the future usage patterns. Due to the extraction of relevant features from
time series data, the interval from which data are recorded before using them as input in
Algorithm 2 can be different from the ones used for the training set. The algorithm’s output
is the predicted class for the specific consumer corresponding to applianceData input.

In the steps from lines 1–4, the data of interest are extracted and cleaned, running
cycles are identified, and time series data are extracted. The features used for classi-
fication are computed in line 5. In line 6, we use Algorithm 1 to receive the pairs of
< data_instance, label > that are further used for training in line 8. The algorithm returns
the class predicted for the input consumer.

Although the strategy was designed for a specific data source, the pipeline and algo-
rithms presented above can be applied to data with other characteristics, such as different
time ranges for the recorded data, different appliance particularities, or even different
data sources.
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Algorithm 2: DetermineConsumerClass: consumer class determination from
raw sensor data

Input : RawData, historical raw sensor data recorded from devices
applianceData, limited raw sensor data recorded for one device

Output : Consumer class prediction for applianceData
1 extractedAppData← extract data of interest for applianceData
2 cleanedAppData← clean(deviceExtractedData)
3 cyclesAppData← identifyRuningCycles(cleanedAppData)
4 timeSeriesAppData← extractTimeSeries(cyclesAppData)
5 featuresAppData← computeFeatures(timeSeriesAppData)
6 clusters← detectClustersFromRawData(rawData)
7 classifier← instatiateClassifier()
8 classifier.fit(featuresAppData, clusters)
9 return classifier.predict(featuresAppData)

For good quality of results, there has to be a trade-off between the desirable perfor-
mance, the processing time, and the data available. More specifically, there is a trade-off
between the performance obtained and the data available, as well as the data used and the
processing time needed for that amount of data. Therefore, we define the achieved quality
as a function of three dimensions: the time interval, the data size, and the feature set.

quality = f unction(timeinterval, datasize, f eatureset) (3)

timeinterval is the period when data is recorded from, datasize refers to the amount of
data used in the processing task, and f eatureset refers to the features used for processing.
We propose calibrating the three dimensions by maintaining two fixed dimensions while
varying the third one.

Using raw time series data is unsuitable for clustering due to high dimensionality. This
imposes the need to compute and extract features to characterize the data. The extracted
features can illustrate the behavior of different time amounts depending on the ranges for
the existing time series data. For example, the usage of day, week, month, three months,
half a year, a year, and so on could be appropriate.

We propose a compact set of features that can be computed from usage information
data by reducing the entire time series data to a couple of features that illustrate the usage
in a higher period. More specifically, the average number of cycles per time and the average
runtime for the same period are used.

In previous work [1], we showed that household appliance usage has a general pattern
depending on the day of the week. We propose an extended set of features computed on
both a global unit scale (with a more extensive time granularity) and separated based on
weekdays to maintain the information regarding household appliance daily usage patterns.
We found it beneficial to extract a set of 16 features to categorize the usage of household
appliances, outlined as follows:

• Average number of cycles per higher time amount⇒ one feature
• Average runtime per higher time amount⇒ one feature
• Average runtime per each weekday⇒ seven features
• Average number of cycles per each weekday⇒ seven features

The advantage of these feature sets is the small amount of usage data needed to
characterize the device patterns and their independence from the device type. The relevant
time interval of the features might vary from small intervals, such as hours, to months
or seasons.
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4. Application on Household Data
4.1. Context and Dataset Description

Several types of high-consumer appliances have functioning cycles. These appliances
are designed to operate through predetermined cycles that optimize their performance
while minimizing energy consumption. Understanding usage patterns to better predict
future usage contributes to energy efficiency, ultimately benefiting both households and
the environment.

Our experiments processed data logs recorded from three different device types during
one year. To maintain data anonymity while keeping data generality as our methodology
fits any appliance, we will refer to the appliances from our experiments as appliance type 1,
appliance type 2, and appliance type 3.

From the available data, we keep the relevant ones. This implies maintaining those
devices with a statistically relevant number of running cycles and consistent running cycles.
As such, we maintained the following data:

• cycles with a duration of more than 5 min or less than 12 h, since outside these time
ranges, running cycles are not plausible for the device types used

• instances that have more than 20 running cycles per year, since these devices have
statistical relevance due to the higher number of usages in one year

Table 2 presents the numerical dimensions of the used dataset. We have tens of
thousands of devices with millions of running cycles recorded during one year for all
device types. Altogether, we formed our dataset from around 100,000 different appliances
in the three types.

Table 2. Dataset sizes separated per appliance type.

Appliance Type Number of Running Cycles

Type 1 8.1 millions
Type 2 7.3 millions
Type 3 29.9 millions

On our cleaned dataset, after detecting the running cycles of each device, we used a
time series unit of one day of usage and computed each device’s run time in seconds per
day and the number of running cycles per day. The result, which we call the time series
dataset, is formed from two univariate intermittent time series as follows:

• Runtime time series, where one point represents each device’s runtime in seconds per
that day of the year.

• Cycles time series, where one point represents the number of cycles that the device
was used for in a given day

Device classification becomes possible based on the usage patterns in the data. Our
selected features could illustrate these patterns. We use two granularity levels for time
amounts to compute these features: day and month. We computed each device’s average
runtime in seconds and the number of running cycles. The resulting features are illustrated
in Table 3.

Table 3. Features extracted from time series usage data.

Granularity Feature

Month Average number of cycles per month
Average runtime per month in seconds

Day Average number of cycles per day
Average runtime per day in seconds
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As features have different scales, we normalized the features by using a standard
scaler. Afterward, we apply processing steps, such as clustering or classification.

The steps presented above are summarized and organized in Figure 2. The input
consists of raw sensor data from three types of devices, and the output is the normalized
features that were computed for each appliance.

Figure 2. Summary of the data preprocessing steps. The output of the steps is further used for
clustering and classification experiments.

In our experiments, from the scikit-learn library [42], we used implementations of the
standard scaler, K-means, and classification methods (K-neighbors classifier, random forest
classifier, Gaussian naive Bayes, support vector machines, and multilayer perceptron).

4.2. Appliance Usage Clustering

We apply the elbow method to find the number of clusters present in our data. Figure 3
presents the appliance type 1 data results, where we have the number of clusters on the OX
axis and the distortion on the OY axis.

Figure 3. Elbow method results for appliance type 1 data.

We use K-means for clustering due to its versatility and applicability to large datasets.
The elbow method resulted in a number of clusters equal to 3, 4, or 5 being appropriate. We
continue our analysis by computing the scores obtained by clustering where the number of
clusters is variable in Table 4. We use the Calinski–Harabasz index, the Davies–Bouldin
index, and the silhouette coefficient for evaluation.

The Calinski–Harabas index illustrates the variance of the between-clusters dispersion
and the within-cluster dispersion. A higher Calinski–Harabasz score is achieved when the
clusters are dense and well separated. From our results, the best variance, with a score of
28.903 for the index, was obtained for three classes. The Davies–Bouldin index measures
cluster similarity, so a score closer to 0 is desirable. We obtained a score of 1.06 for the
three classes.

Each metric suggests that there are three patterns in the data at hand. The results
confirm the grouping of appliance usage into three classes based on their usage: low-used,
medium-used, and highly used devices. We proceeded with the same experiments on all
three device types. The usage behavior specifications scaled across all data samples, which
proves that there is clear separation of devices.
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Table 4. Clustering evaluation score for appliance type 1 data.

No of Clusters Calinski–Harabasz Index Davies–Bouldin Index Silhouette Coefficient

3 28,903 1.06 0.47
4 24,494 1.22 0.34
5 21,107 1.32 0.26

We projected the data into a two-dimensional space to visualize the clustering results
by selecting the most significant features. Figure 4 presents the data projection from
appliance type 1 for k = 3. We have the average number of monthly cycles on the OX axis
and the average runtime per month in seconds on the OY axis. One point represents one
appliance, and the color of the point represents the class of that appliance after clustering.

Figure 4. Clustering results after applying a three classes K-means algorithm on appliance type 1 data.
The color of the points represents the classes according to clustering.

Clear separation lines are visible for all of the classes of device type 1 which means
using three clusters is appropriate. The outlier points from clusterization correspond to de-
vices used on more than 80% of the days. For the other two appliance types, the evaluation
revealed the same behavior: pattern grouping on three clusters, with quite clean separation
and the presence of outliers, which are associated with the higher class of usage due to
the high number of cycles per month and the increased number of seconds of runtime
per month.

Looking at the number of instances from each class for appliance type 1, of a total of
40,773 appliances, 3118 (7.65%) have high usage, 13,575 (33.30%) are medium, and 24,080
(59.05%) have low usage. In the case of appliance type 2, we have 11,288 (69.25%) low-
usage devices, 4297 (26.36%) average usage, and 755 (4.63 %) high-usage devices. From
the appliance type 3 dataset, 32, 568 (81.82%) devices have low usage, 6302 (15.8%) devices
have medium usage, and 989 (2.48%) have high usage.

4.3. Usage Class Prediction

In an attempt to obtain the best outcome from the least possible data, we ran a
set of evaluations to identify the relationship between the performance obtained and
the data characteristics: the length of time interval data availability, the volume of data
(data size), and the feature set. To identify the number of clusters in real data and the
labels corresponding to each appliance, we used the K-means algorithm presented in the
previous sub-section.

The main consideration for choosing time interval availability as a meta-feature to
be explored is that we want a class prediction as soon as we can. While large quantities
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of data are more relevant (a small range of time might not record cycles in the manner
of appliance usage), they induce time delay; hence, we are looking for the smallest size
to provide a good quality response. The data size dimension was investigated as a meta-
feature since a small quantity of data might not encapsulate all the categories and their
features. We expect to improve the performance with the number of device instances.
Nevertheless, we are looking for the smallest appropriate amount as a more extensive set
implies (i) increased classification time, and (ii) the need for extra data (which might not
be available). The feature set used for classification refers to the global features chosen to
characterize the signal. We use a reduced dataset consisting of only the average number
of cycles and average runtime per month and extended features, including averages per
weekday. The extended set would also include potential patterns in daily appliance usage,
such as using them more on a certain day of the week.

The impact of the time interval availability prediction performance was investigated
by assessing the classification results by considering several possible values for the time
range from which we computed the features for the data that would be classified. Having
data recorded during one year, we sampled the data using the entire interval and sub-
samples of three and six months. The features used in classification are the average number
of cycles per month, the average runtime per month, the average number of cycles per
weekday, and the average runtime per weekday.

Five tools are used for classification: K-nearest neighbors, multiclass support vector
machines, random forest, naive Bayes, and multilayer perceptron classifier, with the best-
suited configurations identified for each of them for this use case. The results are presented
in Table 5 separated per appliance type.

We use accuracy as a measurement of the performance of the classification. The
proposed method obtained an accuracy of over 99.89% for all device types when using
raw data from one year. This suggests an increase of up to 15% compared to the accuracy
achieved for 6-month data—over 85%. For data recorded during three months, an accuracy
of over 76% was obtained. We highlight the best results from each category in bold text.
Looking from the perspective of which classifier performed best, all of them achieved
results that were close to the others. When using 12 months of data, at least three out of
five classifiers achieved an accuracy of over 99%. When using data from 3 or 6 months,
either KNN, random forest, or MLP obtained the best accuracy, with SVM being a close
contender, while for the whole interval of 12 months, SVM’s performance surpassed that
of all other methods. The close results, regardless of the classification methods, prove our
methodology’s generality and strengthen our findings regarding the impact of the time
interval used in classification accuracy.

We further assess the effectiveness of the proposed method in Figure 5, which offers a
detailed glimpse into the performance of our classification model. These confusion matrices
encapsulate the outcomes of our classification endeavors, reflecting the model’s proficiency
when confronted with a dataset spanning from 3 months to a full year of runtime. For the
12-month data, multiclass SVM was deployed, while the 3-month and 6-month data were
subjected to the random forest algorithm. For each classification, the most suited identified
configuration was used.

The progression of results in the classification, as influenced by the selected time
interval, demonstrates that the number of misclassified items remains small compared to
the overall sample size when we use a more extended time range. In the case of 3-month
data, most of the errors in classification are with the neighbor class. When extending to
6 months of data, the overall number of wrongly classified instances is half of the initial
ones, while for the further away class, it either disappears or becomes negligible.

The best results were achieved for 12 months with multiclass SVM on all types of
appliances. The numbers of appliances that were misclassified was between one and three,
which indicates a reliable classification. Not only has the performance improved to over
99.89%, but the very few classification errors in the confusion matrix are near the main
diagonal, which means the errors are between nearby classes.
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Table 5. Appliance classification results separated by time ranges used for computing features.

Appliance Time Period Classification Method Accuracy

Appliance type 1

3 month

KNN 75.80%
multiclass SVM 75.36%
random forest 75.87%

naive Bayes 75.75%
MLP 76.24%

6 month

KNN 85.01%
multiclass SVM 85.05%
random forest 85.21%

naive Bayes 84.81%
MLP 85.01%

12 month

KNN 98.46%
multiclass SVM 99.97%
random forest 99.31%

naive Bayes 96.97%
MLP 99.85%

Appliance type 2

3 month

KNN 81.94%
multiclass SVM 81.67%
random forest 81.70%

naive Bayes 81.48%
MLP 81.85%

6 month

KNN 87.60%
multiclass SVM 87.08%
random forest 87.23%

naive Bayes 87.11%
MLP 87.11%

12 month

KNN 98.53%
multiclass SVM 99.89%
random forest 99.20%

naive Bayes 97.61%
MLP 99.54%

Appliance type 3

3 month

KNN 88.98%
multiclass SVM 88.52%
random forest 89.06%

naive Bayes 87.64%
MLP 89.11%

6 month

KNN 93.85%
multiclass SVM 93.63%
random forest 93.87%

naive Bayes 93.08%
MLP 94.22%

12 month

KNN 99.72%
multiclass SVM 99.98%
random forest 99.78%

naive Bayes 96.93%
MLP 99.83%



Electronics 2024, 13, 1364 15 of 19

Electronics 2024, 1, 0 14 of 19

per month, the average runtime per month, the average number of cycles per weekday,
and the average runtime per weekday.

Five tools are used for classification: k nearest neighbors, multiclass support vector
machines, random forest, naive bayes, and multilayer perceptron classifier, with the best-
suited configurations identified for each of them for this use case. The results are presented
in Table 5 separated per appliance type.

We use accuracy as a measurement for the performance of the classification. The
proposed method obtained an accuracy of over 99.89% for all device types when using
raw data from one year. This suggests an increase of up to 15% compared to the accuracy
achieved for 6-month data–over 85%. For data recorded during three months, an accuracy
of over 76% was obtained. We highlight the best results from each category in bold text.
Looking from the perspective of which classifier performed best, all of them achieved
results that were close to the others. When using 12 months of data, at least 3 out of
5 classifiers achieved an accuracy of over 99%. When using data from 3 or 6 months,
either KNN, random forest, or MLP obtained the best accuracy, with SVM being a close
contender, while for the whole interval of 12 months, SVM’s performance surpassed that
of all other methods. The close results, regardless of the classification methods, prove our
methodology’s generality and strengthen our findings regarding the impact of the time
interval used in classification accuracy.

We further assess the effectiveness of the proposed method in Table 6, which offers a
detailed glimpse into the performance of our classification model. These confusion matrices
encapsulate the outcomes of our classification endeavors, reflecting the model’s proficiency
when confronted with a dataset spanning from 3 months to a full year of runtime. For the
12-month data, multiclass SVM was deployed, while the 3-month and 6-month data were
subjected to random forest algorithm. For each classification, the most suited identified
configuration was used.

Table 6. Appliance classification results separated by time ranges used for computing features.
The nine tables represent three types of appliances at three time intervals. One table has on the
horizontal the actual class, and on the vertical the predicted one

Type 1—3 months

Small Avg High

Small 3980 837 41

Avg 686 1827 163

High 163 222 385

Type 2—3 months

Small Avg High

Small 2008 254 2

Avg 250 564 48

High 8 56 92

Type 3—3 months

Small Avg High

Small 6219 292 0

Avg 448 791 36

High 21 77 88
Type 1—6 months

Small Avg High

Small 4867 515 0

Avg 384 2107 135

High 1 162 458

Type 2—6 months

Small Avg High

Small 2097 167 0

Avg 172 636 39

High 2 38 117

Type 3—6 months

Small Avg High

Small 6341 170 0

Avg 235 1022 29

High 4 52 130
Type 1—12 months

Small Avg High

Small 4867 1 0

Avg 1 2675 0

High 0 0 621

Type 2—12 months

Small Avg High

Small 2263 1 0

Avg 1 846 0

High 0 1 156

Type 3—12 months

Small Avg High

Small 6511 0 0

Avg 1 1274 0

High 0 0 186

The progression of results in the classification, as influenced by the selected time
interval, demonstrates that the number of misclassified items remains small compared to
the overall sample size when we use a more extended time range. In the case of 3-month

Figure 5. Appliance classification results separated by time ranges used for computing features.
The nine tables represent three types of appliances at three time intervals. One table has on the
horizontal the actual class, and on the vertical the predicted one.

Data size dimension. We computed the learning curve for each appliance type to
determine the minimal set of data needed to achieve a high-accuracy classification from
the perspective of the dataset dimensions. Since the 12-month timespan leads to the
best performance, the rest of the experiments were conducted with this setup. From the
features perspective, we used the extended feature set, which contains both the average
number of cycles and runtime per month and the information separated by weekday.
Figure 6 illustrates an estimator’s training and validation scores for varying training
samples. The transparent orange part from the plot represents the standard deviation. It
can be observed in Figure 6a,c that until around 5000 instances, there is a high degree of
deviation, which means that the model has an increased level of uncertainty.

When we used a training set of 5000 instances for all three types of devices, it resulted
in an accuracy of over 99.70% with a standard deviation smaller than 0.25%. In Figure 6a,c,
for appliance types 1 and 3, there is an inflection point of around 5000 instances used
in the training set. In the case of appliance 2, this inflection starts earlier, but there is a
smaller increase after using around 5000 devices. For all instances when using more than
10.000 samples in the training set, the increase in accuracy tends to be constant.

Feature set. We additionally assess the significance of the features employed in the
classification task by employing random forest. The feature set comprises run times, cycle
numbers for each weekday, and the average number of cycles and average runtime per
month. Figure 7 depicts the outcomes obtained from appliance type 1 data, with blue
bars indicating the feature importances within the forest and black lines representing their
variability across trees. The feature importance is determined based on the mean decrease
in impurity in the accumulation and the standard deviation within each tree.

To investigate the impact of the feature set, we conducted a series of experiments,
echoing the methodology described earlier. In this iteration, we refined our approach to
focus solely on two fundamental features: the average number of monthly cycles and the
average running time in seconds per month. According to Figure 7, these two features
achieved the highest scores based on the mean decrease in impurity. The average number
of monthly cycles and average runtime offer a condensed yet informative glimpse into the
operational characteristics of the devices. By simplifying the dataset to these key metrics,
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we aimed to ascertain whether the day-of-the-week separation could significantly enhance
the classification results. From the perspective of data size, we used the entire dataset, while
for the time interval, we used all ranges from the previous set of experiments: three-month
data, six-month data, and 1-year data.

(a) Learning curve for appliance type 1 (b) Learning curve for appliance type 2

(c) Learning curve for appliance type 3

Figure 6. Learning curve on classification using 12 months data applied on each device type.

Figure 7. Feature importance based on mean decrease in impurity for appliance type 1 data.

The results of this refined experimentation are detailed in Table 6. This table is a
comprehensive reference point, allowing us to compare the most promising outcomes for
each device type across varying periods. For each device type, we showcase the best results
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obtained from all the classification tools from the previous set of experiments. We achieved
a slightly improved classification accuracy in all experiments when using our proposed
feature set.

Table 6. Comparison results for appliance classification based on the features used for classification.

Appliance Time Period Accuracy for Extended Accuracy for Reduced
Feature Set (Method) Feature Set (Method)

Appliance type 1
3 month 76.24% (MLP) 75.24% (SVM)
6 month 85.21% (random forest) 84.91% (SVM)
12 month 99.97% (SVM) 98.79% (KNN)

Appliance type 2
3 month 81.94% (KNN) 81.76% (KNN)
6 month 87.60% (KNN) 87.14% (KNN)
12 month 99.89% (SVM) 99.08% (SVM)

Appliance type 3
3 month 89.11% (MLP) 88.64% (KNN)
6 month 94.22% (MLP) 93.82% (KNN)
12 month 99.98% (SVM) 99.84% (SVM)

The juxtaposition of these results demonstrates the potential advantages of incorpo-
rating day-of-the-week separation into the feature engineering process. Since the results
are close to one another (under 2% improvement for the extended feature set), the reduced
dataset should be used if limited resources are available.

According to our experiments, in which Function 3 maintained two arguments con-
stant and the third was used for experimentation, the best results were achieved when
we used 12 months for the time interval for the recorded data, a training set of over 5k
samples per device type, and an extended feature set which contained the monthly and
weekday features.

5. Conclusions

This paper proposes a general method for characterizing household energy consumers
based on usage patterns from raw sensor data recorded from appliances. Cluster analysis
was applied in the literature reviewed to determine types of household energy consumers
or types of appliances, but no similar works on determining appliance consumer class
from raw sensor data that recorded device functioning information existed before. We
applied our original pipeline to real household appliance data from three different types of
machines recorded during one-year intervals. A cluster analysis was performed based on
features to estimate the most appropriate number of clusters, and a clustering algorithm
was applied to obtain labels that were further used in the classification process. From our
cluster analysis, a neat separation of appliances based on their usage classes into three
classes was found: low-used, medium-used, and highly used devices.

We investigated the minimal requirements for a good classification for an appliance-
specific dataset from three dimensions. They are: (i) the needed time interval to record
sensor data, (ii) data size – the number of instances needed for the training set, (iii) the
feature set used.

From a time interval perspective, we obtained an increase in the performance of
up to 15% when using data from one entire year compared to smaller intervals, and the
classification achieved an accuracy of over 99.89% for all the device types, with at most
three appliances misclassified, all of them in the nearby class.

Looking from the perspective of the training set’s dimensionality, using at least 5000
instances per device type led to an accuracy of over 99.80%. Using a smaller quantity of
data for the training set gives a high standard deviation for appliance types 1 and 3.

From a feature set perspective, from computed time series data, we proposed a
separation on different granularity levels for the amount of time. We found a significant
influence of the average number of running cycles and the average runtime seconds per
month for features, as well as of separating them per weekday. We compared the results of
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the extended set of features with the best ones we achieved when using only the average
per month, and we obtained slightly better results in all our experiments.
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