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Abstract: In recent years, online shopping has surged in popularity, with customer reviews becoming
a crucial aspect of the decision-making process. Reviews not only help potential customers make
informed choices, but also provide businesses with valuable feedback and build trust. In this study,
we conducted a thorough analysis of the Amazon reviews dataset, which includes several product
categories. Our primary objective was to accurately classify sentiments using natural language
processing, machine learning, ensemble learning, and deep learning techniques. Our research work-
flow encompassed several crucial steps. We explore data collection procedures; preprocessing steps,
including normalization and tokenization; and feature extraction, utilizing the Bag-of-Words and
TF–IDF methods. We conducted experiments employing a variety of machine learning algorithms,
including Multinomial Naive Bayes, Random Forest, Decision Tree, and Logistic Regression. Ad-
ditionally, we harnessed Bagging as an ensemble learning technique. Furthermore, we explored
deep learning-based algorithms, such as CNNs, Bidirectional LSTM, and transformer-based models,
like XLNet and BERT. Our comprehensive evaluations, utilizing metrics such as accuracy, precision,
recall, and F1 score, revealed that the BERT algorithm outperformed others, achieving an impressive
accuracy rate of 89%. This research provides valuable insights into the sentiment analysis of Amazon
reviews, aiding both consumers and businesses in making informed decisions and enhancing product
and service quality.

Keywords: data interpretation; deep learning; ensemble learning; machine learning; product
sentiments; sentiment analysis; transformers

1. Introduction

The popularity of online commerce is on the rise, as evidenced by a recent study indi-
cating that the count of digital shoppers has reached 2.64 billion in 2023 [1]. The rise of the
internet has significantly contributed to the increase in user-generated content, as it allows
individuals to express their opinions and engage in discussions across various platforms,
such as blogs, online social networks, e-commerce websites, and forums. This trend has
resulted in a vast amount of user-generated data [2,3]. Individuals, organizations, and
governments must discern and utilize essential information from these data. The growing
volume of these data highlights the challenge of efficiently and timely collecting relevant
information, thereby emphasizing the need for computational linguistic approaches in data
analysis [4].

When people shop online, they often rely on customer reviews to make decisions. Re-
views provide valuable insights into product and service quality and customer experience.
Positive reviews help businesses attract new customers and build trust. Negative reviews
are also useful because they can provide feedback to companies on how to improve their
products and services. Overall, customer reviews are a valuable tool for businesses and
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consumers [5]. They help businesses improve their products and services, as well as help
consumers make informed purchasing decisions.

Sentiment Analysis (SA) is a process of determining the emotions or thoughts of a
text. This can be conducted for customer reviews, social media posts, or other types of
text [6,7]. SA allows you to gain insights from product reviews by identifying positive,
negative, and neutral sentiments in comments. This information can be used to improve
your product, identify areas for improvement, and understand what your customers are
looking for. SA faces big challenges when it comes to understanding the different emotions
in customer reviews. This is because people express themselves differently, and words like
“great” or “bad” can mean different things depending on the situation. This can make it
hard to obtain accurate insights into how satisfied customers are, which makes it tough
to improve products. In today’s digital world where user reviews are so important, it is
crucial to be able to quickly analyze a lot of them. Current methods struggle to tell exactly
how people feel, especially when the emotions are kind of in the middle, between positive
and negative. That is why we need a system that can understand the emotions in context,
so it can make accurate predictions and keep working well over time.

The primary objective of our project is to construct a robust SA model capable of
categorizing product reviews into three predefined sentiment categories: positive, nega-
tive, or neutral. To achieve this, we have curated a dataset of 400,000 Amazon product
reviews, meticulously performed data cleaning, and prepared the text data for analysis.
Our approach involves harnessing a suite of natural language processing (NLP) techniques
for feature extraction, encompassing tokenization; vectorization methods, such as Term
Frequency-Inverse Document Frequency (TF–IDF) and Bag-of-Words (BOW); and even
the potential integration of additional meta-information, such as product category or user
ratings. Furthermore, our experimentation spans a diverse array of machine learning (ML),
ensemble learning, and deep learning (DL) algorithms, ranging from traditional methods
like Logistic Regression (LR), and Random Forest (RF) to advanced transformer-based
models like BERT and XLNet. This comprehensive approach ensures the development of a
robust and accurate sentiment analysis system that empowers businesses to make informed
decisions, enhance their products, and, ultimately, elevate customer satisfaction.

In our research, our main contribution lies in improving and applying well-known
sentiment detection methods by incorporating regularization techniques and hyperparam-
eter tuning. We carefully applied this approach to a baseline dataset containing categories
such as positive, neutral, and negative sentiments, with the goal of substantially improving
sentiment detection accuracy (particularly for Amazon reviews) within these specific cate-
gories. We employ Bag-of-Words and TF–IDF vectorization techniques and utilize a range
of machine learning (ML) and deep learning (DL) models, including Multinomial Naive
Bayes (MNB), Random Forest (RF), Decision Tree (DT), Logistic Regression (LR), ensemble
learning techniques like bagging, and deep learning methods such as Convolutional Neural
Networks (CNNs) and Bidirectional Long Short-Term Memory (Bi-LSTM). Furthermore,
we explore transformer-based models like BERT and XLNet, where BERT outperformed
all other machine learning and deep learning models in this research. We calculated and
evaluated all the results based on their accuracy, precision, recall, and F1 score.

This paper is structured as follows: Section 2 presents information on related work,
Section 3 describes the methodology, Section 4 discusses the evaluation measurements
employed for this project, Section 5 delves into the discussion of our research findings and
results, and Section 6 outlines potential avenues for future research and development.

2. Related Work

Numerous research papers in the field of SA focus on various methods for extracting
features and classifying review polarity within datasets. According to Scopus analysis,
the quantity of documents related to SA is increasing annually. Details of the published
documents by 2023 are provided in Table 1. This shows that more and more people are
interested in understanding and analyzing emotions in written content.
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Table 1. Published documents from 2010 to 2023.

Document Type Documents

Article 54,839
Review 7789

Conference Paper 7727
Book Chapter 5388

Book 4391
Editorial 191

Note 162
Short Survey 92
Data Paper 60

Letter 53

Y. Abbas et al. [8] developed a supervised ML method to spot defective products in
online reviews, using a dataset of Amazon reviews across four product categories. They
applied statistical techniques like correlation [9] and information gain [10] for feature selec-
tion, focusing on features like emotional tone and emotions. Their best results came from
the Random Forest classifier, with a 0.84 accuracy score. Meanwhile, C. Ahmed et al. [11]
proposed a hybrid ML framework to analyze customer–service provider interactions, aim-
ing to predict sentiment changes. They examined 5000 conversations on Twitter. In their
study, D. Suhartono et al. [12] explored a three-category classification challenge in SA of
pharmaceutical product reviews using Deep Neural Networks (DNNs) and weighted word
embeddings. They incorporated two different word embedding methods, GLOVE [13] and
Word2Vec [14], and processed these embeddings through multiple layers of Convolutional
Neural Networks (CNNs).

K. S. Kumar et al. [15] mined Amazon reviews for three products, namely, the Ap-
ple iPhone 5S, Samsung J7, and Redmi Note 3, employing ML models and discovering
that Naïve Bayes (NB) outperformed LR in categorizing reviews as positive or negative,
evaluated through recall, precision, and F-measure. M. Qorich et al. [16] tackled text
sentiment analysis on Amazon reviews by combining word embeddings with CNNs. Their
study utilized two-word embedding techniques, namely, FastText [17] and Word2Vec,
and applied these to three different datasets. The CNN model they developed showed
enhanced performance over traditional ML- and DL-based methods, outperforming the
established baselines in all datasets. Xu Yun et al. [18] from Stanford University utilized
supervised learning algorithms, including the perceptron algorithm, NB, and Support
Vector Machine (SVM), to predict Yelp review ratings, utilizing a 70–30% training–testing
split for cross-validation and evaluating multiple classifiers to determine precision and
recall values. A. S. Rathor et al. [19] randomly selected 3000 English Amazon reviews from
a pool of 21,500. These reviews underwent preprocessing, which included the removal
of repeated letters. Subsequently, the reviews were classified into positive, negative, or
neutral categories using SVM, NB, and Maximum Entropy (ME) algorithms.

M. S. Elli et al. [20] achieved high accuracy by extracting sentiment from reviews
to develop a business model, primarily utilizing MNB and SVM as classifiers. A. Cer-
nian et al. [21] analyzed 300 Amazon electronic device reviews, applying SentiWordNet
for phrase-to-word vector conversion and assessing LR, SGD, NB, and CNNs with various
feature extraction methods, with CNNs and Word2Vec achieving 91% accuracy; Lime was
used to explain review classifications. M. Nasret al. [22] opted for simpler algorithms to
enhance comprehensibility, although they excelled in accuracy when combined with SVM,
potentially facing challenges on larger datasets. W. Tan et al. [23] explored the correlation
between Amazon product reviews and customer ratings, leveraging diverse ML algorithms,
including NB analysis, SVM, K-Nearest Neighbor (KNN) methods, and DNNs like RNN.
Finally, in [24], over 100,000 Chinese clothing product reviews from Amazon underwent
processing, including text segmentation, POS tagging, and stop word and punctuation re-
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moval using the ICTCLAS 4 system. The approach involved sentiment classification using
Word2Vec for semantic feature extraction and SVMperf for comment text classification.

Huang et al. [25] achieved a sentiment classification accuracy of 64.1%, focusing
specifically on long-range contexts in the Weibo tweet texts dataset. They accomplished
this by utilizing a Hierarchical LSTM network. Hasan et al. [26] utilized unigram features
in conjunction with the Naive Bayes algorithm. They applied this approach to translated
Urdu tweet data and employed various sentiment analyzers, such as SentiWordNet, Word
Sense Disambiguation, and TextBlob. As a result of their efforts, they achieved a binary
sentiment classification accuracy of 79%. Deriu et al. [27] incorporated a CNN model that
consists of two convolutional layers followed by two consecutive pairs of pooling layers.
This CNN model was applied to classify multilingual sentiment datasets composed of
tweet data, and it achieved an F1-score of 67.79%. Jin et al. [28] enhanced the BERT-based
model in a multi-label classification task by integrating BERT embeddings with a modified
TF–IDF model. They conducted an evaluation using a dataset of customer reviews for
restaurants, achieving an accuracy rate of 64%. Ouyang et al. [29] introduced a framework
that combines Word2Vec with a CNN model, featuring three sets of convolutional layers
and pooling layers. They applied this framework to classify five labels within the MR
dataset corpus, achieving a fine-grained sentiment accuracy of 45.4%.

In this study, we used a large database containing products from various categories
and applied several ML, ensemble learning, and DL-based techniques. Our main goal is to
create a model that can achieve higher accuracy.

3. Methodology

This section offers a summary of the intended step-by-step approach for conducting
SA on Amazon reviews. The process, as illustrated in Figure 1, consists of several stages.
It initiates with data acquisition and subsequent preprocessing of the collected data. Fol-
lowing this, feature extraction techniques are applied, followed by the training of ML,
ensemble learning, and DL models. Finally, the results of these models are evaluated. We
enhanced the schema outlined in [30] and adapted it to create a new schema tailored to
our study.

Figure 1. Proposed sentiment architecture for Amazon reviews.

3.1. Data Collection

We employed a publicly available dataset sourced from Amazon, accessible through
the Kaggle platform, to conduct sentiment analysis (SA). The dataset contains reviews
spanning five diverse product categories: mobile electronics, furniture, camera, grocery, and
watches. These reviews, originating from Amazon, were publicly accessible on Kaggle [31].
The dataset is quite large, with more than 100 million reviews in total. However, we have



Electronics 2024, 13, 1305 5 of 21

chosen to focus on a subset of 80,000 reviews from each of these categories, resulting in
a dataset of 400,000 records in total. Each record within the extracted Amazon reviews
dataset is associated with a set of attributes, including marketplace information, customer-
ID, review-ID, product-ID, product parent, product title, product category, star rating,
helpful votes, total votes, verification status of the purchase, review headline, and review
body. These attributes collectively provide a comprehensive foundation for conducting an
in-depth analysis as part of this research endeavor.

3.2. Exploratory Data Analysis

Exploratory data analysis (EDA), a term coined by John W. Tukey, is the practice of
thoroughly examining data to uncover patterns and insights without making assump-
tions [32]. It is an essential first step in data analysis. In our thorough look at the data, we
carefully studied how people rated something using stars. Here is what we found: Based
on the data presented in Figure 2, we can observe a clear distribution of star ratings in the
reviews. The majority, approximately 61.2%, received a 5-star rating, indicating a high level
of satisfaction among reviewers. Another substantial portion, about 15.4%, was rated with
4 stars, suggesting that a significant number of people were quite pleased. Approximately
7.8% of the reviews received a 3-star rating, indicating a moderate level of satisfaction.
A smaller segment, around 5.2%, received 2 stars, implying a lower level of satisfaction.
Finally, 10.4% of the reviews were awarded just 1 star, signaling a substantial degree of
dissatisfaction.

Figure 2. Star rating distribution of reviews.

Upon scaling the dataset to categorize reviews by polarity, which involves merging 4-
and 5-star ratings into the positive category, 2- and 1-star ratings into the negative category,
and assigning 3-star ratings to the neutral category, we discern a distinct distribution.
Positive reviews constitute 76.6% of the dataset, reflecting a substantial prevalence of
highly favorable sentiments among reviewers. Simultaneously, neutral reviews make up
7.8% of the dataset, indicating a relatively balanced sentiment, where reviewers express
neither overwhelmingly positive nor negative views. Conversely, negative reviews account
for 15.6% of the dataset, revealing a substantial presence of notably unfavorable sentiments.
This polarity analysis is further substantiated by the visual representation in Figure 3,
which serves to reinforce our assessment of the dataset’s sentiment composition.
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Figure 3. Sentiment classification of star ratings.

3.3. Data Preprocessing

Data preprocessing is a vital step in NLP tasks, optimizing the efficiency of knowledge
discovery. It involves techniques like data cleaning, integration, transformation, and
reduction, all aimed at preparing and improving the dataset for more effective analysis [33].
Figure 4 represents all preprocessing steps involved in this research.

Figure 4. Data pre-processing steps.

3.3.1. Handling Missing Values

When addressing the issue of missing values within the dataset, our primary focus
lies on managing the missing entries within the “review body” and “star rating” features.
This emphasis is placed due to the significance of these features in relation to sentiments
and their corresponding outputs. The specifics regarding the count of missing values for
each feature in our dataset is detailed in Table 2.

For features with an object data type, we have employed the fillna() method available
in Python to populate the null values. Additionally, for the “star rating” feature, we have
opted to utilize the Interpolate method. This method calculates an average based on
the values that surround the empty cell, both above and below it, thereby aiding in the
imputation of missing data.
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Table 2. Missing values.

Features Data Type Missing Values

Marketplace information Object 0
Customer-ID Object 0

Review-ID Object 4
Product-ID Object 6

Parent product details Integer 6
Product title Object 6

Product category Object 6
Star rating Integer 8

Helpful votes Object 8
Total votes Object 8

Verification status of the purchase Object 8
Review headline Object 13

Review body Object 136

3.3.2. Lowercase Conversion

In this step, we convert all review words into lowercase. For example, “Great” and
“aMazIng” are transformed into “great” and “amazing”. Lowercasing helps standardize
the text and reduces the dimensionality of the data by treating words in a case-insensitive
manner.

3.3.3. Removal of Stop Words

Stop words are elements in a sentence that hold no significance across all sectors in
the field of text mining. We have eliminated all stop words, punctuation marks, and HTML
tags from the reviews within our corpus. This preprocessing step helps to reduce noise in
the data and improve computational efficiency.

3.3.4. Tokenization

In our research, we applied both sentence tokenization and word tokenization. Tok-
enization is a process where a sequence of text is broken down into individual components
known as tokens. These tokens can encompass single words, phrases, or even entire sen-
tences [34,35]. These tokens then serve as inputs for various processes such as parsing
and text mining. It helps models focus on the meaning of individual units rather than
processing the entire text as a single sequence.

In Figure 5, we have depicted the appearance of the text both before and after
preprocessing.

Figure 5. Reviews before and after preprocessing.
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3.4. Feature Extraction

In the realm of NLP, feature extraction is a vital process where we transform unpro-
cessed text into a numerical format that can be readily handled by ML algorithms. In this
project, we have implemented BOW and TF–IDF extraction techniques.

In the context of sentiment analysis, the Bag-of-Words (BoW) approach plays a pivotal
role in transforming textual data into a format that can be understood by machine learning
algorithms. By representing each review as a “bag” containing the count of words without
considering their order, we simplify the complexity of language for computational analysis.
This method allows us to convert diverse and unstructured customer reviews into numerical
vectors, forming the foundation for our sentiment analysis model. The BoW approach
serves as a powerful tool in this project, enabling us to quantify the occurrence of specific
words across reviews and extract meaningful patterns. While it may not capture the
nuanced relationships between words, it provides a straightforward and efficient means
to process large volumes of text, facilitating the extraction of valuable insights from the
multitude of Amazon product reviews we aim to analyze. The formula for CBOW is
given by:

P(wt|context) = softmax

(
Wout ·

1
n

n

∑
i=1

Win[wt−i] + bin

)
(1)

where:

• P(wt|context) is the conditional probability of the target word wt, given its context.
• Win is the input word embedding matrix.
• Wout is the output word embedding matrix.
• bin is the bias term.
• wt−i represents the context words for i = 1, 2, . . . , n.
• The sum term in the formula computes the average of the word embeddings of the

context words.

In this research, we also use TF–IDF to figure out which words are really important.
TF–IDF looks at how often a word shows up in one review compared to how rare it is across
all reviews. This helps us focus on words that truly matter for understanding feelings in
each review. So, TF–IDF is like a smart way of picking out the words that tell us the most
about what people think in their reviews.

TF–IDF(t, d, D) = tf(t, d) · idf(t, D) (2)

where:

• TF–IDF(t, d, D) is the TF–IDF score for term t in document d with respect to the
document set D.

• tf(t, d) is the term frequency of term t in document d.
• idf(t, D) is the inverse document frequency of term t in the document set D.

The term frequency tf(t, d) is often computed as the ratio of the number of occurrences
of term t in document d to the total number of terms in d. The inverse document frequency
idf(t, D) is computed as the logarithm of the ratio of the total number of documents in D
to the number of documents containing term t.

4. Evaluating Measurements

The evaluation of classification methods can be determined through metrics such as
accuracy, F-score, recall, and precision. These parameters are valuable for assessing the
effectiveness of supervised ML algorithms. They rely on information from a matrix called
the confusion matrix or contingency table [36], which provides a detailed breakdown of
true positives, true negatives, false positives, and false negatives, enabling a comprehensive
evaluation of the model’s performance.
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Accuracy =
TP + TN

TP + TN + FP + FN
(3)

Precision =
TP

TP + FP
(4)

Recall =
TP

TP + FN
(5)

F1-Score =
2 ∗ Precision ∗ Recall

Precision + Recall
(6)

5. Results and Discussion

In this section, we will discuss all the results obtained throughout our study. Firstly,
we will delve into the outcomes of our ML models. Following that, we will explore the
results achieved using DL techniques. Lastly, we will examine the performance of our
transformer-based models.

5.1. Experimental Setup

Experiments were conducted using Google Colab with GPU support. Various models,
including CNN, BI-LSTM, BERT, and XLNet, were implemented using Keras and PyTorch.
Additionally, Scikit-learn was utilized to create machine learning models, which underwent
hyperparameter tuning through grid search. Details of these models are outlined in Table 3,
while Table 9 provides the configuration settings for transformer-based models.

Table 3. Configuration details for ML models.

Model Regularization Hyperparameter

DT Split_min: [2, 5, 10] GridSearchCV
RF N-Estimators: [50, 100, 200] GridSearchCV
LR C: [1, 10, 100] GridSearchCV

In Table 3, the “Split_min” values of 2, 5, and 10 for DT set the minimum number
of samples required for a node split, impacting the tree’s complexity and potential for
overfitting. In RF, the “N-Estimators” parameter, with values 50, 100, and 200, determines
the number of trees in the forest, balancing computational efficiency and model accuracy.
For LR, the regularization parameter “C” is tested at values 1, 10, and 100. This parameter
is crucial in controlling the strength of regularization, preventing overfitting by penalizing
the magnitude of coefficients. Lower C values imply more regularization, constraining the
model to simpler decision boundaries. The various parameters for different models were
carefully fine-tuned using GridSearchCV, which involves an exhaustive search across speci-
fied parameter values. GridSearchCV systematically explores combinations of parameters,
selecting the ones that result in the best performance metrics. This ensures that each model
is precisely adjusted for optimal accuracy and generalization.

The dataset was split into an 80% training set and a 20% testing set. Models were
optimized and trained on the training set before being evaluated on the testing set. Results
for each model on the testing set were recorded.

5.2. Machine Learning

In our study, we used ML methods and popular algorithms to analyze sentiment in
Amazon product reviews. We treated SA as a standard text categorization task, considering
language and structure [37–43]. We tested various classifiers like MNB, RF, LR, and DT to
assess their effectiveness in this context.

Originally, our reviews were categorized into five classifications, ranging from 1 (very
bad) to 5 (excellent). For this research, we trained ML models based on this five-category
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system. The results, obtained by applying vectorization techniques BOW and TF–IDF to
ML algorithms, are detailed in Table 4.

Table 4. The results of the ML model on 5 classifications.

Accuracy F1-Score Precision Recall

MNB (BOW) 0.682 0.634 0.620 0.682
RF (BOW) 0.680 0.604 0.595 0.680
LR (BOW) 0.696 0.655 0.642 0.696
DT (BOW) 0.602 0.592 0.583 0.602

MNB (TF–IDF) 0.668 0.576 0.593 0.668
RF (TF–IDF) 0.679 0.596 0.593 0.679
LR (TF–IDF) 0.702 0.653 0.648 0.702
DT (TF–IDF) 0.607 0.595 0.584 0.607

As observed in the preceding table, the highest achievable accuracy stands at 70%,
achieved through the LR classifier. However, it is essential to highlight that achieving a 70%
accuracy rate may not be considered strong. This is mainly because the models struggle
to tell apart 1-star and 2-star ratings, as they use similar negative words. The same issue
arises with 4-star and 5-star ratings, as words like “good” and “great” are common to
both, making it challenging for the model to provide accurate predictions. We tackled this
problem by merging the 4- and 5-star ratings into a single category and the 1- and 2-star
ratings into another. As a result, our dataset now consists of three groups: positive, neutral,
and negative.

In this iteration, we commenced our analysis by categorizing the dataset into three
distinct classes: positive, neutral, and negative. The outcomes of our investigation, achieved
through the utilization of BOW vectorization representation and employing the same ML
models, are meticulously documented in Table 5. This refinement in classification yielded
noteworthy improvements in accuracy. Notably, the LR model stood out with a remarkable
accuracy rate of 86%.

Table 5. The results of the ML model on 3 classifications.

Accuracy F1-Score Precision Recall

MNB (BOW) 0.838 0.817 0.808 0.838
RF (BOW) 0.842 0.827 0.812 0.842
LR (BOW) 0.854 0.837 0.829 0.854
DT (BOW) 0.789 0.784 0.780 0.789

MNB (TF–IDF) 0.822 0.774 0.791 0.822
RF (TF–IDF) 0.846 0.828 0.811 0.846
LR (TF–IDF) 0.861 0.839 0.826 0.861
DT (TF–IDF) 0.787 0.782 0.777 0.787

5.3. K-Fold Cross-Validation

K-fold cross-validation is a technique in ML that helps us understand how well a
model will work on new, unseen data. Instead of just using one set of data to train and test
a model, we split our data into K equal parts (usually 5 or 10), and we train and test the
model K times. Each time, a different part of the data is used for testing and the rest for
training.

After employing a variety of ML models and methodologies, we proceeded to im-
plement the k-fold cross-validation technique. The outcomes of all the models have been
summarized in Table 6, where we employed a 5-fold cross-validation approach. In particu-
lar, the LR model performed better than all other models, earning a remarkable accuracy
score of 85.9%.
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Table 6. The results of the ML model using k-fold on 3 classifications.

Accuracy F1-Score Precision Recall

MNB 0.823 0.776 0.790 0.823
RF 0.843 0.829 0.811 0.843
LR 0.859 0.842 0.828 0.859
DT 0.785 0.780 0.777 0.785

5.4. Ensemble Learning

In our study after applying ML techniques, we transitioned to ensemble learning and
employed the same ML models using a bagging technique. When setting the number of
estimators to 5, we achieved an impressive accuracy score of 85.4% with the LR classifier.
The results of these experiments are listed in Table 7.

Table 7. The results of the ML model using bagging on 3 classifications.

Accuracy F1-Score Precision Recall

MNB 0.822 0.774 0.793 0.822
RF 0.851 0.832 0.829 0.851
LR 0.854 0.830 0.824 0.854
DT 0.817 0.802 0.792 0.817

In our research, we observed that a logistic regression classifier outperformed RF, MNB,
and DT classifiers on our dataset for several reasons. Firstly, the dataset exhibited linear
separability, making logistic regression, a linear classifier, highly effective. Additionally,
the dataset was relatively large, and logistic regression’s lower model complexity helped
prevent overfitting, unlike RF, MNB, and DT. The linearity of the features and the simplicity
of logistic regression made it robust against noisy or irrelevant data, providing a clear
and interpretable model. Moreover, logistic regression could handle imbalanced data
well, assign probabilities to classes, and was less sensitive to hyperparameters. These
factors collectively contributed to the superior performance of logistic regression in our
experiments.

5.5. Deep Learning

We transitioned from conventional ML methods, including ensemble learning, to
embrace deep learning techniques, such as CNNs and Bi-LSTM. This shift was driven by
the inherent strengths of deep learning in automatically extracting hierarchical features
and representations from text data. These models demonstrate an adeptness at capturing
intricate patterns and contextual nuances crucial for understanding sentiment in product
reviews. These models, particularly the Bi-LSTM networks, are integral to sentiment
analysis, excelling in understanding the sequential nature of language. By processing
input data both forward and backward, Bi-LSTM captures long-range dependencies and
contextual nuances within sentences. The results of our DL models, detailed in Table 8,
underscore the superiority of DL in SA, showcasing higher accuracy and a better ability to
discern the distinction of customer sentiments compared to conventional ML methods.

Table 8. The results of DL models on 3 classifications.

Accuracy F1-Score Precision Recall

CNN 0.849 0.835 0.821 0.849
BI-LSTM 0.871 0.861 0.855 0.871

The CNN shows the lowest accuracy at 85%, which is interesting considering its
primary design is for visual data. However, it surprisingly performs well in textual data
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analysis. Following closely is our Bi-LSTM model, achieving an impressive 87% accuracy,
surpassing our traditional ML models. In the upcoming section, we will discuss in detail
our Bi-LSTM models to better understand its strengths and contributions to our research.

Bi-LSTM

Our sentiment analysis model, a Bi-LSTM setup, delivered an impressive 87% accuracy,
and it did so after just three rounds of training. Let us break down the model’s key elements
and the layers it employs. In our SA model, we used different layers, each with its job to
help the model understand and predict sentiments in text. First, we had the Embedding
Layer, which changed the words in the reviews into numbers so the computer could
understand them. Then, there was the Spatial Dropout Layer, which made sure the model
did not get too good at one thing and helped it stay flexible. Next, we used a Bi-LSTM
layer with 128 units to look at the words in the reviews from both sides, like reading a book
forwards and backward, to catch all the details. We also added another Bi-LSTM layer
with 64 units to dive even deeper into the reviews. After that, we had a layer with ReLU
activation to make the model smarter and an Output Layer to predict whether the sentiment
is positive, negative, or neutral. Altogether, these layers helped our model understand
reviews, find patterns, and make accurate predictions.

To assess our model’s ability to distinguish between different sentiments, we utilized
a confusion matrix. This matrix, detailed in Figure 6, offers a comprehensive breakdown of
how well our model classified sentiments. Specifically, it provides insights into the number
of positive reviews correctly identified as positive, neutral reviews correctly classified as
neutral, and negative reviews accurately categorized as negative. Essentially, this matrix
serves as a visual representation of our model’s performance in distinguishing between
various sentiment categories, offering a concise summary of its classification accuracy.

Figure 6. Bi-LSTM confusion matrix.

5.6. Transformer-Based Models

In this research, following the application of machine learning and deep learning
models, we advanced to the final implementation stage, incorporating transformer-based
models. Specifically, we utilized pre-trained BERT and XLNet models, which had un-
dergone training on extensive datasets, enhancing their contextual understanding. This
pre-training facilitated a performance surpassing that of both traditional machine learning
and deep learning techniques. Table 9 details the configuration of both the BERT and
XLNet models.
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Table 9. Configuration details of transformer-based models.

Epochs Batch Size Learning Rate Loss Optimizer

BERT 5 32 2 × 10−5 Adam W
XLNet 5 32 2 × 10−5 Adam W

5.6.1. BERT

In our experiment, we use the BERT variant known as BERT-base and BERT-large.
This model is pre-trained on the English language using a masked language modeling
(MLM) objective, as initially introduced in [44]. Our methodology involved several key
steps. Firstly, we loaded the BERT model and utilized its tokenizer to break down the
reviews into manageable tokens. We then established a PyTorch DataLoader configured for
batch processing, with a batch size of 32, to efficiently handle the data. To optimize our
model, we employed the AdamW optimizer, specifically designed to address weight decay
issues and enhance the training of neural networks. The learning rate was set at 2 × 10−5 to
control the size of parameter updates during training. Subsequently, we trained the model
on our training dataset for three epochs and achieved an accuracy of 89%. The results,
including a confusion matrix depicting our model’s performance on the testing dataset, are
illustrated in Figure 7.

Figure 7. BERT confusion matrix.

Figures 8 and 9 show that the training and validation scores stay close together as the
model learns. This means that the model is not just memorizing the training data, but is
also doing well on new data. The scores for both training and validation keep getting better
over time, which shows that the model is improving. This is important because it means
the model can work well. Overall, these results suggest that the model is doing a good job
of learning and can handle new data well.
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Figure 8. BERT Accuracy Curve.

Figure 9. BERT loss curve.

5.6.2. XLNet

XLNet is a transformer model that learns bidirectional contexts by maximizing the
expected likelihood across all possible permutations of the input sequence factorization
order (https://huggingface.co/docs/transformers/model_doc/xlnet). First, we loaded the
XLNet model, and then we used its tokenizer to break down the reviews into smaller parts
called tokens. After that, we organized the data in a batch size of 16 to help the computer
handle them better. To improve our program, we used the AdamW loss optimizer, which
is good for training these types of programs. We set a learning rate at 2 × 10−5 to control
how much the program learns in each step. Finally, we taught our program using our data
for five epochs. In our test, we reached an 88% accuracy using XLNet.

From the above description, it is evident that both BERT and XLNet exhibited similar
results in terms of accuracy. However, the BERT model slightly outperforms XLNet in
terms of F1 score. The detailed results of both models are provided in Table 10.

 https://huggingface.co/docs/transformers/model_doc/xlnet
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Table 10. The results of transformer-based models on 3 classifications.

Accuracy F1-Score Precision Recall

BERTbase 0.89 0.88 0.88 0.89
XLNetlarge 0.88 0.87 0.87 0.88
BERTlarge 0.87 0.87 0.88 0.87

5.7. Interpretability Modeling of BERT

Local Interpretable Model-Agnostic Explanations (LIME) is a method created to under-
stand and assess predictions made by various learning algorithms. Its purpose is to shed
light on how well a model’s predictions match the specific needs of a given task [45]. In
this study, we investigate the reasoning behind the predictions generated by our proposed
BERT model using LIME.

In Figure 10, our model detected positive sentiments. In the first sentence, it predicted
positivity based on words such as “awesome”, “great”, “sounds”, and “definitely”. These
words typically convey positive feelings, and the model emphasizes their importance by
giving them high weights. Conversely, words like “average” and “little” usually suggest a
negative tone, but the model played down their impact with low weights, minimizing their
effect on the overall positive prediction.

Moving to the second sentence, the model identified positive sentiments due to
the presence of words like “great”, “outstanding”, “many”, “features”, “backed”, and
“support”. These words are commonly associated with positive feelings, and the model
assigned them high weights. While the word “security” is not inherently positive or
negative, it often appears with positive words like “system” and “features”, so the model
assigned it a positive weight as well.

Figure 10. LIME visualization for positive reviews.

The LIME diagram in Figure 11 illustrates the neutral sentiments predicted by our
model. In the first sentence, the model assigned a 70% probability to neutrality, followed
by 18% for positivity and 12% for negativity. This prediction was influenced by words
like “foldable”, “collapsible”, and “designed”, which did not strongly lean towards either
positive or negative sentiment. The neutral words “many” and “information” were given
low weights. Although the phrase “without supplying information” slightly suggested
negativity, it was not potent enough to outweigh the overall neutral tone.
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In the second sentence, the model expressed a high confidence of 67% in the sentence
being neutral, with a possibility of 29% for positivity and a minimal 4% for negativity.
The frequent mentions of “disconnect” and “power” may have been considered negative,
but the inclusion of “easy” and “quick”, along with other neutral words, balanced the
sentiment towards neutrality. It is worth noting that the model’s sentiment analysis may
also be influenced by its training data and specific nuances it has learned.

Figure 11. LIME visualization for neutral reviews.

In Figure 12, the LIME diagram illustrates the negative sentiments predicted by our
model. In the first sentence, the BERT model pinpointed “slow” and “very slow” as the key
factors contributing to its negative sentiment prediction. Despite positive descriptions of
the display and battery life, these aspects were not enough to counterbalance the strong
negativity linked to the performance issues mentioned in the sentence.

Moving to the second sentence, the model identified “slow” as the most critical factor
for its negative sentiment prediction. Even though the food and portions were positively
described, this positive aspect could not outweigh the pronounced negativity associated
with the slow service. Therefore, the model classified it as having a negative sentiment.

Figure 12. LIME visualization for negative reviews.
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5.8. Classification Errors

To gain a deeper understanding of the comments that the model inaccurately classified,
we opted to conduct a more in-depth analysis of the predictions. Additionally, we aimed
to closely examine the comments that the model predicted incorrectly, with the goal of
uncovering potential issues related to the dataset and the process of annotation. Based on
our analysis of all the models’ performance, we have chosen to focus our investigation
on the predictions made by our two top-performing models, namely, the Bi-LSTM and
BERT models. These models exhibited the most favorable metrics among all the models
evaluated. Table 11 displays the classification errors made by the Bi-LSTM model in
its predictions. The first two rows represent instances where neutral sentiments were
incorrectly classified as positive and negative, respectively. In the first case, words like
“nice” and “well” were present, leading the model to classify it as positive. Similarly, in the
second case, the presence of both “good” and “bad” words may have created ambiguity,
making it challenging for the model to accurately discern the context as neutral.

In the next two instances, the model’s misclassification of negative sentiments as
neutral and positive can be attributed to its reliance on specific keywords and phrases for
sentiment analysis. In record 4, where the sentiment is again negative but the model pre-
dicted it as positive, the model appears to have focused on the phrase “user-friendly”. This
phrase is often associated with positive feedback, and the model might have interpreted it
as an indicator of positivity, even though the overall context was negative.

Table 11. Classification errors by Bi-LSTM.

Actual Predict Sentence

3 5 looks nice fits well apparently good material satisfy
3 1 delivered time looks great side band flimsy fell apart adjusted
1 3 ok get pay got good quality would buy
1 5 one gadget probably used years dust collecting user friendly
5 1 feel like plastic job want correct
5 3 bit smaller expected still ok

After analyzing the misclassifications made by our BERT model, let us now delve into
the details of the misclassified reviews. These details are provided in Table 12. In the case
of the two misclassified neutral sentiments, it is noteworthy that they contain words from
both the positive and negative categories. In some sentences, the model struggled to grasp
the contextual meaning accurately.

Table 12. Classification errors by BERT.

Actual Predict Sentence

3 5 medium quality order one little heavier
3 1 stereo outlets added speakers low quality get pay guess
1 3 cheaply made ok daughter needs
1 5 hot red pepper flakes wal mart carry bigger punch think

5 1 case cute breaks really easily got today soon put one little piece
broke durable

5 3 somewhat disappointed back wood assembly seemed easy son law

Mistakes in labeling reviews as either positive or negative can lead to the misclassifica-
tion of reviews. For instance, in the fifth record, the review discusses a product’s durability
issue, typically conveying a negative sentiment. However, it is mistakenly classified as
positive, possibly due to subjective interpretation or annotation errors. This highlights
the importance of precise and consistent annotation practices, as the BERT model relies
on these annotations for training and can replicate the inaccuracies they inherit from the
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labeled data. Periodic review and refinement of annotations are crucial for enhancing
model accuracy and mitigating such misclassification.

5.9. Comparison of the Proposed Approach with the State-of-the-Art

In this section, we examine the performance of our trained model across datasets
used in various studies, and the details are listed in Table 13. Tan et al. [23] utilized the
Consumer Reviews of the Amazon Products dataset, consisting of 34,660 data records
for Amazon products like the Kindle and Fire TV Stick. They initially employed an
LSTM model, achieving an accuracy rate of 71.5% on their testing dataset. However,
upon implementing our proposed BERT model on their entire dataset, we realized a
substantial improvement, with an impressive accuracy score of 93.7% and an F1 score of
93%, significantly surpassing the baseline. Qorich et al. [16] focused on a dataset centered
around Amazon reviews, encompassing a substantial 400,00 records. Their rigorous testing
leads up to a commendable peak accuracy of 90%. Upon deploying our proposed model
across their testing dataset, we achieved an exceptional accuracy of 91%, further supported
by an F1 score of 91.4% in the context of binary-class classification. AlQahtani et al. [46]
focused on a dataset centered around Amazon mobile phone reviews, encompassing a
substantial 413,840 records. Their rigorous testing leads up to an exceptional peak accuracy
of 94%. Upon deploying our proposed model across this extensive dataset, we achieved a
commendable accuracy of 90% in the context of multi-class classification. The reason our
model did not outperform theirs is that our model was trained on a broader dataset with
five different product categories, and the specific category of mobile electronics (which
includes mobile accessories) constituted only 20% of our entire dataset. In contrast, the
author’s paper focused exclusively on mobile phone reviews. Despite this, our model
achieved a commendable 90% accuracy, demonstrating its strong performance even on
data it was not specifically trained on. This underscores the adaptability and effectiveness
of our model across diverse and unseen data. Ahmed et al. [47] used the Amazon Fine
Food dataset, which contains reviews of fine foods from Amazon spanning more than
10 years. The dataset includes approximately 500,000 reviews up to October 2012, providing
information on products, users, ratings, and plain text reviews. From this extensive dataset,
the users selected a subset comprising an equal number (82,007) of reviews from both
positive and negative categories. The author achieved the highest accuracy of 88% using
Linear SVC on the testing dataset. When applying our proposed model, we achieved
an accuracy of 86%. The lower accuracy of our model can be attributed to the absence
of product categories related to food reviews in our dataset. This category was entirely
new to our model, leading to a slight decrease in performance. However, our results
are still respectable when compared to the author’s proposed model. This indicates the
generalization capability of our model across different categories.

Table 13. The results the proposed model on other datasets.

Ref Dataset Name Baseline
Accuracy

Proposed Work
Accuracy

[23] Consumer Reviews of Amazon Products 71.5% 93.7%
[16] Amazon Reviews for Sentiment Analysis 90% 91%
[46] Amazon Mobile Phone Reviews 94% 90%
[47] Amazon Fine Food Reviews 88% 86%

6. Conclusions and Future Work

In the realm of eCommerce websites, sentiment analysis stands as an essential and
widely adopted approach for extracting valuable insights from textual data. These sites
generate a great amount of text every day, like suggestions, feedback, tweets, and comments.
Additionally, customers share their opinions through reviews, ratings, and emoticons.
Analyzing these reviews helps customers learn more about products and make better
decisions. To achieve this goal, we applied a range of NLP, ML, EL, DL and transformer-
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based techniques to accurately classify sentiments. Among these techniques, the BERT
model emerged as the top performer, achieving an accuracy rate of 89%. There were some
limitations encountered in our study. To distinguish between similar sentiments such as
ratings of 4 and 5, and 1 and 2, we suggest exploring more advanced sentiment analysis
techniques that incorporate context and semantics, along with leveraging sophisticated
models.

In future research endeavors, we recommend exploring several potential areas. Re-
searchers might want to expand the analysis to include reviews written in different lan-
guages, like Roman Urdu and Arabic, and from various cultural contexts. This broader
scope could offer a more complete understanding of how well the models work across
different types of data. It would also be valuable to test the models on datasets from
sources other than Amazon to ensure they are robust and applicable in diverse domains.
Adding user metadata, such as the reviewer’s purchase history and rating patterns, to the
analysis could improve the accuracy of sentiment classification. Future work could also
focus on aspect-based sentiment analysis, assessing sentiments related to specific aspects of
a product, such as price or quality. Lastly, discussing potential real-world applications of
the models and creating a feedback loop where model predictions are assessed and refined
based on actual business outcomes could showcase their practical usefulness. Pursuing
these recommendations has the potential to make significant contributions to the field of
sentiment analysis.
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